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Abstract—This paper presents a novel example of depression 

prediction, merging cognitive science with data-driven machine 

learning. Behavioral economic features were engineered from a 

short picture rating task. Relative Preference Theory was ap-

plied to rating data for quantifying the degree to which partici-

pants liked, disliked, or were neutral to several types of pictures; 

thus, behavioral economic variables including loss aversion, risk 

aversion, and 13 others that are amenable to psychological in-

terpretation were mined. These variables were features of a lo-

gistic regression predictive model that targeted depression in a 

population-based sample (N=281) with high test accuracy and 

no overfitting. Per our review of the literature, we cannot iden-

tify other papers that explicitly use behavioral economic fea-

tures to predict depression with machine learning. 
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I. INTRODUCTION  

The use of simple behavioral features for the prediction of 

mental health conditions, such as depression, may provide 

faster diagnosis and patient monitoring. Currently, no frame-

work exists to assess the probability of depression with a 

short behavioral task, without use of clinical symptoms. 

Tools for the detection and characterization of depression are 

needed for individual diagnostic tests, continuous depression 

assessment/monitoring, risk stratification, personalized ther-

apeutic intervention decisions. Psychiatry and behavioral sci-

ence have been traditionally dependent on constellations of 

clinical symptoms for diagnosing depression [1].  

Our method utilizes a task where participants rate a set of 

affective pictures in conjunction with Relative Preference 

Theory (RPT) analysis [2,3,4] to mine information regarding 

behavior. In particular, the resulting RPT features provide in-

formation about one’s judgment, reflecting behavioral eco-

nomic variables, which are then used by machine learning 

(ML) to predict the historical occurrence of self-reported de-

pression.  

The paper is structured as follows: section “Materials & 

Methods” is dedicated to data acquisition, feature engineer-

ing, and the methodology applied for this research. Sections 

“Results” and “Conclusions” detail the outcomes and conclu-

sions, respectively. 

II. MATERIALS AND METHODS 

A. Data 

The data used for this study were drawn from the Emotion 

and Behavior Study, an online study of American adult con-

sumers, conducted by Research Results, Inc. (Boston, MA). 

Specifically, the rating experiment and brief mental health 

survey were included in the subsequently described analyses. 

A total of 501 participants gave consent for their anonymized 

response data to be used and released to Northwestern Uni-

versity. Participants were asked to self-report how often they 

had experienced depression on a Likert scale from 1 to 7 (dis-

tributions are shown in Fig.1). Participants were also asked 

to complete a rating task which used 48 pictures from the In-

ternational Affective Picture Set (IAPS) [5]. Participants 

rated pictures belonging to one of six categories (food, ag-

gressive animals, cute/nice animals, disasters, sports and na-

ture scenes of mountains or beaches) on a 7-point Likert-like 

scale from -3 to +3. Each picture category consisted of eight 

images with similar valence and intensity scoring per the 

IAPS database. Out of the total 501 participants, the picture 

rating task was successfully completed by 281 participants. 

For these participants, all 15 RPT indices were calculated as 

described in [6], and five demographic variables were col-

lected (Age, Sex, Education level, Education years, and 

Dominant hand). These 20 variables constituted the final da-

taset as listed in Table 1. Of the 281 participants, 168 identi-

fied as female (59.79%) and 113 identified as male (40.21%). 

The distributions of all levels for all the demographic varia-

bles are represented graphically in Fig. 2 
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Fig. 1   Distributions by depression scale 

Table 1 Features used in the analysis 

Name 

Risk aversion 

Loss resilience 

Loss aversion 

Ante 

Insurance 

Peak positive risk 

Peak negative risk 

Reward tipping point 

Aversion tipping point  

Total reward risk 

Total aversion risk 

Reward-aversion tradeoff 

Tradeoff range 

Reward-aversion consistency 

Consistency range 

Age 

Sex 

Education level 

Education years 

Dominant Hand 

 

B. Software 

Feature engineering and extraction of the RPT features 

were performed using MATLAB.  

For the ML analysis, the Python programming language 

via the Spyder integrated development environment was 

used. The libraries used for data preprocessing were Pandas 

[7] and NumPy [8]; in combination with the statsmodel li-

brary [9], the exploratory data analysis was performed. The 

Scikit-learn library [10] was used to perform predictive ma-

chine learning and validation.  
 

Fig. 2   Distributions of demographics 
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C. Feature Selection 

The curse of dimensionality states that, as the number of 

features increases in a feature space, the volume of the state 

space increases exponentially, creating rapidly escalating an-

alytic difficulties. One difficulty is that exploration of the fea-

ture space during model training becomes exponentially 

more difficult as features are added [11]. Therefore, feature 

selection is fundamental to identify a sparse set of RPT fea-

tures that can be utilized to detect a history of depression. 

With this in mind, we aimed to understand the priority of the 

features for our classifier. For the ML modeling, we em-

ployed the Logistic Regression (LR) classifier and features 

were selected based on a backwards, stepwise approach that 

identified the best subset of the predictor variables. The best 

feature subset was the result of multiple iterations of evaluat-

ing the Variance Inflation Factor (VIF) [12], correlation, and 

significance of each feature. VIF measures the amount of 

multi-collinearity among features. A feature with a high VIF 

value (typically greater than 2.5 [13]) indicates that the asso-

ciated independent variable is highly collinear with the other 

variables in the model. The correlation between features is 

explored with the calculation of the Pearson Correlation Co-

efficient, which evaluates the linear relationship between two 

continuous variables, and with the Spearman Correlation Co-

efficient, which evaluates the monotonic relationship be-

tween two continuous variables [14]. The significance (p-

value) for each feature is used for determining the most sig-

nificant feature subset and for deciding the “winner” between 

the correlated features. In each iteration, the cut-off thresh-

olds for VIF, correlation, and significance were tightened, so 

that the final subset of features was strongly independent and 

highly significant. 

III. RESULTS 

We trained multiple LR models to explore the predictive 

capabilities of our approach. All models presented below 

have been validated using 1000 times, 100 repeated, 10-fold 

cross-validation. First, all 7 classes of the depression scale 

were targeted individually; then, the neighbor classes were 

combined to create 6, 5, 4, and 3 class classification models; 

finally, binary models were created. 

The feature selection procedure significantly distin-

guished two of the total 20 features (LR p<0.05) which also 

provided the best performance metrics across all examined 

models. These two features were the “reward tipping point” 

and the “tradeoff range”, both belonging to the RPT feature 

set. The values for VIF, significance, and correlation can be 

found in Table 2. 

Table 2 Features of highest importance 

Feature VIF p-value 
Pearson 

Coefficient 

Spearman 

Coefficient 

Reward tipping 

point 
1.002 0.001 

0.0044 0.13 

Tradeoff range  1.000 0.001 

 

A. Multi-Class Classification 

For the multi-class classification approach, we employed 

OneVsRest LR. All possible class combinations were inves-

tigated and the most noteworthy are shown in Table 3, where 

the pipe symbol “|” is used as an indicator for separating clas-

ses. The highest accuracy accrues when classes 2,3,4, and 5 

were merged into one class, and classes 6 and 7 into another, 

thus training a 3-class classification LR model.  

Table 3 Accuracies by model 

Model Combinations Accuracy 

7-class 1 | 2 | 3 | 4 | 5 | 6 |7 25.0% 

6-class 1 | 2 | 3 | 4 | 5 | 6+7 25.1% 

4-class 1 | 2+3 | 4+5 | 6+7 39.2% 

3-class 1+2 | 3+4+5 | 6+7 50.0% 

3-class 1 | 2+3+4 | 5+6+7 64.4% 

3-class 1 | 2+3+4+5 | 6+7 72.5% 

 

B. Binary Classification 

To maximize the intensity of the examined condition, and 

for balancing the subject count for the remaining classes, it 

was decided - based on prior results – to keep classes 1, 6, 

and 7. These classes represent participants with lower (class 

1) and higher (classes 6 & 7) reported history of depression. 

Furthermore, the target vector was transformed to binary by 

assigning class 1 to the “zero” value and classes 6 & 7 to the 

“one” value. The derived dataset included 78 participants, 37 

(47%) in the “zero” class (54% males) and 41 (53%) in the 

“one” class (46% males).  

With the 78-subject dataset, we performed Binary Logistic 

Regression using the two RPT features of highest importance 

(reward tipping point and tradeoff range) as predictors and 

the binary state of depression as the target.  This binary model 

was trained with LR, Random Forest (RF) and Support Vec-

tor Machine (SVM) classifiers, and the results are summa-

rized in Table 4, below. 1000 repeats of 100-Repeated-Strat-

ified-10-fold cross validation were performed. 
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Table 4 Binary classification results 

Classifier Accuracy Precision Recall 
ROC 

AUC 

RF 0.64 0.69 0.60 0.70 

LR 0.72 0.75 0.73 0.78 

SVM 0.73 0.78 0.70 0.77 

 

IV. CONCLUSIONS  

Mental health, and mood states in particular, are at the ep-

icenter of modern life [15]. In recent years, depression has 

become the most dominant mental health problem in adults 

[16,17], and is the leading cause of suicide [18]. This study 

provides evidence that behavioral economic RPT features, 

derived from a simple and quick picture rating task, can suc-

cessfully predict three depression states with increasing se-

verity with 72.5% accuracy, and two states of “none” vs. “se-

vere” depression with 73% accuracy. These findings suggest 

that RPT features may be useful to predict active depression, 

thereby objectively aiding the diagnosis, treatment, and mon-

itoring of depression. Future work will examine larger co-

horts and expand to other mental health conditions. 
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