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Affective neuroscience research can help in detecting emotions when a consumer responds to an advertisement. Successful
emotional elicitation is a verification of the effectiveness of an advertisement. Affective neuroscience using EEG provides a
cost-effective alternative to measure advertisement effectiveness while eliminating several drawbacks of the existing market
research tools, which depend on self- reporting. Affective neuroscience research has also provided several techniques to
classify and predict emotions. In our study, we collected EEG data from 13 participants while commercial video advertisements
were shown to them. We used the “correlation-based subset selection” and “asymmetry of hemispheric channels” to create
our feature set, using pearson-coefficient based significance validation. From the correlation analysis, we found that EEG
channels in the central region (C3/C4) are strong predictors of emotions when elicited from a video advertisement. We find
that hemispheric asymmetry-based features improved the performance of ML-based models as compared to commonly used
power spectral density-based features. This study shows that EEG activations in the central region can predict consumer
emotional response to commercial video advertisements and are also consistently elicited uniformly across consumers.

Additional Key Words and Phrases: Affective Neuroscience, Neuromarketing, Electroencephalography (EEG), Feature Engi-
neering, Frontal Asymmetry

1 INTRODUCTION
Affective neuroscience is a special discipline within Cognitive Neuropsychology that discusses all the cognitive
and neural processes that give rise to emotions in the brain [32]. The last few decades have seen significant
research attempting to detect and classify emotions using various inputs from a person like their facial expres-
sions [11, 16, 31, 36], gait analysis [42], voice [37]. All these external features can be controlled through conscious
effort, and thus these features cannot be a reliable representation of one’s emotions. Research that compared the
person’s facial expressions to the electrophysiological (EEG) activity produced in the brain [9] found cerebral
symmetries when emotions are elicited and can be used to classify positive from negative emotions. In recent
years, research in emotion recognition using EEG has increased manifold [1, 6, 27, 41, 50, 53].

Research studies employ different methods to elicit emotions, processing of EEG data is done in various ways,
and various classification tools are used for emotion detection and identification. The field of Consumer neuro-
science [19] has directly benefited due to advancements in Affective neuroscience. Capturing honest consumer
responses to marketing stimulus has been a consistent challenge for traditional marketing research methods
since they depend on self-reporting, which can be biased, influenced, and unreliable. Affective neuroscience
using EEG has made it possible to identify emotions elicited while being exposed to advertising [26, 27]. EEG
datasets like the DEAP (Database for Emotion Analysis using Physiological Signals) [21] and the SEED (SJTU
Emotion EEG Dataset) [44, 54] have been analyzed by many research groups to find novel techniques to classify
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emotions using EEG.

Electroencephalography (EEG) is a neuroimaging technique to collect electrical signals from various scalp
locations using highly sensitive electrodes designed to record extremely small voltages (𝜇𝑉 ). Among the various
neuroimaging techniques like fMRI, PET, MEG, fNIRS, etc., EEG provides several advantages. Using EEG is
economical, easy to set up, and provides excellent temporal resolution. In addition, it takes a very short period
of time to set up the participant for EEG collection. Finally, with the advent of mobile EEG headsets, we can
now collect brain information at a location that simulates the real world. This becomes very important for
the marketing industry because of the extremely narrow timelines for conducting product reviews and budget
limitations. Thus, using EEG allows for Neuromarketing research to be done at a fraction of the cost compared
to other neuroimaging techniques. However, using EEG does not provide sufficient spatial resolution for us to
measure brain activity in the brain’s cortical regions. Thus, EEG should be used for drawing general assumptions
about brain response but not to identify specific activations within the cortices.

Several novel methods have been proposed to classify emotions using EEG data. [8]Gated Recurrent Unit (GRU)
network with attention for human emotion classification. They evaluated their model by classifying emotions
using the DEAP dataset. Another research group implemented a SincNet-R based classifier [51] (used for speaker
recognition), which consisted of three convolutional layers and three deep neural networks (DNN) layers. An
alternative approach proposed the use of conditional Transfer Learning (cTL) [24], which allows results acquired
from some participants to be used in analyzing the data of other participants. This reduces the amount of effort
and time expended on collecting EEG data from a participant. Sparse discriminative ensemble [40] can also be
created for computing the most discriminative subset of EEG channels for Emotion recognition. This solves
the objective function via sparse non-negative Principal Component Analysis (PCA). "correlation-based subset
selection" [7] was used for dimensionality reduction and the DEAP dataset was analyzed. A survey [14] of over a
hundred research articles on Emotion classification found that 39% of the research focus on Machine Learning
algorithms, 21% focused on the EEG techniques, 8% referred mainly to the process of feature extraction.

There is significantly less research for EEG based feature set selection for commercial advertisement. Emotion
detection and emotion prediction help in creating a model to predict consumer behavior without the necessity
to get conscious feedback. Band-power one-minute features [45] of 10 channels provided the best accuracy on
the DEAP dataset in a particular research. Deep Belief Networks [23] were used to show that learned features
perform comparably to manually generated features for emotion recognition.
For a product manufacturer, knowing the consumer preference for the product is very important, and neuro-
marketing aims to understand the same. This study [48] tries to establish a method that can better understand
consumer emotions in response to advertisements, helping the sellers understand whether their goals are aligned
with consumer emotions. As discussed in [43], how in social networks, where social network advertising content
that directly appeals to the emotions of consumers has better effectiveness than the ones that have simple
messages. A similar theory can be applied to visual advertisements as well, and this study proposes metrics that
marketers can use to analyze their video advertisements and scale the emotionality accordingly, with the help of
EEG analysis. Specifically, we explored the frontal asymmetry of the brain, using time-frequency domain features
to help us identify the region of the brain as well as the frequency ranges in which the EEG signals are elicited
and correlate to human emotions highly when given a visual stimulus.
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1.1 Current Study
In the proposed approach, we aim to evaluate how effectively emotion prediction can work for a Neuromarketing
stimulus. Since the emotions are fully elicited towards the end of the advertisement, the final thirty seconds of
each advertisement were considered for EEG analysis. We are also interested to know the most discriminative
subset of EEG channels that affect emotion recognition [40] because the cost of the EEG headset and the time to
set up is proportional to the number of channels, therefore using a minimal number of channels without affecting
the decoding performance is much desired by the companies. We have used correlation-based subset selection [7]
to create our feature set. In addition, we also created features that capture the effect of emotions on cerebral
asymmetries. This feature set was then used in various Machine Learning algorithms to identify the emotions
of the viewer. To evaluate the effectiveness of our feature set, we also generated features using power spectral
density [25]. We then compared the performance of both the feature sets when fed into the ML models and found
that the proposed feature set performed better.

2 METHOD

2.1 Neurophysiology of Emotion
Extensive research in the study of the human brain in the last century showed that the limbic system of the
brain containing that of the amygdala, the hypothalamus, and the hippocampus governs emotion and memory.
The amygdala is primarily responsible for regulating our perceptions and reactions to aggression and fear. The
hypothalamus interacts with various systems in the brain to create feelings of pleasure. Hypothalamus [29]
is known to play a role in the feeling of reward when rats are stimulated. The limbic system also modulates
the secretion of neuromodulators like dopamine, serotonin, norepinephrine, and acetylcholine, each of which
causes a specific emotional response in a person. Neuroanatomical components of emotion were reviewed [5]
and the term hippocampal-diencephalic-cingulate network was used to explain the key components participating
in emotion. They propose that although the hippocampus is seen as the start and finish points in the limbic
subsystem, other components also play crucial roles in emotional activation. The hippocampus plays interfacing
and integrating roles between emotion and memory retrieval/formation.
Several studies have attempted to develop brain networks to show that different network configurations represent
different emotions. Convolutional Neural Networks [30] use brain connectivity metrics to create network
representations for different emotions. Functional connectivity network and local activations can be used to
classify emotions [22]. Emotion can then be describes as a large network with large-scale network interactions [35].
This introduces the concept of “functionally integrated systems” that control the organizing of emotions in the
brain. Several systems interact with each other through complex pathways to create the cocktail that emotions
are.
To summarize, we know the brain regions which modulate emotion. These brain regions are located in the inner
brain, thus requiring alternative methods to capture data and recognize emotion. Using neurological tools of
EEG, MEG, and fMRI, several models of emotion recognition have been proposed. Most of the proposed models
rely heavily on Deep learning tools. Deep learning methodology hides the inner layers of its computation, hiding
the aspects of computation that are more critical than others. In our study, we choose scalp locations that several
studies have consistently reported. This includes all EEG channels along the central midline and adjacent EEG
channels on either side of the midline. We have engineered features using the electrodes that are symmetrically
opposite to each other.

2.2 Participants and Procedure
Thirteen voluntary participants (1 female, 12 male) were recruited from the university campus for the study
who watched the advertisements in random order. EEG data from 2 participants were rejected due to excessive
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Table 1. Advertisement details and description

(Index -Index Number of the Ad, Duration (in seconds) - Time duration of the advertisement, Is there background music - ‘No’ if there is
no background music in the ad, else ‘Yes’, Average rating - average of user rating given by users, Language - the language in which the
advertisement is delivered, Theme - the key ideology or topic represented by the advertisement)

Index Duration
(in sec)

Is there back-
ground music

Average
Rating

Language Theme

1 60 No 2.680088 Hindi Educative, Motivational
2 120 No 3.100415 Hindi Gender Bias, Woman equality
3 60 Yes 2.196925 English Circus
4 61 Yes 2.440337 English Dance, Song, Colorful
5 108 Yes 3.235237 English Self-change, Motivational
6 60 No 1.843399 English Car, Imagination
7 60 Yes 1.931552 Music Only Attraction, Pool, Cold drink
8 60 No 2.163982 Hindi Gifts, Festival

artifacts. All participants were well versed in English and Hindi, allowing them to understand the speech in the
majority of the advertisements. We do not test for gender-associated emotional activation as existing research
has not found significant differences in cross-gender studies [55]. Informed and written consent was taken from
all participants. It was also ensured that the participants had no history of brain trauma/illness. They were also
advised to be well-rested before the day of the EEG data acquisition. After the recording session, remuneration
was provided in the form of coupons. The study was approved by the Institution Human Ethics Committee (IHEC)
vide. Approval No. IHEC 40/16-1. In this study, we analyze multiple features created using different EEG channels
that highly correlate to the consumer’s emotions recorded to provide a comprehensive set of EEG channels and
features that can be fed into a machine learning model to predict human emotions for consumer advertising
videos. The study was approved by the Institutional Human Ethics committee. The EEG data were stripped of all
personal information before being shared with the researchers for analysis.

2.3 Experimental Design
The stimulus presentation was designed using Psychopy [34] software. Commercial advertisements shownwere of
entertaining nature and only communicated the brand features to the viewer. After each advertisement, questions
pertinent to the advertisement were asked to the participant, for which the answers were provided through a
Likert scale. One of the questions, “What were your emotions while watching the video?” had responses ranging
from 1 to 6, where 1 represents positive while 6 represents negative emotion. We analyzed the emotional response
towards the commercial ads to identify the features derived from EEG channels that exhibit high co-variance to
the emotional response. The experimental design and all the questions are given in Figure 1
In each session, participants were shown eight advertisements (average advertisement time: 73.6 seconds,

Shortest Advertisement: 60 s, Longest advertisement: 120 s). The advertisements were all unfamiliar and not seen
by the participants before. The advertisements belong to different product categories, viz. approach, avoidance,
and utilitarian products [49]. According to the immediacy principle [28], people are attracted to things they like
and move away from the ones they dislike or the ones they do not prefer. Each advertisement has been assigned
to broad classes that they fit in. (Table 1)
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Fig. 1. Schematic of the Stimulus Design including the questions asked post stimulus

2.4 Data Collection
EEG data were acquired using the 32-channel EGI Netstation system (Magstim EGI). The appropriate electrode
net size (small, medium, and large sizes) was chosen depending on the participant’s head size. All the electrodes
were placed in accordance with the 10-20 International system of electrode placement [17]. Each participant was
seated comfortably in the recording room with no electrical interference. All electrodes on the EEG net were
brought to an impedance level below the accepted threshold of 50 𝑘Ω. The stimulus was shown on a 21.5” screen
and was placed at a distance of approximately 70 cm from the participant. Advertisement sounds were provided
via an audio headset, and the EEG data were collected at a sampling rate of 1000 Hz.

2.5 EEG Analysis
EEG data was first imported into the EEGLab software [10]. The data was then band-pass filtered between
0.1 Hz to 30 Hz. Bad/Noisy EEG channels were interpolated and EEG was average referenced. Further, ICA

139



IMX ’22 - Emotion, 2022, Portugal Jartarkar, et al.

components were used to eliminate eye blink and muscle artifacts. For automatic component removal, the MARA
algorithm was employed [47]. The data was then epoched with each epoch indicating neurological response to an
advertisement. Every advertisement always has an emotional arc culminating into a strong emotional elicitation
at the end. Thus, the EEG data at the beginning of an advertisement does not convey concrete, well-formed
emotions. To recognize emotions effectively, we need EEG data that represents fully formed emotions elicited by
the advertisement; thus, we extracted the last 30 seconds of the advertisement to create our training and testing
benchmarks.

2.6 Feature Engineering and Correlation-Based Subset Selection
Several studies have used a combination of time and frequency features for classification on EEG data [18, 52].
These studies try to identify epileptic seizures or a cognitive command in a stream of EEG data. Such analysis
techniques will be required if the recognition task is to be done on the EEG data in real-time. For the purpose
of Neuromarketing research, such analysis is not necessary as the system is not a time-critical system. In view
of this, our study mainly focused on constructing the feature vector using frequency components only. The
frequency components were powers for the EEG frequency bands of theta 𝜃 (4-8 Hz), alpha 𝛼 (8 - 13 Hz), lower
beta 𝛽𝑙 (13 – 21 Hz), and upper beta 𝛽𝑢 (21 – 30 Hz).
As discussed earlier, EEG studies have reported several scalp locations used by emotion identification algo-
rithms [38]. Further, brain asymmetry plays a crucial role in demonstrating the likability towards the stimu-
lus [4, 9]. Thus, our feature vector is constituted of individual frequency properties at various scalp locations and
derived properties extracted by combining data from opposite scalp locations.
The derived features are the difference between the power values between two opposite scalp sites. We identified
eight opposite regions to extract the derived features for our study. Figure 2 shows the various channels from
which the derived features were extracted. Opposite channels in the prefrontal, frontal, central, parietal, temporal
and occipital regions were selected. We get these hemispheric differences in all the 4 frequency bands mentioned
above.
For the naming convention of these derived features, we use delta (Δ) notations with channel names and
frequency band information being provided as subscript information. Thus Δ(𝐹𝑝1−𝐹𝑝2,𝛼) is the derived feature
extracted from the pre-frontal electrodes Fp1 and Fp2 in the alpha frequency band. Other features contained the
name of the channel and the frequency band in the subscript.
This provided us with an initial feature set consisting of 164 values (33 features (one from each electrode) +
8 derived features (from hemispheric differences) per frequency band, making a total of 41 features across 4
frequency bands, which is 41 ∗ 4 = 164). Correlation values between the spectral power and the emotion label
were calculated for all the features. We then selected all the values and EEG channels that were known to
participate in emotion elicitation and had high correlation values. We also confirm that the correlation values
were statistically significant by extracting their p-values (discussed below in the Results section). The Pearson
correlation coefficient was calculated using the formula.

𝜌 (𝑋,𝑌 ) = 𝑐𝑜𝑣 (𝑋,𝑌 ) ∗ 𝜎 (𝑋 ) ∗ 𝜎 (𝑌 ) (1)
In our study, X is the values of the feature set, and Y is the emotion label assigned by the participant in response

to the advertisement [12].

2.7 Validating feature set using machine learning
A Deep learning strategy involves feeding the entire feature set into the neural network, which learns the
important features and predicting emotions. However, this presents a drawback that it is impossible to identify
the features that contributed the most to the prediction. From a consumer neuroscience perspective, it is often
economical to have minimum electrodes placed on the focus group members. Thus, we use correlation-based
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Fig. 2. The EEG scalp electrodes used to extract the derived features for emotion detection.

subset construction to identify the features exhibiting the highest Pearson’s correlation values [15].
To further concrete our hypothesis of the feature set selected, we use machine learning to validate our feature set,
and test its predictive capabilities. Each entry consisted of the feature set followed by the emotion label that the
viewer provided. On a scale of 1 to 6, lower values represented positive emotions while higher values represented
negative emotions. Please note that for regression the prediction value that is the emotional response values were
normalized between 0 and 1. To ensure that the models did not suffer from overfitting on participant specific
aspects, the testing data was from a participant who was never seen by the learning models during training.
To achieve normalization of the results, we used k-fold cross-validation [33]. Thus, for our dataset containing 11
participants (88 data points, i.e., 11 participants × 8 videos/participant), data from 10 participants formed the
training data for every iteration, while data from 1 participant formed our testing data. We tested our feature
set performance on three commonly used regression models, viz. Linear Regression [2], Bayesian Ridge [3],
and Random Forest Regression [13]. Figure 3 provides a graphical representation of the EEG feature extraction
pipeline. The process of k-fold cross-validation is done in all the regression ML models that we used.

The performance of the Regression models was calculated using Mean Absolute Error (MAE), which is defined
as the arithmetic mean of the absolute errors of the actual and predicted values. Mathematically,

𝑀𝐴𝐸 =
𝑛∑︁
𝑡=1

|𝑦𝑖 − 𝑥𝑖 | (2)

where y represents all the predicted values while x represents all the actual values and n represents the total
number of data points. MAE is found to be a better measure to show model performance than Root Mean Square
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Fig. 3. EEG Processing Pipeline for feature construction and outline of k-fold cross validation for all ML regression algorithms.

Error (RMSE) [46] since RMSE data is dependent on three factors and could be ambiguous, unlike MAE, which is
a more natural measure of average error.

3 RESULTS

3.1 Feature Engineering and Correlation-Based Subset Selection
After selecting the features with higher correlation values, we found that electrodes in the central brain region
(C3 and C4) provided the highest correlation values in multiple frequency bands. In addition, we also found a
high correlation for the derived features between the two EEG channels. The role of central electrodes in emotion
is reported in exist[1]. Table 2 shows all the features that showed high correlation values with corresponding
p-values (refer to the appendix 4 for all the correlations with insignificant p-value).

3.2 Validating feature set using machine learning
We used the reduced subset of features and implemented models for emotion prediction. A comparison of Mean
Absolute Error (MAE) values using Power Spectral Density and Proposed Feature set is given in Table 3.

A comparison of the MAE values is shown in Figure 4, as shown below. We observed that using a reduced
correlation-based subset reduced the MAE values compared to Power Spectrum Density based features. We can
see that using linear regression leads to a 28.57% increase in test losses when we use power spectral density
features as opposed to the proposed feature set, using Bayesian Ridge Regression leads to a 20.58% increase in
test losses, and random forest regression increases the test losses by 12.52%.

From the analysis of model performance, it is clear that extracting hemispheric differences and adding them
into the feature set improves model performance in predicting emotional response as reported by the consumer.
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Table 2. Correlation values of channels C3 and C4 for all frequency bands and also the derived features from the EEG
channels. (in increasing order of p-values

(Feature - Feature used for the work, Correlation value with Emotion label -Pearson correlation coefficient of the feature with the emotional
labels, P-Value - the corresponding p-value for the concerned feature and emotional labels)

Feature Correlation value with Emotion label P-Value
𝐶3𝜃 0.512677 3.280108e-07
𝐶3𝛼 0.429349 2.991254e-05
𝐶3𝛽𝑢 0.426374 3.441681e-05

Δ𝐶3−𝐶4,𝜃 0.417782 5.122844e-05
𝐶3𝛽𝑙 0.407479 8.138808e-05

Δ𝐶3−𝐶4,𝛽𝑢 0.367269 4.317329e-04
Δ𝐶3−𝐶4,𝛼 0.344033 1.030886e-03
Δ𝐶3−𝐶4,𝛽𝑙 0.330762 1.646461e-03

Table 3. Performance of the Predictive Models in Training and Testing data sets

(Regression Model - Machine learning model used, Model Performance - Model performance for specific machine learning models for a
particular feature set, PSD - Feature set based on power spectral density, Proposed Feature Set - Feature set propose by this study)

Sl No Regression Model Model Performance
PSD Proposed Feature Set

Train Loss Test Loss Train Loss Test Loss
1 Linear Regression 0.08612 0.13703 0.09004 0.10695
2 Bayesian Ridge Regression 0.09706 0.12715 0.09407 0.10584
3 Random Forest Regression 0.10235 0.11910 0.09272 0.10303

We can also see that our proposed feature set performs better when compared to the feature set containing the
power spectral density.

4 DISCUSSION
In the field of Consumer neuroscience, we often take inspiration from research done in primary cognitive research
fields and test if similar behavior can be observed with marketing stimulus. Findings in the field of Affective
neurosciences lend nicely to test several hypotheses regarding consumer behavior.
In the survey [1], key recommendations are provided to avoid common pitfalls in using signals that reflect
Affective states. The research also lists recent literature in affective neuroscience and evaluates how many of the
recommendations were adhered to. The survey also describes the more commonly used datasets for EEG analysis
and what are the emotion classes that the research articles classify. Finally, they also list all the various measures
that are extracted from the EEG signals and used in the feature set.
To identify emotions using EEG signals, various features are extracted from raw EEG data. Most of the features
are based on the frequency and power related properties of the EEG signal. EEG based emotion classification is
then done using the features and machine learning models. The results of such studies are using the measures of
accuracy, sensitivity, and specificity. Also, some studies use deep learning techniques allowing the model to learn
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Fig. 4. Model performance and comparison for different feature sets

the important features and then use the learned characteristics to classify emotion.
Research shows that the features extracted were relative power values in the five frequency bands of the delta,
theta, alpha, beta, and gamma [20]. Further, Bayesian networks are for classification. Alternative approaches [39]
involve using a feature set of Russel’s Circumplex model, Higuchi’s Fractal Dimension (HFD), and Power Spectral
Density (PSD) and using Support Vector Machine for machine learning.
In this study, we use correlation-based subset selection to use EEG channels and features to model and predict
consumer emotional behavior. We find that EEG activity in the central region is consistent and predictive of the
emotion score response given by the consumer. We also find that the models implemented thereof are not subject
dependent and can be used across the participant group.
Most of the existing literature presents their findings using the measures of accuracy in classification. However,
the participants in our study provided a real values response against the typical binary response. Thus, it is
not possible to present our results using accuracy measures. We have used Mean Average Error (MAE) to show
the deviation between the predicted score using the regression models and the actual response provided by the
consumer. We have also shown that using the asymmetry-based features improves the MAE against using power
spectral features. With such a small amount of data, the ML models were able to generalize very well and have
shown very little overfitting.
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5 CONCLUSION
In this study, we have proposed a way of exploring the relationship between emotions felt by the viewer while
watching a commercial advertisement. We have implemented our methodology to help us gain insights into
the activation regions in the brain, which may directly be impacted by the emotions of the consumer. We use
correlation-based subset selection for identifying the critical features. We also evaluated different regression
techniques to see if any of them could accurately identify this emotional state. Alternatively, unsupervised
machine learning techniques can be used to see how these features combine to provide insights on their own,
paving the way for more unsupervised research in this field and hence proving the genuineness of these statistical
techniques in predicting human emotions.
Currently, the research is based on the dataset which utilizes commercial advertisements as a stimulus, hence
application of the same metric to different datasets not based upon the same stimuli has not been explored, this
study solely focuses on commercial advertisements, which are of high impact and of short time duration in
nature.
The research in affective neuroscience has allowed for several applications in the field of Neuromarketing.
Affective neuroscience research has shown several brain regions to be responsible for emotional elicitation.
Machine learning techniques have also enabled us to classify emotions as positive, negative, and neutral. Our
study aims to contribute in two ways. The first contribution is to show that EEG asymmetry is a vital feature in a
consumer’s emotional elicitation. Secondly, we also showed that emotional classification could be done with
reasonable accuracies for advertising stimulus. This study should encourage more research groups to conduct
affective neuroscience studies that have direct applications to the real world while also identifying the cognitive
processes behind the emotion being elicited.
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A CORRELATION VALUES FOR EEG FEATURES WITH INSIGNIFICANT P-VALUE

Feature Correlation value with Emotion label
𝐶3𝜃 0.512677
𝐶3𝛼 0.429349
𝐶3𝛽𝑢 0.426374

Δ𝐶3−𝐶4,𝜃 0.417782
𝐶3𝛽𝑙 0.407479

Δ𝐶3−𝐶4,𝛽𝑢 0.367269
Δ𝐶3−𝐶4,𝛼 0.344033
Δ𝐶3−𝐶4,𝛽𝑙 0.330762

𝐶4𝜃 0.325954
𝐹3𝜃 0.279428

Δ𝐹3−𝐹4,𝜃 0.278996
𝐶4𝛽𝑢 0.278964
𝐶4𝛼 0.275871
𝐶4𝛽𝑙 0.248706
𝑃7𝜃 0.234398
𝐹7𝜃 0.230637
𝐹4𝜃 0.229198

Δ𝑃7−𝑃8,𝜃 0.219021
𝐹𝑧𝜃 0.217823
𝐹3𝛼 0.214373
𝑇 7𝜃 0.213708
𝐹𝑝2𝜃 0.205513
𝑁𝐴𝑆𝛼 0.205354
Δ𝐹3−𝐹4,𝛼 0.204753
𝑁𝐴𝑆𝛽𝑢 0.203809
𝑁𝐴𝑆𝛽𝑙 0.203371
𝑃8𝜃 0.197937
𝐹𝑧𝛽𝑙 0.196078
𝐹3𝛽𝑢 0.192619

Δ𝐹3−𝐹4,𝛽𝑢 0.191816
𝑁𝐴𝑆𝜃 0.191382
𝐹𝑧𝛽𝑢 0.188224
𝐹𝑧𝛼 0.186636
𝑃7𝛼 0.181465

Δ𝑇 7−𝑇 8,𝜃 0.177952
𝐹4𝛼 0.177017
𝐹𝑝2𝛽𝑢 0.170411
𝑂1𝜃 0.169183
𝐹7𝛼 0.166839
𝐹4𝛽𝑢 0.166676

Δ𝑃7−𝑃8,𝛼 0.166179
𝐹3𝛽𝑙 0.159131
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𝐹𝑝2𝛽𝑙 0.158251
Δ𝐹3−𝐹4,𝛽𝑙 0.156407
𝑃8𝛼 0.155682
𝑃7𝛽𝑢 0.153422
𝑃3𝜃 0.151652

Δ𝑂1−𝑂2,𝜃 0.15004
𝑇 7𝛼 0.149545
𝐹𝑝2𝛼 0.144389
𝐹4𝛽𝑙 0.142905
𝐹33𝜃 0.141646
𝑇 8𝜃 0.13799
𝐹7𝛽𝑢 0.136874

Δ𝑃7−𝑃8,𝛽𝑢 0.136162
𝑃7𝛽𝑙 0.136084
𝑂1𝛼 0.131233
𝑃4𝜃 0.131152

Δ𝑃3−𝑃4,𝜃 0.128671
𝑃3𝛼 0.125805
𝑂2𝜃 0.124383

Δ𝑃7−𝑃8,𝛽𝑙 0.123035
𝑇 7𝛽𝑢 0.12295

Δ𝑇 7−𝑇 8,𝛼 0.122358
Δ𝐹7−𝐹8,𝜃 0.121691
𝐹33𝛼 0.121289
𝑃8𝛽𝑢 0.120806
𝐹7𝛽𝑙 0.117721
𝑃4𝛼 0.116922
𝑃8𝛽𝑙 0.116625

Δ𝐹𝑝1−𝐹𝑝2,𝜃 0.116522
𝑇 7𝛽𝑙 0.113599

Δ𝐹𝑝1−𝐹𝑝2,𝛽𝑙 0.113202
Δ𝑂1−𝑂2,𝛼 0.111141
Δ𝑃3−𝑃4,𝛼 0.109164
Δ𝑇 7−𝑇 8,𝛽𝑢 0.108185

𝑂𝑧𝜃 0.103774
𝑃3𝛽𝑢 0.099563
𝑃𝑧𝜃 0.099535

Δ𝑇 7−𝑇 8,𝛽𝑙 0.095903
𝑇 8𝛼 0.095828
𝑂1𝛽𝑢 0.093634

Δ𝑂1−𝑂2,𝛽𝑢 0.090646
𝑂1𝛽𝑙 0.090534
𝑃𝑧𝛼 0.089937
𝑃3𝛽𝑙 0.089012
𝑇 8𝛽𝑢 0.089007
𝑂2𝛼 0.088251
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Δ𝐹𝑝1−𝐹𝑝2,𝛽𝑢 0.088165
Δ𝐹𝑝1−𝐹𝑝2,𝛼 0.087257
Δ𝐹7−𝐹8,𝛼 0.084268
𝑂𝑧𝛼 0.083008
𝑃4𝛽𝑢 0.082538

Δ𝑂1−𝑂2,𝛽𝑙 0.082096
𝐹33𝛽𝑙 0.081322

Δ𝑃3−𝑃4,𝛽𝑢 0.08102
𝑂2𝛽𝑢 0.078031
𝑃4𝛽𝑙 0.077809
𝑇 8𝛽𝑙 0.076628

Δ𝑃3−𝑃4,𝛽𝑙 0.073666
𝑂2𝛽𝑙 0.068697
𝐹33𝛽𝑢 0.068412
𝑂𝑧𝛽𝑢 0.065294
𝑂𝑧𝛽𝑙 0.062945
𝑃𝑧𝛽𝑙 0.058942
𝑃𝑧𝛽𝑢 0.055765

Δ𝐹7−𝐹8,𝛽𝑢 0.055586
Δ𝐹7−𝐹8,𝛽𝑙 0.049763

𝐹8𝜃 0.046281
𝐹𝑝1𝛽𝑙 0.034029
𝐹8𝛼 0.028263
𝐹𝑝1𝜃 0.019041
𝐹8𝛽𝑙 0.007732
𝐹𝑝1𝛼 0.004753
𝐹8𝛽𝑢 0.001783
𝐹𝑝1𝛽𝑢 0.001517

Table 4. Correlation values of EEG channels for all frequency bands and also the derived features from the EEG channels
with insignificant p-values.
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