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Why do we do 
research?

• Solve problems

• Help others

• Learn from experience 
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Slide from  Bob Williamson  “Research problem choice”, MLCB summer school, Tübingen 2013

What should I research?

What are the biggest problems in 
the world? What are you working 
on?

What sentence in a textbook will 
your research change?

Don’t invent another hammer

3



Learning to solve problems, as a dataset

Methods à

Problems â

1 2 3 4 5 …

Recognize numbers üü ü

Find photos of cats ü üü

Diagnose lung cancer üü ü

…. ü üü

Next problem? ? ? ? ? ?
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Classification of medical images

How it started  How it’s going
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Classification of medical images

How it started  How it’s going
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Outline

• How we (try to) generalize within a medical imaging problem

• Why this is not enough to solve problems more generally

• How to do better (in expectation)
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Learning with limited labeled data
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What should we do to generalize?  
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Recent developments - datasets

• Large(r) public datasets
• CheXpert, Chest-Xray14, MIMIC (30-65K patients, 110-225K x-rays) 
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Recent developments - datasets



Recent developments - methods

• Active learning 
• Crowdsourcing
• Data augmentation
• Generative adversarial networks
• Multi-task learning
• Multiple instance learning
• Regularization 
• Self-supervised learning
• Semi-supervised learning
• Transfer learning…
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https://unsplash.com/photos/Wpg3Qm0zaGk


Multi-task learning

Skin lesion classification (Asymmetry, 
Border, Color) 

Annotations of ABC features by 
crowdsourcing, students, algorithms

Baseline (diagnosis) vs multi-task 
(diagnosis & annotations)

[ Raumanns et al 2021 ]

Ralf Raumanns
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https://www.melba-journal.org/papers/2021:020.html


Multi-task learning

Annotations are noisy, but 
informative when used as 
additional tasks

Data+code
https://github.com/raumannsr/ENHANCE
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https://github.com/raumannsr/ENHANCE


Transfer learning

• Training on (large) source 
data, then on (small) target 
data

• Surprising/conflicting results
on best sources - should be
“similar”
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Transfer learning

• Systematic comparison with 8 datasets
• ImageNet best*, but much smaller texture dataset close

[van den Brandt et al 2021]

Irma van den Brandt
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https://arxiv.org/abs/2107.05940


Transfer learning

CATS - Choosing a Transfer Source
for medical image classifcation 

• Can we predict “transferability” (meta-learning)?

• How do researchers choose/compare datasets? 
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Dovile Juodelyte

Bethany Chamberlain



Recent developments - methods

Use additional data and/or assumptions to 
• (Implicitly) increase sample size
• Reduce complexity
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Many successes reported
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However…

• “none of the models 
identified are of potential 
clinical use” [Roberts et al 
2021 ] 

• “[…] narrow use cases […] 
limited external validation […] 
” [Kelly et al 2022]
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https://www.nature.com/articles/s42256-021-00307-0
https://link.springer.com/article/10.1007/s00330-022-08784-6


Why is it not enough?
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Problem 1: Datasets only a reflection of reality

• Limited growth of sample size in diagnosis of Alzheimer’s
• Larger test sets show overfitting 
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Datasets only a reflection of reality

Dataset shift/bias even in larger
datasets

• Patient demographics
• Early diagnosis vs advanced disease
• “Shortcuts”
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[Pooch et al 2019]

https://arxiv.org/abs/1909.01940


Datasets - Shortcuts

• Pen marks correlated with melanoma
• Network flips diagnosis

[Winkler et al]
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https://jamanetwork.com/journals/jamadermatology/article-abstract/2740808


Datasets - Shortcuts

• Chest drain associated 
with a collapsed lung

• AUC 0.94 vs 0.77

[Oakden-Rayner et al 2019]
[Image from Graf et al 2020]
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7665161/
https://arxiv.org/abs/2011.07353


Datasets - Shortcuts

• COVID associated with text 
markers (+patient position?)

[DeGrave et al 2021]
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https://www.nature.com/articles/s42256-021-00338-7


Our samples are not always representative

Methods à

Problems â

1 2 3 4 5 …

Challenge #1 on lung 
cancer

üü ü

Dataset #2 on lung 
cancer

ü üü

… üü ü

ü üü

Early diagnosis of 
lung cancer

? ? ? ? ?
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Problem 2: publication is a bad proxy for “quality”

• Publications incentivize novelty 
& state-of-the-art results

• “Mathiness”, methods may be 
needlessly complex and fail to 
identify sources of gains 
[Lipton and Steinhardt 2019]

Source
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https://dl.acm.org/doi/10.1145/3317287.3328534
https://www.reddit.com/r/mathmemes/comments/e94sbi/first_one_personal_favorite/


Publication - State-of-the-art results

Baselines too simple, or not simple enough

Focus on average accuracy (or similar), variability often not considered 

Statistical significance:
• not used
• misunderstood
• not practical significance

@drveronikach
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“Practical significance”

Evaluate methods on two 
independent sets, what differences 
do we expect? (in blue)

Difference between best and 10% 
best (in brown)

Gap often smaller than evaluation 
error!
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Incentives change focus
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Lecture Bob Williamson  “Research problem choice”, MLCB summer school, Tübingen 2013
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Evaluation is noisy and missing not-at-random
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Methods à

Problems â

1 2 3 4 5 …

Challenge #1

Data #2

…

Early diagnosis ? ? ? ? ?

# of methods
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Effects go beyond what’s in the papers

• Carbon footprint

[Selvan et al 2022]
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https://arxiv.org/abs/2203.02202


Effects go beyond what’s in the papers

• What type of research is valued? 
• 100 top cited papers from ICML and NeurIPS à performance, 

novelty important, ethical considerations rarely considered 
[Birhane et al 2021] 

• Who gets to do research? 
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https://arxiv.org/pdf/2106.15590.pdf


Who gets to do research

Hardware lottery [Hooker 2020]: idea wins because 
of suitability of hardware/software. 

De-democratization of AI [Ahmed and Wahed 2020]: 
170K papers from 57 conferences “… large firms and 
elite universities increased participation since 2012 ”

[Birhane et al 2021] - big tech participation up from 
11% to 58% in 10 years

MICCAI RISE statistics
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https://arxiv.org/abs/2009.06489
https://arxiv.org/pdf/2010.15581.pdf
https://arxiv.org/pdf/2106.15590.pdf


Who gets to do research

“Grad student descent” 
[Gencoglu et al 2019]

“type of optimization scheme in 
which the task of model 
architecture or hyper-parameter 
search is assigned to several 
graduate students” 
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https://arxiv.org/pdf/1904.07633


Who gets to do research

[Original image]38

MSc PhD Postdoc Faculty

Didn’t have multiple GPUs
Didn’t publish in X venue

…

https://commons.wikimedia.org/wiki/File:The_leaky_pipeline,_share_of_women_in_higher_education_and_research,_2013.svg


Recommendations
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Recommendations

Focus on datasets! Cite datasets, 
evaluate datasets

Be transparent about limitations 
(e.g. model cards [Mitchell et al 
2018])
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https://arxiv.org/pdf/1810.03993


Recommendations

If you must compare methods…

• Representative data & baselines
• Beyond accuracy
• “Practical significance”
• Carbon footprint [Anthony et al 2020]
• Qualitative accounts [Thomas & Uminsky 2020]

42

https://arxiv.org/abs/2007.03051
https://arxiv.org/abs/2002.08512


Recommendations

• Collaboration, not competition
• Understanding
• Save resources (FTEs, trees)

• Remember that scientists are humans

• Revisit values more often
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Thank you!
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Special thanks

46



References

Ahmed, N. & Wahed, M. (2020). The De-democratization of AI: Deep Learning and the Compute Divide in 
Artificial Intelligence Research. arXiv preprint arXiv:2010.15581. 

Anthony, L. F. W., Kanding, B. & Selvan, R.. (2020). Carbontracker: Tracking and Predicting the Carbon Footprint 
of Training Deep Learning Models. arXiv preprint arXiv:2007.03051.

Birhane, A., Kalluri, P., Card, D., Agnew, W., Dotan, R. & Michelle Bao M. (2021). The Values Encoded in Machine 
Learning Research. arXiv preprint arXiv:2106.15590. 

Brandt, I. V. D., Fok, F., Mulders, B., Vanschoren, J., & Cheplygina, V. (2021). Cats, not CAT scans: a 
study of dataset similarity in transfer learning for 2D medical image classification. arXiv preprint 
arXiv:2107.05940.

Cheplygina, V. (2019). Cats or CAT scans: Transfer learning from natural or medical image source data 
sets?. Current Opinion in Biomedical Engineering, 9, 21-27. 
47



References

Cheplygina, V., de Bruijne, M., & Pluim, J. P. W. (2019). Not-so-supervised: a survey of semi-supervised, multi-
instance, and transfer learning in medical image analysis. Medical Image Analysis 54, 280-296. 

DeGrave, A. J., Janizek, J. D., & Lee, S. I. (2021). AI for radiographic COVID-19 detection selects shortcuts over 
signal. Nature Machine Intelligence, 3(7), 610-619.

Gencoglu, O., van Gils, M., Guldogan, E., Morikawa, C., Süzen, M., Gruber, M., Leinonen, J., & Huttunen, H. (2019). 
HARK Side of Deep Learning -- From Grad Student Descent to Automated Machine Learning. arXiv preprint 
arXiv:1904.07633.

48



References

Hooker, S. (2020). The Hardware Lottery. arXiv preprint arXiv:2009.06489.

Kelly, B. S., Judge, C., Bollard, S. M., Clifford, S. M., Healy, G. M., Aziz, A., ... & Killeen, R. P. (2022). 
Radiology artificial intelligence: a systematic review and evaluation of methods (RAISE). European 
Radiology, 1-10.

Lipton, C. Z. & Steinhardt, J. (2019). Troubling Trends in Machine Learning Scholarship: Some ML papers 
suffer from flaws that could mislead the public and stymie future research. ACM Queue 17, 1. 

Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B., Spitzer, E., Raji, I. D.,  & Gebru, T. 
(2019). Model Cards for Model Reporting. arXiv preprint arXiv:1810.03993.

Oakden-Rayner, L., Dunnmon, J., Carneiro, G., & Ré, C. (2020). Hidden Stratification Causes Clinically 
Meaningful Failures in Machine Learning for Medical Imaging. Proceedings of the ACM Conference on 
Health, Inference, and Learning. 
49



References

Pooch, E. H., Ballester, P. L., & Barros, R. C. (2019). Can we trust deep learning models diagnosis? The impact of 
domain shift in chest radiograph classification. arXiv preprint arXiv:1909.01940. 

Raumanns, R., Schouten, G., Joosten, M., Pluim, J.P.W., & Cheplygina, V. (2021). ENHANCE (ENrichting Health 
data by ANnotations of Crowd and Experts): A case study for skin lesion classification. MELBA December 
2021. Publisher (open access) | Github

Selvan, R. et al. (2022) Carbon Footprint of Selecting and Training Deep Learning Models for Medical Image 
Analysis. arXiv preprint arXiv:2203:02202v1

Thomas, R. & Uminsky, D. (2020). The Problem with Metrics is a Fundamental Problem for AI. arXiv preprint 
arXiv:2002.08512.

50

https://www.melba-journal.org/papers/2021:020.html
https://github.com/raumannsr/ENHANCE


References

Varoquaux, G. & Cheplygina, V. (2022) Machine learning for medical imaging: methodological failures and 
recommendations for the future. NPJ Digital Medicine 5 (1), 1-8. 

Winkler JK, Fink C, Toberer F, et al. (2019). Association Between Surgical Skin Markings in Dermoscopic
Images and Diagnostic Performance of a Deep Learning Convolutional Neural Network for Melanoma 
Recognition. JAMA Dermatol. 2019;155(10):1135–1141. 

Ørting S., Doyle A., van Hilten A., Hirth M., Inel O, Madan C. R., Mavridis P., Spiers H. & Cheplygina V. (2020). A 
Survey of Crowdsourcing in Medical Image Analysis. Human Computation 7(1), 1-26.

51


