Supplementary material 

Biomarkers in ringed seals reveal recent onset of borealization in the high- compared to the mid- latitude Canadian Arctic

Camille de la Vega1,2*, Claire Mahaffey1, David J. Yurkowski3, Louisa Norman1, Elysia Simpson1, Sophie Smout4, Steven H. Ferguson3, Rachel M. Jeffreys1

1School of Environmental Sciences, University of Liverpool, L69 3BX, Liverpool, UK
2Leibniz Institute for Baltic Sea Research, Warnemünde, 18119 Rostock, Germany
3Freshwater Institute, Fisheries and Oceans Canada, Winnipeg, MB R3T 2N6, Canada
4Sea Mammal Research Unit, Gatty Marine Laboratory, St. Andrews, Fife KY10 8LG, UK
*Correspondence: 
Camille de la Vega
Camille.De-La-Vega@liverpool.ac.uk 

Analyses of stable nitrogen isotope on amino acids 

Sample preparation for δ15N analyses on amino acids:
~ 7 mg of freeze-dried muscle sample was hydrolyzed in reaction vessels (6M, mL, 200 µl, 100°C for 22h). L-Norleucine (Sigma-Aldrich) was added to each sample as an internal standard (80 µl of 5 mg mL-1). On cooling, the samples were transferred into a nanosep centrigal device (45 µm nylon filters) and centrifuged (10 000 rpm for 1 min). Samples were then transferred into clean micro-reaction vessels and lipids were extracted by addition of n-hexane:DCM (3:2 v/v, 0.5 mL). Each sample was shaken by hand for 10 seconds in order for the hydrolysate and solvents to mix. The organic solvents were removed. This was repeated 3 times. Hydrolysates were blown down under N2 for 2 min in order to ensure that all organic solvents were removed and were frozen at -80°C prior to lyophilization. 
The amino acids were propylated in 0.25 mL of acidified isopropanol solution (prepared by addition of acetyl chloride to anhydrous isopropanol (1:4 v/v) in an ice bath) at 100°C for 1 h. The reaction was quenched in a freezer and reagents were evaporated under a gentle stream of N2, DCM was added (3 x 0.25 mL) and evaporated to remove excess reagents. Amino acid methyl esters were then treated with 1 mL of a mixture of acetone:triethylamine:acetic anhydride (5:2:1, v/v), which was added to each sample, and heated at 60oC for 10 min. Following acetylation, the reagents were evaporated under a gentle stream of N2 and were dissolved in 2 mL of ethyl acetate, to which 1 mL of saturated NaCl solution was added. Phase separation was enabled via mixing and the organic phase was collected; separation was repeated 3 times with addition of 2 mL ethyl acetate. Residual water was removed from the combined organic phases by passing through a Pasteur pipette plugged with glass wool and filled with MgSO4. Finally, samples were evaporated under N2 and the derivatized amino acids were dissolved in DCM and stored at -20°C until analysis.

Instrumental analysis for δ15N of amino acids (δ15NAA):
δ15NAA values were determined using a Trace Ultra gas chromatograph (GC) coupled to a Delta V Advantage IRMS with a ConFlo IV interface (Cu/Ni combustion reactor held at 1000°C, Thermo Fisher). A liquid nitrogen trap was added after the reduction oven to remove CO2 from the sample stream. The separation of amino acids was achieved using an HP Innowax capillary column (30 m x 0.25 mm i.d. x 0.5 µm film thickness, Agilent). Each sample was introduced to the column using a split/splitless injector set at 260°C. The GC was programmed as follows: held at 50°C for 2 min, 10°C min-1 to 180°C and 6°C min-1 to 260°C, and held for 16.7 min. The carrier gas was ultra-high purity helium (flow 1.4 mL.min-1). The ion intensities of m/z 28, 29 and 30 were monitored and the δ15N of each amino acid peak were automatically computed (Isodat version 3.0; Themo fisher) by comparison with a standard reference N2 gas, which was repeatedly measured (x4) at the beginning and the end of each sample analysis. 
All results are reported in per mil (‰) relative to N2. Each muscle sample was analyzed in duplicate, and a triplicate measurement was made if the mean δ15NAA values fell outside the expected measurement error (<1.0‰). Precision and accuracy were determined using a mixed amino acid standard prepared from 7 amino acids (alanine, valine, leucine, aspartic acid, glutamic acid, glycine and phenylalanine) with known δ15N values (University of Indiana, USA and SI Science Japan). The mixed standard was analyzed every 4 injections. The mean precisions and accuracies were ± 0.9‰ and ± 0.7‰ (1𝜎, n = 35), respectively. Typical precisions and accuracies for each amino acid are shown in Table S1-1. Raw δ15NAA sample values were corrected using Eq. 1. This method takes into consideration the response of individual amino acids to the stationary phase of the column and is based on the offset between the measured 15NAA values in the nearest mixed standard and their known δ15NAA values (Eq. 1).
15N-Samplereported = Avg15N-Samplemeasured – (15N-Standardmeasured - 15Nknown) (Eq. 1)
where Avg15N-Samplemeasured is the average 15N for an amino acid in a sample (n= 2), 15N-Standardmeasured is the 15N for the AA in the nearest mixed standard and 15Nknown the known elemental analysed offline value for the same standard. 

	Species
	Site
	n
	δ15NPhe 
	δ15NGly 
	δ15NAsp 
	δ15NGlu 
	δ15NLeu 
	δ15NAla 
	δ15NVal

	Ringed 
	Southern Baffin Bay
	39
	10.8 ± 0.5
	17.9 ± 2.9
	19.3 ± 1.7
	22.2 ± 1.4
	23.5 ± 1.8
	24.7 ± 2.7
	25.9 ± 3.1

	Ringed
	CAA
	66
	11.4 ± 0.9
	21.2 ± 2.4
	22.5 ± 1.2
	24.1 ± 2.0
	25.3 ± 2.0
	26.1 ± 3.5
	27.3 ± 3.2

	Standards
	Typical Precision
	35
	0.7
	1.0
	0.9
	0.9
	0.8
	0.8
	1.2

	Standards
	Typical Accuracy
	35
	0.8
	0.7
	1.0
	1.4
	0.1
	1.0
	0.3


Supplementary Table 1: Mean ± standard deviation of δ15NAA (in ‰) in the seal samples per sampling sites, and typical precision and accuracy of each amino acid from the 7 amino acid mixed standards; n = number of samples; Phe = phenylalanine, Gly = glycine, Asp = Aspartic acid, Glu = Glutamic acid, Leu = Leucine, Ala = alanine, Val=valine, CAA = Canadian Arctic Archipelago; Columns in bold were used in the study.



Models’ diagnoses

Statistical analyses were performed in R version 3.5.1 (R Core Team 2018). For δ13Cbulk (Fig. S1 in the Canadian Archipelago and Fig. S4 in the Baffin Bay), δ15NPhe (Fig. S2 in the Canadian Archipelago and Fig. S5 in the Baffin Bay) and Cor-δ15Ntrophic (Fig. S3 in the Canadian Archipelago and Fig. S6 in the Baffin Bay), linear model fit was checked by residual analyses with visual inspection of residuals versus fitted values to verify homogeneity, residuals versus explanatory variable (i.e. year) to check independence and quantile-quantile plot of the residuals for normality (Zuur et al. 2009). To check for influential data points, we used leverage (i.e. hat values), studentized residuals and the Cook’s distance (Zuur et al. 2009). Leverage indicates how different an individual observation is compared to the other observations in terms of the values of the explanatory variables (year); the Cook distance indicates how influential an observation is on the estimated model parameters (Zuur et al. 2009). We used "bubble" plots of studentized residuals versus hat values, with circles of different sizes representing the observations proportional to Cook’s distances (Fox et al. 2007) to identify points with large influence on the linear regression model. We compared the model parameters including and excluding these data points to assess the robustness of the trends. P-values, R2, F-statistics, and degrees of freedom are reported for each model (Table S2 to S7).

Canadian Arctic Archipelago:
δ13Cbulk
[image: ]
Fig. S1: residuals diagnosis of the linear model δ13Cbulk ~ year in the Canadian Arctic Archipelago. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality.  (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; four points (# 2, 3, 55 and 60) were identified as potentially influential on the model parameters. 
To assess the degree of influence of the identified data points in Fig. S1, we compared the model parameters including and excluding these points (Table S2). When the influential data points are excluded from analyses, δ13Cbulk did not vary with time. 

Table S2: Statistical parameters of the linear models for δ13Cbulk in ringed seal muscle from the Canadian Arctic Archipelago, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, CAA = Canadian Arctic Archipelago; lines in bold are considered significant.
	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
	p value
	Slope (± SD)
	p value
	R2 (%)
	F value (DF)

	CAA
	Linear
	δ13Cbulk 
	year
	66
	40.48 ± 18.36
	0.031
	-0.029 ± 0.009
	< 0.01
	12.7
	10.33 (63)

	CAA
	Linear
	δ13Cbulk 
	
	61
	-2.05 ± 15.77
	0.897
	-0.008 ± 0.008
	0.301
	0.0
	1.09 (58)



δ15NPhe
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Fig. S2: residuals diagnosis of the linear model δ15NPhe ~ year in the Canadian Arctic Archipelago. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality. (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; five points (# 1, 3, 5, 10 and 45) were identified as potentially influential on the model parameters. 
To assess the degree of influence of the identified data points in Fig. S2, we compared the model parameters including and excluding these points (Table S3). The slope and intercept did not vary between the two models (the 95% confidence interval overlapped for both the slopes and the intercepts). The conclusions drawn from the results of the linear model therefore did not change when the five potentially influential data points were excluded from the analyses, confirming the decreasing temporal trend in δ15Nphe in ringed seal from the Canadian Arctic Archipelago. 

Table S3: Statistical parameters of the linear models for δ15Nphe in ringed seal muscle from the Canadian Arctic Archipelago, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, CI = confidence interval, CAA = Canadian Arctic Archipelago; lines in bold are considered significant.
	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
	p value
	Slope (± SD)
	p value
	R2 (%)
	F value (DF)

	CAA
	Linear
	δ15Nphe 
	year
	66
	-109.91 ± 25.33
(-160.52; -59.30)
	< 0.01
	0.060 ± 0.013
(0.035; 0.086)
	< 0.01
	25.2
	22.95 (64)

	CAA
	Linear
	δ15Nphe
	year
	57
	-126.86 ± 27.57
(-182.03; -71.69)
	< 0.01
	0.069 ± 0.014
(0.041; 0.096)
	< 0.01
	28.7
	25.19 (59)



Cor-δ15Ntrophic
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Fig. S3: residuals diagnosis of the linear model Cor-δ15Ntrophic ~ year in the Canadian Arctic Archipelago. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality. (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; six points (# 1, 3, 5, 6, 30 and 49) were identified as potentially influential on the model parameters.

To assess the degree of influence of the identified data points in Fig. S3, we compared the model parameters including and excluding these points (Table S4). The slope and intercept did not vary between the two models (the 95% confidence interval overlapped for both the slopes and the intercepts). The conclusions drawn from the results of the linear model therefore did not change when the five potentially influential data points were excluded from the analyses, confirming the decreasing temporal trend in Cor-δ15Ntrophic in ringed seal from the Canadian Arctic Archipelago. 

Table S4: Statistical parameters of the linear models for Cor-δ15Ntrophic in ringed seal muscle from the Canadian Arctic Archipelago, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, CI = confidence interval, CAA = Canadian Arctic Archipelago; lines in bold are considered significant.

	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
(95% CI)
	p value
	Slope (± SD)
(95% CI)
	p value
	R2 (%)
	F value (DF)

	CAA
	Linear
	Cor-δ15Ntrophic
	year
	66
	167.45 ± 48.01
(71.44; 263.46)
	< 0.01
	-0.077 ± 0.024
(-0.125; -0.029)
	< 0.01
	12.6
	10.39 (64)

	CAA
	Linear
	Cor-δ15Ntrophic
	year
	60
	173.52 ± 52.05
(69.32; 277.71)
	< 0.01
	-0.080 ± 0.026
(-0.132 ± -0.028)
	< 0.01
	12.7
	9.57 (58)



Baffin Bay: 
δ13Cbulk
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Fig. S4: residuals diagnosis of the linear model δ13Cbulk ~ year in the Baffin Island region. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality. (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; two points (# 1 and 3) were identified as potentially influential on the model parameters.

To assess the degree of influence of the identified data points in Fig. S4, we compared the model parameters including and excluding these points (Table S5). When the influential data points are excluded from analyses, δ13Cbulk did not vary with time. 

Table S5: Statistical parameters of the linear models for δ13Cbulk in ringed seal muscle from the Baffin Island, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, BI = Baffin Island; lines in bold are considered significant.

	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
	p value
	Slope (± SD)
	p value
	R2 (%)
	F value (DF)

	BI
	Linear
	δ13Cbulk 
	year
	36
	40.48 ± 18.36
	0.031
	-0.021± 0.007
	< 0.01
	17.0
	8.18 (34)

	BI
	Linear
	δ13Cbulk 
	year
	34
	11.78 ± 13.27
	0.382
	-0.015 ± 0.007
	0.0285
	11.4
	5.26 (32)



δ15NPhe
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Fig. S5: residuals diagnosis of the linear model δ15NPhe ~ year in the Baffin Island regions. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality. (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; four points (# 1, 13, 33 and 38) were identified as potentially influential on the model parameters. 
To assess the degree of influence of the identified data points in Fig. S2, we compared the model parameters including and excluding these points (Table S3). The slope and intercept did not vary between the two models (the 95% confidence interval overlapped for both the slopes and the intercepts). The conclusions drawn from the results of the linear model therefore did not change when the four potentially influential data points were excluded from the analyses, confirming the increasing temporal trend in δ15NPhe in ringed seal from the Baffin Island. 

 Table S6: Statistical parameters of the linear models for δ15Nphe in ringed seal muscle from the Baffin Island, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, CI = confidence interval, BI = Baffin Island; lines in bold are considered significant.

	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
	p value
	Slope (± SD)
	p value
	R2 (%)
	F value (DF)

	BI
	Linear
	δ15Nphe 
	year
	38
	-52.95 ± 21.88
(-97.32; -8.57)
	< 0.01
	0.032 ± 0.011
(0.009; 0.054)
	< 0.01
	16.8
	8.47 (36)

	BI
	Linear
	δ15Nphe
	year
	34
	-57.77 ± 18.41
(-95.28; -20.27)
	< 0.01
	0.034 ± 0.009
(0.016; 0.053)
	< 0.01
	28.1
	13.89 (32)


Cor-δ15Ntrophic
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Fig. S6: residuals diagnosis of the linear model Cor-δ15Ntrophic ~ year in the Baffin Island regions. (A) residuals versus fitted values; the residuals are equally spread around 0: there is minor evidence of heterogeneity. (B) residuals versus the explanatory variable “year”; the spread of the residuals is relatively similar at all years: there is minor evidence of non-independence. (C) all the points fall approximately along the reference line: there is minor evidence of non-normality. (D) "bubble" plot of studentized residuals by hat values, with the areas of the circles representing the observations proportional to Cook’s distances. Vertical reference lines are drawn at twice and three times the average hat value, horizontal reference lines at -2, 0, and 2 on the studentized-residual scale; five points (# 6, 15, 33, 37 and 38) were identified as potentially influential on the model parameters. 
To assess the degree of influence of the identified data points in Fig. S6, we compared the model parameters including and excluding these points (Table S7). Both models were non-significant. The conclusions drawn from the results of the linear model therefore did not change when the five potentially influential data points were excluded from the analyses, confirming that Cor-δ15Ntrophic in ringed seal from the Baffin Island did not vary with time. 

Table S7: Statistical parameters of the linear models for Cor-δ15Ntrophic in ringed seal muscle from the Baffin Island, including the entire data set and excluding the potentially influential data points (in italic); DF = degree of freedom, n = number of samples, SD = standard deviation, BI = Baffin Island; lines in bold are considered significant.

	Site
	Model
	Explained variable
	Explanatory variable
	n
	Intercept (± SD)
(95% CI)
	p value
	Slope (± SD)
(95% CI)
	p value
	R2 (%)
	F value (DF)

	BI
	Linear
	Cor-δ15Ntrophic
	year
	38
	48.50 ± 29.82
	0.113
	-0.019 ± 0.015
	0.216
	1.6
	1.59 (36)

	BI
	Linear
	Cor-δ15Ntrophic
	year
	33
	67.29 ± 34.27
	0.059
	-0.028 ± 0.017
	0.110
	5.1
	2.71 (31)
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