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parallel data to select domain-
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corpora according to the distribution
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Discussion

e The output of the last step in the suggested
pipeline (domain detection) works based on top n-
words. That is, these reveal the most frequent
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words that occurred within the corresponding
cluster. Hence, it would be feasible to extract the
top n-words of any other domain-specific corpus.
To employ this for data selection, we can select
similar sentences based on the matching criteria.
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“General” domains more than any
other topics. The results shown in

Table 1: Distribution of domains in TEP

e Table 2 shows results for the
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In this use case, a general-domain and domain-
specific corpus are fed into the pipeline. Since
their top n-words match wrt the defined matching
function, the system can distinguish similar
sentences from irrelevant ones.
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