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These tables provide additional detailed information to support the paper
“Semiotic classification of neural network system diagrams”.

Table 1: Neural network “Content” summary

Content or Attribute Freq

Scope: entire system 2.5%
Scope: NN system context 12.5%
Scope: NN system only 82.5%
Scope: Less than entire NN system 2.5%
Data: explicit training corpus 2.5%
Data: knowledge base indicated 2.5%
Data: linguistic resources indicated 5%
NL usage: labeled layers 47.5%
NL usage: labeled weights 17.5%
NL usage: labeled classifier method (eg LSTM) 0%
NL usage: labeled classifier purpose (eg NER) 0%
NL usage: function (e.g. ”mean”) 0%
Input: explicit example 42.5%
Output: Tensor 42.5%
Output: Labelled 27.5%
Output: Example 12.5%
Output: Unorthodox 25%
Operations: iconic tensor op 10%
Operations: function (e.g. ”x”) 0%
Operations: formulae (e.g. ”f (x) = ax + b”) 0%
Dimensionality: numeric and complete 2.5%
Dimensionality: visual and partial 45%
Feature linguistic (e.g. ”POS” or ”syntactic”) 0%
Feature: Embedding 45%

1



Table 2: Neural network “Diagrammatic” (visual and relational) summary

Diagrammatic Concept or Attribute Frequency

Standard representation: UML or other 0%
Tensor rep e.g. n stacked circles 25%
Tensor rep e.g. 1 circle 7.5%
Tensor rep e.g. circles with ellipsis 2.5%
Tensor rep e.g. 1 square or rectangle 12.5%
Tensor rep e.g. n stacked squares 10%

Tensor rep e.g. ~hi 2.5%
Tensor rep e.g. hi 40%
Semiotic: Dimensional reduction e.g. 5 to 2 blocks 30%
Semiotic: Parallelisation e.g. 3D 7.5%
Semiotic: Coloured 70%
Semiotic: Logo (e.g. wikipedia) 0%
Semiotic: ”. . . ” to represent set 60%
Semiotic: xi to represent set 15%
Arrow: Directional 92.5%
Arrow: Dotted 42.5%
Arrow: Labeled 12.5%
Arrow: Coloured 25%
Arrow: Curved 30%
Grouping: Spatial 30%
Grouping: (Dotted) Outline 0%
Grouping: (Dotted) Avenues 0%
Grouping: Bracket 15%
Emphasis: Detailing/Callout/Zoom/sub-figure 2.5%
Key feature: Shading or highlighting 2.5%
Key feature: Boxed 17.5%
Key feature: Labeled 7.5%
NL Description: layers 40%
NL Description: inputs 37.5%
NL Description: processing 37.5%
NL Description: processing data arrangement 5%
NL Description: function (e.g. ”Sigmoid”) 0%
NL Description: outputs 27.5%
NL Description: system purpose 7.5%
NL Description: Caption over one sentence long 60%
Shape: Linear Left-Right 27.5%
Shape: Linear Upwards 25%
Shape: Linear Downwards 0%
Shape: Parallel Linear 0%
Shape: Disconnected components or subfigures 12.5%
Shape: Block/modular 10%
Shape: Gamma (up and across) 0%
Shape: Pi or M (one ”across”, multiple ”ups”) 0%
Shape: Link-and-cluster 5%
Shape: No obvious structure 25%
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