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Thermo-chemical complexity is common 
throughout electrochemical applications

Journal of The Electrochemical Society, 165 (13) E637-E658 (2018) E641

Figure 6. Illustration of the membrane-electrode assembly of a protonic-ceramic fuel cell.33 Reproduced with permission from J. Electrochem. Soc.

example, methane dehydroaromatization (MDA) is a pyrolytic process
that synthesizes benzene from methane (i.e., 6CH4 ⇀↽ 9H2 + C6H6).
Because the process is equilibrium limited, removing H2 through the
membrane should, in theory, increase benzene yield.43–46 Of course,
the catalytic MDA chemistry differs from steam-reforming chemistry
with a higher propensity for solid carbon deposition and bifunctional

catalysts with multiple reactive site types. Such complex chemistry
coupled to the MIEC behavior of the proton-ceramic membrane strains
the capabilities of most electrochemical and catalysis modeling frame-
works at the reactor scale. As such, this indicates the need for new
software tools with generalized data structures to enable modeling of
electrochemical membrane reactors for chemical manufacturing.

Figure 7. A tubular protonic-ceramic electrochemical cell that integrates steam reforming, hydrogen separation, and hydrogen compression.
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Figure 3. Illustration of chemical and transport processes in a Li-ion battery with a Li4Ti5O12 anode, liquid electrolyte, and LiFePO4 cathode.

transfer proceeds as

2I−(el) ⇀↽ I2(el) + 2e−(ed). [4]

Within the aqueous solution, homogeneous reaction can proceed as

I2(el) + I−(el) ⇀↽ I−3 (el). [5]

At the interface between the separator and the aqueous solution, Na+

enters the aqueous solution at a rate that is needed to maintain charge
neutrality within the cathode compartment. The Na+ concentrations
must be maintained below a precipitation limit where solid-phase NaI
would be formed. Overall, the global chemistry can be represented as

2Na+(el) + 2I−(el) ⇀↽ 2Na(ed) + I2(el). [6]

However, it is evident that more complex chemistry and transport are
present which support the global behavior.

Lithium-based conversion batteries.—So-called “beyond lithium-
ion” batteries include lithium-air (Li/O2) and lithium-sulfur (Li/S)
cells, which provide theoretical specific energies an order of mag-
nitude above those of lithium-ion cells.27 These batteries have con-
version chemistries, that is, discharge/charge involves the formation
and dissolution of bulk solid phases (lithium oxides, lithium sulfide,
metallic lithium). The reaction mechanisms consist of multiple inter-
mediate solid or dissolved species and a combination of parallel and
sequential reaction pathways.28 These multi-phase reactions can result

Figure 4. Illustration of a Na-based battery with a sodium-iodine cathode.26

Reproduced with permission of Elsevier.

in substantial volume changes within the electrode, which are not cap-
tured by standard modeling approaches.29 Moreover, the associated
kinetics are affected by nucleation and growth mechanisms,30 result-
ing in complex dependencies between reaction rate and morphology
including particle size distributions.31

Unlike most Li-ion battery models, which accommodate binary
electrolyte salts such as Li+ and PF+

6 , Li/S electrolytes have multiple
polysulfide anion species whose reactive transport can result in cross-
talk between the electrodes (so-called polysulfide shuttle).32 Many
transport models for electrochemical cells, as discussed in Dilute so-
lution binary electrolyte section, rely on significant simplifications
that are only suited for binary solutions.12,17 Obviously, the model-
ing of transport in Li/S electrolytes (or similarly in the Na battery
catholyte) requires models with the additional complexity of homo-
geneous reactions within the liquid catholyte.

The foregoing examples illustrate some differences and common-
alities for different battery types. There are numerous other types of
batteries, all of which have unique features and associated chemical
and electrochemical complexities. The intent here is not to explore all
battery architectures and chemistries, but rather to call attention to the
need for generalized, flexible, electrochemistry modeling capabilities.

Solid-oxide fuel cells.—As with batteries, there are numerous
types of fuel cells. Figure 5 illustrates aspects of a channel layout
in a solid-oxide fuel cell. In this case, the dense electrolyte membrane
is often a yttrium-doped zirconate (YSZ), which is an oxygen-ion O2−

conductor.34 The anode structure is typically a Ni-YSZ cermet. For
hydrocarbon fuel feeds to the anode, catalytic fuel reforming takes
place within the porous anode support structure. Near the anode-
membrane interface, charge-transfer chemistry produces H2O as ad-
sorbed H atoms react with the O2− emerging from the dense mem-
brane on three-phase boundaries, delivering electrons to the Ni and
ultimately the external circuit. As discussed by Goodwin, et al.,35 the
charge-transfer process involves several elementary steps. Gas-phase
O2 is dissociately adsorbed onto the cathode surface and then electro-
chemically reduced with electrons returning from the external circuit.
The resulting O2− ions are incorporated from the cathode surface into
the dense membrane.

Along the length of the fuel flow channel in the anode, the fuel is
depleted and diluted with product H2O and CO2. Along the length of
the air flow channel in the cathode, O2 is removed from the air. The de-
creases in anode fuel and cathode O2 concentrations along the length
of the channel reduce the chemical potential driving force across the
oxide-ion conducting membrane that provides for the cell voltage and
facilitates current via electron production at the anode and consump-
tion at the cathode. At operating conditions along the flow path where
cell voltages fall below about 0.6 V, Ni in the porous anode structure

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 138.67.40.41Downloaded on 2019-01-14 to IP 

Figures courtesy Robert J. Kee, CSM

See also: DeCaluwe, et al., J. 
Electrochem. Soc., 165 (2018)

Catalytic reforming in SOFC anode

Multiple charge carriers in protonic ceramics

Phase-change thermodynamics in LFP cathode
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Current electrochemical and battery models 
under-represent electrochemical complexity

“Complex” mechanisms commonly limited 
to a handful of species, reactions.

• Generally okay for intercalation
• Covers “standard” operation
• Poorly suited for degradation, new   
materials, solution-phase processes.

Barriers to complex battery models:
• Rapidly evolving material sets
• Lack of physical validation data
• No commonly adopted software tool sets
• Norms for software valuation not fully
developed.

See also: DeCaluwe, S.C. “Open Software for 
Chemical and Electrochemical Modeling: 
Opportunities and Challenges” ECS Interface, 
Spring 2019.

E638 Journal of The Electrochemical Society, 165 (13) E637-E658 (2018)

Figure 1. Illustrative aspects of a Newman Li-ion battery model.

and electrons into the anode phase. The Li+ ions are transported within
the electrolyte solvent by diffusion and migration through the separa-
tor into the cathode side of the cell. Charge transfer chemistry reacts
a Li+ from the electrolyte phase with an electron from the electrode
phase (coming from an external circuit) to deliver charge-neutral Li
into the cathode phase. The electrodes themselves are assumed to be
composed of spherical graphite particles for the anode and spherical
metal-oxides for the cathode. The Newman model is frequently re-
ferred to as a ‘pseudo-2D’ model: electronic and ionic charge transport
(in the electrode and electrolyte phases, respectively) are modeled in
the ‘through-cell’ direction, while charge-neutral lithium intercalates
within the particles via diffusion.

Charge-transfer chemistry at the electrode-electrolyte interfaces is
usually modeled using a global reaction as

Li(ed) ⇀↽ Li+(el) + e−(ed), [1]

where Li(ed) represents a charge-neutral Li incorporated in the elec-
trode, Li+(el) represents a Li ion within the electrolyte, and e−(ed)
represents an electron within the electrode phase. As written, the
forward direction is anodic, meaning that the reaction produces elec-
trons. This would be the case for a battery anode during discharge or
a battery cathode during charging. Although this reaction may be a
reasonable approximation under many circumstances, it is certainly a
simplification of the actual chemistry.

An alternative representation of the charge-transfer chemistry em-
ploys a two-step process, which may be expressed as9,19

Li(ed) + (s) ! Li(s) + VLi(ed), [2]

Li(s) ! Li+(el) + e−(ed) + (s), [3]

where (s) is a vacant surface site, Li(s) is the lithium on the electrode
surface, and VLi(ed) is a lithium vacancy within the graphite elec-
trode lattice structure. In this representation, Reaction 3 is the charge-
transfer step, whose rate depends on concentrations and electrostatic-
potential differences. Reaction 2 is a heterogeneous surface reaction
that depends on species concentrations, but not directly on electro-
static potentials. Even this relatively straightforward two-step process
introduces electrochemical complexity that is not typically practiced
in Li-ion battery models.

Although Fig. 1 illustrates the electrodes as spherical particles,
and typical models represent the electrode particles as spheres, the ac-
tual electrodes are far more complex. Figure 2 illustrates a microscale
reconstruction of a commercial Lix CoO2 cathode. The “particles”
have irregular shapes and are overlapping. The carbon-based binder

Figure 2. Three-dimensional reconstruction of a commercial Lix CoO2 cath-
ode. The microscale reconstruction was created using Focused-Ion-Beam–
Scanning-Electron-Microscopy (FIB-SEM). This image was produced by Prof.
Scott Barnett, Northwestern University.

is seen as black in Fig. 2. The open pore space would be filled with a
Li-ion-conducting solvent. Models that deal with electrochemistry at
the electrode microscale must be concerned with geometrical com-
plexity as well as electrochemical complexity.20

Figure 3 illustrates a Li-ion battery based on a lithium-titanate
(Li4Ti5O12, LTO) anode and a lithium-iron-phosphate (LiFePO4,
LFP) cathode. There are several qualitative differences from the
system illustrated in Fig. 1. The particles are not spherical and an
electronically conducting carbon-based binder layer is shown. The
Li-ion-conducting electrolyte solvent is still assumed to be an organic
liquid. However, the charge-transfer chemistry is different.

Figure 3 shows an expanded view at the cathode-particle scale.
As illustrated, the charge transfer involves three phases — Li+ in the
electrolyte phase, Li in the LFP phase, and electrons in the carbon-
based binder phase. As illustrated in the expanded balloon, the charge-
transfer process and the Li reactions within the lithium-iron-phosphate
cathode phase involve several chemical and physical processes. Thus,
unlike Reaction 1 which involves two phases, the cathode chemistry in
Fig. 3 involves three phases. As discussed subsequently, this difference
has significant ramifications on representing the net charge-transfer
process.

An LFP cathode particle behaves quite differently from a metal-
oxide (e.g., Lix CoO2) cathode particle. The metal-oxide particles react
with Li in a diffusive intercalation process, but the LFP particle is a
phase-transformation electrode. As the Li is transported within the
particle, a sharp phase-transformation front proceeds within the par-
ticle. So, rather than thinking about a spatially distributed Li fraction
(e.g., Lix CoO2) within the particle, locations within the cathode par-
ticles are either FePO4 or LiFePO4. Predicting the phase-front speed
depends upon complex thermodynamic, transport, and electrochemi-
cal factors, which have substantial impacts on modeling.6,21–25

Sodium batteries.—Figure 4 illustrates a sodium-based battery,
where the anode is molten Na, which also serves as the anode elec-
tronic conductor. There is no electrolyte within the anode structure.
The separator, which is a solid ceramic Na+ conductor (e.g., Nasicon),
is thus also an electrolyte. The cathode compartment is composed of
an electron-conducting carbon foam (electrode phase) and an aqueous
iodine solution (electrolyte phase). The aqueous solution contains I2,
I−, I3−, and Na+; the presence of multiple charge carriers represent
complexity that is not well handled by standard transport models. At
the interfaces between the carbon and the aqueous solution, charge

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 138.67.40.41Downloaded on 2019-01-14 to IP 

DeCaluwe, et al., J. Electrochem. 
Soc., 165 (2018)
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Incorporating electro-chemical complexity 
requires robust, flexible software tools.

Modelling electro-chemical complexity at the continuum level yields 
important insights:

• Guide device design
• Identify operation and control strategies
• Feedback for materials design and selection

Each new species, process, or reaction requires handling new parameters:
• Phase behaviors: p-v-T
• Species thermodynamics
• Kinetic rate constants
• Transport parameters

New phenomena change the dimensions of model equations and data 
structures (solution vectors, stoichiometric coefficient matrices, etc.).  

Managing inter-dependent physical parameters (e.g., thermodynamic 
consistency) can also pose challenges.
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Cantera offers an object-oriented framework to 
model thermodynamics, kinetics, transport

Cantera
• Thermodynamics
• Chemical kinetics
• Transport

Cantera objects/classes represent:
• Phases of matter (solids, liquids, vapors, interfaces).
• Functions to calculate properties and processes.
• Selected applications relevant to combustion

Object-oriented code:
• Easily extensible
• Flexible
• Significant learning curve

Cantera is designed for incorporating:
• Community-developed input files and property 

databases.
• User-developed simulations and CFD code,
• Thermodynamic and kinetic information from 

atomistic simulations
Cantera library is vetted by active user & developer
communities, to automate and generalize calculations.
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Dave Goodwin (1957-2012)

Dave Goodwin conceived Cantera and began 
software implementation around 1998

Logical extension of CHEMKIN
• Modern object-oriented structure
• Written in C++
• Higher-level interfaces (Python, MATLAB,…)
• New physics and chemistry

“Cantera” means a quarry of building blocks
• Molecules built from atoms
• Reactions built from molecules
• Processes built from reactions

Strong conceptual foundation
• Ongoing development retains basic structure

Early work supported by
• NSF/DARPA; Intelligent Materials Processing
• ONR/MURI:  Solid-oxide fuel cells

Always intended to be open source
• A vibrant user/developer community is growing
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Cantera’s object-oriented architecture 
enables efficient development of new models
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Jupyter Notebook Demonstration

https://github.com/decaluwe/OBMS_materials/blob/master/OBMS_2020_CanteraOverview.ipynb

https://github.com/decaluwe/OBMS_materials/blob/master/OBMS_2020_CanteraOverview.ipynb
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Active community support
• Lead roles by Speth and Weber

Cantera-users group
• 1396 current members
• Overall, 2232 topics/threads
• In 2019:

- 234 threads, 1044 posts
- 10,300 total views.

Cantera is used heavily in academia:
will form basis of example in next Ed. 
of Stephen Turns’ combustion text.

Cantera 2.4.0 has been downloaded 
> 24,527 times via Conda over ~1 year.

Developed on GitHub 
(https://github.com/cantera/cantera). 

Cantera Workshop
• National Combustion meeting
• Pasadena, March 2019
• Speth, Weber, DeCaluwe
• 95 Paid attendees

There is an active, robust, and growing 
Cantera user and developer community 

https://github.com/cantera/cantera
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NSF has awarded a new community-driven, 
extensible, chemical-kinetics software initiative

NSF: Cyberinfrastructure for Sustained Scientific Innovation (CSSI)
• Selected for 3-year award (start January 2020)

Three Primary objectives:

1. Extend Cantera’s capabilities:
Support tech development in energy storage & conversion, Chemicals 
processing, and atmospheric chemistry.

2. Expand Cantera’s user base
Outreach to critical fields including electrochemistry, heterogeneous 
catalysis, and atmospheric chemistry.

3. Broaden participation in the software’s development and management
Improve Cantera’s sustainability and usability.

While NSF’s explicit interest is high-impact sustainable software, not 
scientific computing capabilities, the two are of course strongly coupled.
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Thermodynamics of common intercalation
materials do not facilitate convenient EoS

Half-cell potential varies non-monotonically with stoichiometry, temperature.
• Challenging to represent via closed-form equation of state.
• Required for accurate cell voltage predictions.
• Required for accurate electrochemical kinetics: species activities.

Data adapted from Kumaresan, et al., J. Electrochem. Soc. (2008), as reproduced in Mayur, et al., 
Echim. Acta (2019)

Bessler, W.G., Mayur, M. (Hoschule Offenburg); DeCaluwe, S.C., Kee, B.L. (CSM)
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Previous approaches put significant effort into 
EoS development, give accurate cell voltages

8966 A.M. Colclasure, R.J. Kee / Electrochimica Acta 55 (2010) 8960–8973

Table 1
Redlich–Kister coefficients for mesocarbon microbeads (MCMB) and cobalt-oxide
intercalation electrodes. All of the coefficients have units of J kmol−1. These coeffi-
cients are taken from Karthikeyan et al. [13].

Parameter MCMB anode LiCoO2 cathode

!◦
LiI

1.660 × 108 2.857 × 109

A0 −3.580 × 108 6.483 × 109

A1 −3.501 × 108 −6.517 × 109

A2 −3.525 × 108 6.566 × 109

A3 −3.569 × 108 −6.579 × 109

A4 −3.863 × 108 6.302 × 109

A5 −3.591 × 108 −5.047 × 109

A6 −2.879 × 108 2.711 × 109

A7 −1.498 × 108 −6.905 × 108

A8 −3.991 × 108 N/A
A9 −9.617 × 108 N/A
A10 −6.326 × 108 N/A

Karthikeyan et al. [13], who reported results for mesocarbon-
microbead (MCMB) anodes and lithium cobalt-oxide (LixCoO2)
cathodes. These coefficients were established by measuring
the reversible potential as a function of intercalation frac-
tion. Table 2 provides coefficients for a graphite anode and a
nickel–cobalt–aluminum-oxide (NCAO) cathode with chemical
composition LixNiyCozAL1−y−zo2. These coefficients were fit using
empirical expressions for reversible potential reported by Doyle
and Fuentes [18] and Smith and Wang [3]. In both tables, the
standard-state chemical potential of intercalated lithium !◦

LiI
is rel-

ative to the chemical potential of a lithium vacancy !◦
LiV

and lithium
metal !◦

Li.
Figs. 3 and 4 illustrate the relatively complex behavior of lithium

intercalation electrodes. These figures are produced using Eq. (43)
and the parameters contained in Tables 1 and 2. Fig. 3 shows that
the MCMB electrode has three slight plateaus in the reversible
potential, which are likely caused by a mixture of solid phases
[16,19]. The graphite reversible potential (Fig. 4) is very close to
that of the MCMB electrode, but does not show the plateau fea-
tures. Perhaps the graphite electrode has similar plateaus, but the
empirical expression provided by Doyle et al. does not capture such
features. The LiyCoO2 has a reversible-potential plateau between
0.8 < x< 0.9. The NCAO cathode has a reversible potential that is

Table 2
Redlich–Kister coefficients for a graphite anode and a NCAO cathode. All of the coef-
ficients have units of J kmol−1. The graphite parameters are established by fitting
an empirical expression for reversible potential [18]. The parameters for the NCAO
cathode are based upon an empirical expression reported by Smith and Wang [3].

Parameter Graphite anode NCAO cathode

!◦
LiI

−1.165 × 107 −3.955 × 108

A0 −3.268 × 106 −7.676 × 107

A1 3.955 × 106 3.799 × 107

A2 −4.573 × 106 −2.873 × 107

A3 6.147 × 106 1.169 × 107

A4 −3.339 × 106 1.451 × 107

A5 1.117 × 107 −8.938 × 107

A6 2.997 × 105 1.671 × 108

A7 −4.866 × 107 −7.236 × 107

A8 1.362 × 105 −1.746 × 108

A9 1.373 × 108 −4.067 × 108

A10 −2.129 × 107 9.534 × 108

A11 −1.722 × 108 5.897 × 108

A12 3.956 × 107 −7.455 × 108
A13 9.302 × 107 −1.102 × 109

A14 −3.280 × 107 −2.927 × 108

A15 N/A 7.214 × 108

A16 N/A 9.029 × 108

A17 N/A −1.599 × 108

A18 N/A 6.658 × 108

A19 N/A −1.084 × 109

Fig. 3. Reversible potentials as functions of lithium intercalation fraction for a
mesocarbon-microbead (MCMB) anode and a LiyCoCo2 cathode. These graphs are
produced from the Redlich–Kister fits reported by Karthikeyan et al. [13].

generally 200–300 mV lower than the lithium–cobalt-oxide elec-
trode.

Accurately modeling the fall-off behavior of intercalation elec-
trodes at high intercalation fractions (e.g., the cathode in Fig. 4)
requires a large number of coefficients. Also, a large number of
terms must be used for the chemical potential of individual species
to be reasonable. For instance, the chemical potential for the NCAO

Fig. 4. Reversible potentials as functions of lithium intercalation fraction for a
graphite anode and a NCAO cathode. The Redlich–Kister fits are based upon empir-
ical expressions reported by Smith and Wang [3] and Doyle and Fuentes [18]. Note
the ideal activity reversible potentials approach + or − infinity as X approaches 0
and 1, respectively.

A.M. Colclasure, R.J. Kee / Electrochimica Acta 55 (2010) 8960–8973 8969

Table 5
Thermodynamic properties for species that participate in the
two-step reaction mechanisms shown in Table 4.

Surface species G◦ (kJ mol−1)

Anode
Li(Cs

6) −9.2
(Cs

6) 0.0
Li(C6) −11.65
V(C6) 0.0
Li+ (e) 0.0
e−(C6) 0.0

Cathode
Li(NCAOs) −368.00
(NCAOs) 0.0
Li(NCAO) −3.95.5
V(NCAO) 0.0
Li+(e) 0.0
e−(NCAO) 0.0

Substituting Eq. (50) into Eq. (49) yields

ṡe− = Cmaxkf,29

[
aLiI exp

(
ˇaEF
RT

)

− exp

(
!G◦

29
RT

)
aLiV aLi+(e) exp

(
−ˇcEF

RT

)]
. (51)

The electric-potential difference may be written in terms of an
equilibrium electric-potential difference and an overpotential as
E=Eeq + ". Writing the electron production rate in terms of overpo-
tential and equilibrium electric-potential yields

ṡe− = Cmaxkf,29

[
aLiI exp

(
ˇaEeqF

RT

)
exp

(
ˇa"F
RT

)

− exp
(

!G◦
29

RT

)
aLiV aLi+(e) × exp

(
−ˇcEeqF

RT

)
exp

(
−ˇc"F

RT

)]
. (52)

After substituting Eq. (31) for the equilibrium electric potential and
some further algebraic manipulation, the net electron production
rate becomes

ṡe− = Cmaxkf,29 exp

(
!G◦

29ˇa

RT

)[
a1−ˇa

LiI
aˇa

LiV
aˇa

Li+(e)

× exp

(
ˇa"F
RT

)
− exp

(
(1 − ˇc − ˇa) !G◦

29
RT

)

× a1−ˇc
LiV

a1−ˇc
Li+(e)

aˇc
LiI

exp

(
−ˇc"F

RT

)]
. (53)

Assuming for an elementary reaction that the symmetry factors
sum to unity (ˇa + ˇc = 1), the net electron production rate can be
written as

ṡe− = Cmaxkf,29 exp

(
!G◦

29ˇa

RT

)
aˇa

LiV
aˇa

Li+(e)
aˇc

LiI

×
(

exp

(
ˇa"F
RT

)
− exp

(
−ˇc"F

RT

))
. (54)

The current density (A m−2) is the product of the net electron pro-
duction rate and Faraday’s constant. Thus, in Butler–Volmer form,
the current density may be written as

i = i0

[
exp

(
ˇa"F
RT

)
− exp

(
−ˇc"F

RT

)]
, (55)

where the exchange current density is

i0 = CmaxFkf,29 exp

(
!G◦

29ˇa

RT

)
aˇa

LiV
aˇa

Li+(e)
aˇc

LiI
. (56)

Fig. 6. Activities of intercalated lithium and lithium vacancies within graphite as
functions of intercalation fraction. The activities are evaluated using ideal activity
coefficients and using the Redlich–Kister expansion.

8.2. Reversible potentials with ideal and non-ideal activities

As illustrated in Fig. 4, reversible potentials can vary greatly
from ideal behavior. Fig. 6 shows the activities of intercalated
lithium and lithium vacancies within a graphite electrode, com-
paring ideal activity coefficients (i.e., # = 1) and the Redlich–Kister
expansion. Ideal activities are a linear function of the interca-
lated mole fraction, with actual activities being functionally quite
different. By definition, both ideal and non-ideal activities for inter-
calated species must be zero at zero intercalation fraction and
unity at unity intercalation fraction. For intercalation fractions
below XLiI < 0.1, the lithium-vacancy activity decreases sharply
as a function of the intercalation fraction. Below XLiI < 0.1 the
intercalated-lithium activity appears to be nearly zero. However,
despite being small (compared to unity) in this region the the value
of aLiI is varying by orders of magnitude. These variations signifi-
cantly affect the equilibrium electric-potential difference, which
varies as Eeq ∝ ln(aLiV /aLiI ).

8.3. Functional form of the exchange current density

If a charge-transfer reaction is first-order with respect to species
activities and the symmetry factors sum to unity, then the exchange
current density takes the form

i0 = Q (T)aˇa
LiV

aˇa
Li+(e)

aˇc
LiI

, (57)

where Q(T) is a function of temperature alone. The exchange-
current-density expression that is typically used in the literature
(i.e., Eq. (47)) can be derived from Eq. (57) by assuming that the
activity coefficients for intercalated lithium and lithium vacancies
are unity and that the effective Li-ion concentration is evaluated as
its actual concentration [3,20–22]. Thus, the most frequently used
formulation for the exchange current density is based upon a de-
facto assumption of ideal activities. However, as can be seen from
the reversible-potential data, the intercalation process is not ideal.
Although self consistency requires the use of non-ideal activities,
most lithium-ion battery models use non-ideal empirical functions
for the reversible potential, but assume ideal activities to evalu-
ate charge-transfer rates. Zhang et al. investigated the effect of this
inconsistency [19]. An analogous approach is used here to evaluate
the influence of using Redlich–Kister expansions to model activity
coefficients.

Written in terms of mole fractions and activity coefficients, the
exchange current density is

i0 = L(T)Cˇa
Li+(e)

Cˇa
LiV

Cˇc
LiI

#ˇa
LiV

#ˇc
LiI

, (58)

Figure 3. !Color online" Comparison be-
tween simulated and experimental dis-
charge profiles at C/33. The experimental
data were obtained from lithium-ion
pouch cells discharged at corresponding
rates to a cutoff potential of 3.0 V. !a"
15 °C, !b" 25 °C, !c" 35 °C, !d" 45 °C and
!e" C/33 discharge profiles at for tempera-
tures with reaction entropy change curve.

Figure 4. !Color online" Comparison be-
tween simulated and experimental dis-
charge profiles at C/33, C/2, and 1C. The
experimental data were obtained from
lithium-ion pouch cells discharged at cor-
responding rates to a cutoff potential of
3.0 V. !a" 15, !b" 25, !c" 35. and !d"
45 °C.
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Up = 4.04596 + exp!− 42.30027xp + 16.56714" − 0.04880 arctan!50.01833xp

− 26.48897" − 0.05447 arctan!18.99678xp − 12.32362" − exp!78.24095xp

− 78.68074" #A-1$

where the surface state of charge of the positive electrode xp equals to the stoichiometric
value x in LixCoO2; and for the negative electrode

Un = 0.13966 + 0.68920 exp!− 49.20361xn" + 0.41903 exp!− 254.40067xn"

− exp!49.97886xn − 43.37888" − 0.028221 arctan!22.52300xn − 3.65328"

− 0.01308 arctan!28.34801xn − 13.43960" #A-2$

where the surface state of charge of the negative electrode xn equals to the stoichio-
metric value y in LiyC6. In these two equations, Up and Un have the unit of volts.

The entropy coefficient profiles for LixCoO2 and MCMB obtained from Ref. 8 are
presented in Fig. 10. The expressions for the OCP as the functions of state of charge are
obtained from fitting the experimental curves. For the positive electrode

!Up

!T
=

− 0.19952 + 0.92837xp − 1.36455xp
2 + 0.61154xp

3

1 − 5.66148xp + 11.47636xp
2 − 9.82431xp

3 + 3.04876xp
4 #A-3$

where the surface state of charge of the positive electrode xp equals to the stoichiometric
value x in LixCoO2; and for the negative electrode

!Un

!T
=

!0.00527 + 3.29927xn − 91.79326xn
2 + 1004.91101xn

3 − 5812.27813xn
4 + 19,329.75490xn

5 − 37,147.89470xn
6 + 38,379.18127xn

7 − 16,515.05308xn
8"

!1 − 48.09287xn + 1017.23480xn
2 − 10,481.80419xn

3 + 59,431.30001xn
4 − 195,881.64880xn

5 + 374,577.31520xn
6 − 385,821.16070xn

7 + 165,705.85970xn
8"

#A-4$

where the surface state of charge of negative electrode xn equals to the stoichiometric
value y in LiyC6. In these two equations, !Up/!T and !Un/!T have the units of millivolts
per Kelvin.

The electrochemical reaction for the intercalation/deintercalation at a solid/solution
interface can be written as

Li-!s !
Intercalation

Deintercalation

Li+ + e− + !s #A-5$

where Li-"s represents a filled intercalation site and "s represents an intercalation site.
The concentration of filled Li-"s sites at the particle surface is assumed to be equal

to the lithium-ion concentration at the surface

cLi-"s
= %cs,j%r=Rj

= xj,surfcs,j,max #A-6$

The concentration of the sites "s at the particle surface can be expressed as

c"s
= %cs,j,max − cs,j%r=Rj

= !1 − xj,surf"cs,j,max #A-7$

The concentration of Li+ in the solution phase is equal to the average electrolyte con-
centration, ce.

The current density for the forward reaction rate "i.e., in the anodic reaction# is

i!j = k!j!T"Fcs,j,maxxj,surf exp&#a,jF

RT
!$1,j − $2,j"' #A-8$

where i!j is the current density for the forward reaction of electrode j, k!j!T" is the
temperature-dependent rate constant for the forward reaction of electrode j, and #a,j is
the anodic transfer coefficient for the forward reaction of electrode j. And the current
density for the reverse reaction rate "i.e., in the cathodic reaction# is

i"j = k"j!T"Fcs,j,maxce!1 − xj,surf"exp&−
#c,jF

RT
!$1,j − $2,j"' #A-9$

where i"j is the current density for the reverse reaction of electrode j, k"j!T" is the
temperature-dependent rate constant for the reverse reaction of electrode j, and #c,j is
the cathodic transfer coefficient for the reverse reaction of electrode j. The exchange
current density of the electrochemical reaction is defined as the reaction current density
at OCP !$1,j − $2,j = Uj"

i0,j = k!j!T"Fcs,j,maxxj,surf exp&#a,jF

RT
Uj' = k"j!T"Fcs,j,maxce!1 − xj,surf"exp&−

#c,jF

RT
Uj'

#A-10$

The exponential terms in Eq. A-10 can be removed

i0,j = !i0,j"#a,j!i0,j"#c,j = #k!j!T"Fcs,j,maxxj,surf$#a,j#k"j!T"Fcs,j,maxce!1 − xj,surf"$#c,j

= #k!j!T"$#a,j#k"j!T"$#c,j!Fcs,j,max"#a,j+#c,jce
#c,jxj,surf

#a,j !1 − xj,surf"#c,j #A-11$

Assuming #a,j + #c,j = 1 and let

kj = #k!j!T"$#a,j#k"j!T"$#c,j #A-12$

Eq. A-11 then becomes

i0,j = kj!T"Fcs,j,maxce
#c,jxj,surf

#a,j !1 − xj,surf"#c,j #A-13$

Equation A-13 is the same as Eq. 22 of Thomas et al.21 So the forward and reverse
reaction current densities can be expressed in terms of the exchange current density

i!j = i0,j exp&#a,jF

RT
!$1,j − $2,j − Uj"' #A-14$

i"j = i0,j exp&−
#c,jF

RT
!$E − $2,j − Uj"' #A-15$

The overpotential of electrode j is defined as

%j = $1,j − $2,j − Uj #A-16$

then Eq. A-14 and A-15 become

i!j = i0,j exp(#a,jF

RT
%j) #A-17$

i"j = i0,j exp(−
#c,jF

RT
%j) #A-18$

And the total reaction current density for the surface electrochemical reaction is

ij = i!j − i"j = i0,j&exp(#a,jF

RT
%j) − exp(−

#c,jF

RT
%j)' = kj!T"Fcs,j,maxce

#c,jxj,surf
#a,j !1

− xj,surf"#c,j&exp(#a,jF

RT
%j) − exp(−

#c,jF

RT
%j)' #A-19$

Assuming that #a,j = #c,j = 0.5, Eq. A-13 becomes

i0,j = kj!T"Fcs,j,maxce
0.5xj,surf

0.5 !1 − xj,surf"0.5 #A-20$

and Eq. A-19 becomes

ij = kj!T"Fcs,j,maxce
0.5xj,surf

0.5 !1 − xj,surf"0.5&exp(0.5F

RT
%j) − exp(−

0.5F

RT
%j)'

#A-21$

Equation A-20 is the same as Eq. A-9 of Doyle and Newman, and Eq. A-21 is the same
as Eq. A-7 of Doyle and Newman.22

The flux of lithium at the electrode surface

Jj =
ij

F
= kj!T"cs,j,maxce

0.5xj,surf
0.5 !1 − xj,surf"0.5&exp(0.5F

RT
%j) − exp(−

0.5F

RT
%j)'

#A-22$

Appendix B
The Eigenfunction Expansion Method

In the thermal model, the diffusion coefficient Ds,j is assumed to be a function of
time only, and the governing equation for solid phase diffusion "Eq. 1# can be rewritten
as

!xj

!t
=

Ds,j!t"
Rj

2

1

r̄j
2

!

!r̄j
(r̄j

2!xj

!r̄j
) #B-1$

and the initial and boundary conditions become

t = 0, xj = xj,ini

r̄j = 0,
!xj

!r̄j
= 0

r̄j = 1,
!xj

!r̄j
= −

JjRj

cs,j,maxDs,j!t"
= &j!t"

where Jj has been defined in Eq. 5.
We can use the following transformation to make the boundary conditions homo-

geneous

xj!r̄j,t" =
&j!t"

2
r̄j

2 + C!t" + w!r̄j,t" #B-2$

where the variable w can be expanded in a Fourier series
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Temperature dependence:

Guo, et al., J. Electrochem. Soc. (2011) Colclasure and Kee, Echim. 
Acta (2010)
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Tabulated species thermodynamics: accurate 
properties and easily extensible

Bessler Group (Hoschule Offenburg):
Tabulated thermodynamics

• Half-cell data are easily convertible to 
species enthalpy and entropy values

• Cantera software interpolates as a 
function of intercalation fraction, x

• Mayur, et al., Echim Acta (2019), 
mathematical framework for extension.

Although Guo et al. used an empirical expression for the elec-
trolyte resistance Relyt as function of applied current, ambient
temperature, and cell temperature, we assume here a constant
value of 15:9 mU (reported by Guo at 25 !C and open circuit)
because we were not able to get meaningful values from the ex-
pressions reported by Guo et al.

4.3. Numerical solution

Fig. 5 shows the simulation approach used in this work. For the
sake of demonstrating the present framework, we use a sequential
approach which decouples transport and electrochemistry. Firstly,
the MATLAB partial differential equation solver pdepe is used to
solve the transport Eq. (43)e(45), resulting in the radial distribu-
tion of lithium concentration in the particles as a function of time.
Secondly, the lithium mole fraction at the particle surface, Xsurf

Li;j is
used to obtain cell potentials using a Newton solver and Cantera
functionality. The details of the approach are discussed in the
following.

The MATLAB pdepe solver is generally used for a system of PDEs
for which the time and length scales are the same. Because our
transport equations are at the particle scale, different particle sizes
in the anode and cathode lead to a variable length scale problem for
setting up the boundary conditions (cf. Eq. (45)). In order to resolve
this problem, we non-dimensionalize the governing equations and
boundary conditions, by rescaling particle radius and solver time
with characteristic length and time scales. Here, the natural choice
for the length scale of each electrode was the respective particle
radius, ri. For the time, the dimensional factor is taken as, t ¼ 1 s.
The concentration is scaled by the maximum concentration of
intercalated lithium cmax

Li;j . Hence, the lithium transport equation in
the particle is rewritten as,

vXLi;j

vt
¼

DLi;jt

r2j

1
r2

v

vr

!
r2
vXLi;j

vr

"
; (52)

where, XLi;j ¼ cLi;j=cmax
Li;j is the mole fraction of lithium in the par-

ticle, t ¼ t=t is the non-dimensionalized time and r ¼ r= rj is the
non-dimensionalized radial coordinate in the particle. The

boundary conditions are rescaled to obtain,

vXLi;j

vr

####
r¼0

¼ 0; (53)

vXLi;j

vr

####
r¼1

¼
rjIapp

FDLi;jcmax
Li;j Sj

: (54)

The initial lithium mole fraction in the particle, Xinit
Li;i is an input

to the model.
The electronic and ionic potentials are calculated as follows (cf.

Fig. 5). First we set felda; an ¼ 0 as potential reference. Next, felyt; an
is obtained from the solution of the implicit Eq. (48) using MAT-
LAB's fzero solver, where ranðfelyt; anÞ is calculated by Cantera. Next,
felyt; ca is obtained from Eq. (49). Using the fzero solver again,
felda; ca is calculated from Eq. (48), where ranðfelde; caÞ is calculated
by Cantera. Finally, the cell voltage follows from Eq. (50). The
MATLAB script that implements this approach is provided as sup-
plementary material (cf. Appendix 7.4).

4.4. Results and discussion

Fig. 6 shows the comparison of the cell potential as obtained
from our single-particle model and Guo's empirical model at
different C-rates. The discharge rate of C/33 demonstrates a system
in a quasi-equilibrium state, throughout the slow discharge pro-
cess. Most of the half-cell thermodynamics data is reported at very
slow C-rates in order to minimize the effect of current induced
concentration gradients in the experiment setup. The cell potential
at C/2 and 1C highlight the overpotential associated with the acti-
vation and ohmic losses in the cell. The simulation results of this
work are similar, however not identical to the one obtained by Guo
et al. The observedminor deviations in the cell discharge curves can
be attributed to the fact Guo's model used empirical mathematical
expressions for half-cell equilibrium potential E and dE =dT fitted to
experimental data, while our model uses tabulated thermody-
namics extracted from experimental data by Kumaresan et al. [29]
as discussed in Section 2.5.

Fig. 7 shows the lithium stoichiometry distribution in cathode
and anode particle at 1C discharge rates. The slow diffusion results
in considerable concentration gradients. The concentration at the
particle surface is passed to Cantera for calculating the thermody-
namics and kinetics of the charge-transfer reaction.

Fig. 5. Schematics of the simulation approach.

Fig. 6. Simulated discharge curves starting from a fully-charged cell at different C-
rates. Comparison of our model (Cantera) and Guo et al. [24].

M. Mayur et al. / Electrochimica Acta 323 (2019) 13479710

Simulations at different temperatures are shown in Fig. 8. The
results show how decreasing temperature leads to increasing
overpotentials (lower voltages) and, hence, lower capacities. The

temperature dependence arises from both the electrochemical re-
actions (activation overpotentials) and the solid-state transport in
the active materials (concentration overpotentials).

The present model is isothermal, yet can be applied to different
temperatures. For a full thermal model, heat sources within the cell
need to be quantified. This is straightforward with Cantera, as all
required thermodynamic and kinetic information is included. As
derived in the Appendix of Ref. [20], the heat source _Qchem due an
interfacial reaction can be given generally as,

_Qchem ¼ rSð#DHþ FneDfÞ: (55)

This includes both reversible and irreversible heat contributions
and is applicable to both, electrochemical reactions and thermo-
chemical (non-charge-transfer) reactions (as in the latter case, the
stoichiometric coefficient of the electron ne ¼ 0). The heat source
_Qohm due to ohmic heating in the electrolyte is given as,

_Qohm ¼ RcellI
2
app: (56)

The heat sources quantified such are shown in Fig. 9. The
contribution of the two electrodes are highly nonlinear and even
show a change in sign. Note that the heat sources combine both,
reversible and irreversible (entropic) heat contributions. The
contribution of the electrolyte is constant, because both electrolyte
resistance and discharge current are assumed constant. In case of
thermal models, the calculated sum would enter the energy con-
servation equation as source term.

The results demonstrate the capability of the new Cantera
BinarySolutionTabulatedThermo thermodynamic class to predict
lithium-ion battery behavior. Although the simple single-particle
model is based on considerable simplifications in comparison to
full pseudo-two-dimensional (P2D) or pseude-three-dimensional
(P3D) models, it is sufficient as example for the MATLAB/Cantera
simulation framework.

4.5. Comparison with ideal intercalation material

It is illustrative to compare the results from using tabulated
thermodynamics with those that would be obtained from assuming
an ideal intercalation material. The equilibrium cell voltage of a
lithium-ion cell is given by,

Fig. 7. Lithium stoichiometry within the cathode particle (upper panel) and the anode
particle (lower panel) throughout the cell discharge at 1C rate.

Fig. 8. Simulated discharge curves at 1C rate at different temperatures.

Fig. 9. Simulated heat sources _Q chem in anode and cathode and _Qohm in the electrolyte
during a 1C discharge at 25 &C.

M. Mayur et al. / Electrochimica Acta 323 (2019) 134797 11
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Li-S batteries: high energy density, limited by 
solution-phase electrochemical degradation

Korff, D.M., DeCaluwe, S.C. (CSM); Colclasure, A.M., Smith, K.A. (NREL)
Li-Sulfur batteries:

• High theoretical capacity (~1675 mAh/g)
• Lighter-weight, Earth-abundant materials

Limitations:
• Intermediate polysulfide shuttling
• Poorly-conducting end-states (S8, Li2S)
• Intermediates have limited solubility.
• Challenging to balance energy and 

power densities (electrolyte:sulfur ratio)

Chemical complexity: Li-S chemistry can 
involve up to (Assary, et al., JPCC, 2014 )

• 21 different species
• 26 association/dissociation reactions
• 50 different disproportionation reactions

Neidhardt et al, JECS, 2012
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identified, few are quantified (1/3).

DeCaluwe, S.C., Korff, D.M. (CSM); Bessler, W.G., Carelli, S (Hoschule
Offenburg); Colclasure, A.M. (NREL)

second step, these decomposition products undergo a precipitation
process and begin forming the SEI layer until all the sites on the
graphite surface are covered. Even though several studies have
been conducted to understand the formationmechanism of the SEI,
it has been a major topic of debate, which centers on the reduction
pathways, especially of the solvent molecules. There are typically
four different reactions possible during the first cathodic polari-
zation of the graphite electrode. The pathways of the four reactions
are shown schematically in Fig. 5.

The ionic radius of a Li ion (0.59 Å) [99] is much smaller than the
corresponding anionic counter ion in the salt. Due to this size dif-
ference, Li ions are strongly solvated in the electrolyte solution,
which also contains weakly solvated anions (such as PF6!) and
isolated solvent molecules [100]. The solvated Li ions diffuse to-
wards the surface of the graphite electrode due to the concentra-
tion polarization in the liquid phase. At the graphite surface, these
solvated ions can undertake different pathways leading to different
reductive decomposition products.

Table 1
List of known chemical compounds formed on the surface of carbon/graphite SEI layers (“Present” denotes that the compound was identified in the references given, and “Not
Present” denotes that the compoundwas not identified) [48]. “Reprinted from Electrochimica Acta, 55, Verma P, Maire P, Novak, A review of the features and analysis of the solid
electrolyte interphase in Li-ion batteries, 6332, Copyright (2010), with permission from Elsevier.”

Component Present Not
present

Notes

(CH2OCO2Li)2 [66e69] Being a two electron reduction product of EC; it is found mostly in the SEI formed in EC based electrolytes.
ROCO2Li [66,67,70,71] They are present in the outer layer of the SEI. They occur in most PC containing electrolytes, especially when the concentration of

PC in the electrolyte is high.
Li2CO3 [67,68,71,72] [70,73

e75]
It may also appear as a reaction product of semicarbonates with HF, water, or CO2.

ROLi [73,75e78] Most commonly found in the SEI formed in ether electrolytes like tetrahydrofuran (THF), but may also appear as DMC or ethyl
methyl carbonate (EMC) reduction product [72]. It is soluble and may undergo further reactions [79].

LiF [72,74,80] Mostly found in electrolytes comprising of fluorinated salts like LiAsF6, LiPF6, LiBF4. It is a major salt reduction product. HF
contaminant also reacts with semicarbonates to give LiF byproduct. Amount of LiF increases during storage [74].

Li2O [74,81,82] [80,83
e85]

It may be a degradation product of Li2CO3 during Arþ sputtering in the XPS experiment.

Polycarbonate [80,86] Present in the outermost layer of the SEI, close to the electrolyte phase. This part imparts flexibility to the SEI.
LiOH [69,87,88] [80,81] It is mainly formed due to water contamination [89,90]. It may also result from reaction of Li2O with water or with aging [75].
Li2C2O4 [75,78] It is found to be present in 18,650 cells assembled in Argonne National Laboratory containing 1.2 M LiPF6 in EC:EMC (3:7)

electrolyte. Li carboxylate and Li methoxide were also found in their SEI [75].
HF [91,92] It is formed from decomposition LiPF6 and the water in the solvents. It is highly toxic and can attack components of the cell.

Fig. 4. Schematic of the anode SEI formation process showing (a) graphene layers surrounded by electrolyte salts and solvents above 1.4 V vs. Li/Liþ, (b) propylene-carbonate (PC)
intercalation with lithium ions into graphene layers resulting exfoliations below 0.9 V vs. Li/Liþ and (c) stable SEI formation in ethylene-carbonate (EC)-based electrolyte below 0.9 V
vs. Li/Liþ; plane side with thinner SEI and edge side with thicker SEI. (A colour version of this figure can be viewed online.)

S.J. An et al. / Carbon 105 (2016) 52e7658

Fig. 8. Ethylene carbonate (EC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e76 65

An, et al., Carbon, 2016
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Fig. 9. Propylene carbonate (PC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e7666

formation [93,94,136e138,179e181].
Generally, a high charging rate during the first cycle results in a

porous and highly resistive SEI layer, while a low charging rate
results in the opposite SEI characteristics. It has been found that for
a 0.5C charging rate during SEI formation, capacity retention at
room temperature operation was negatively affected [113]. Also,
when the cell temperaturewas held above 40 !C, capacity retention
was evenmore negatively affected for a 0.5C SEI formation charging
rate [114]. Hence, a first charging rate between 0.05C and 0.2C is
preferred for stable SEI formation. In some cases, though, high
charging rate can be beneficial to SEI formation. For example, when
TIMREX® SFG44 graphite was heat-treated in an inert gas at
3000 !C, a high charge current of 320 mA/g (~1C), showed better
reversible capacity in 1 M LiPF6 EC/DMC than a much lower charge
current of 10 mA/g (~0.03C) [122]. In this case, high current
decomposed the electrolyte faster than solvents could intercalate
into graphene sheets and cause exfoliation. Low charging rates may
be beneficial for SEI formation, but they slow cell production rates
and increase production cost and plant capital expense. Building a
stable SEI with a charging rate greater than 0.5Cmay require a great
deal of further effort on developing proper additives, optimizing
cell temperature, and modifying the anode surface chemistry.

At higher temperatures, SEI formation may also be accelerated.
SEI layers formed at temperatures around 40 !C tend to have more
compact lithium precipitates, such as Li2CO3 and Li2O, rather than
softer, organic precipitates like ROCO2Li. However, high tempera-
ture may induce LiF precipitation from fluorine containing salts.

11. Recent progress in SEI layer studies and prospects for
future understanding

11.1. Computational studies

11.1.1. Overview of molecular dynamics (MD) and density
functional theory (DFT) studies

Molecular dynamics (MD) and density functional theory (DFT)
simulation methods have been used to understand the intricate
relationship between the SEI layer and electrolyte. The MD
approach uses atomic force calculations through solving Newton's
equations of motion and investigates dynamic movements and
equilibrium of atoms and molecules primarily with potentials from
semi-empirical relationships. While MD has provided detailed in-
formation on classical many-body problems, ab-initio molecular
dynamics (AIMD) has extended MD capability by combining the

Fig. 10. Linear carbonate (LC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e76 67
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Schr€odinger wave equation with Newton's equations. Certain
interfacial reduction and oxidation reactions have been described

in the literature using AIMD [182e188]. APPLE&P (Atomistic
Polarizable Potential for Liquids, Electrolytes, & Polymers) is
another many-body polarizable force field for MD simulations that
can capture electrostatic interactions in polarizable environments.
Binding energies between lithium ions and solvent molecules may
vary with different theory levels of APPLE&P force fields. For
example, M05-2X and B3LYP are common levels, which are thought
to have overestimated lithium-ion/MECO3

- binding energy in
lithium alkyl carbonate electrolytes. The M06-L, MP2, and G4MP2
levels, on the other hand, have shown similar, andmore reasonable,
binding energies [189e191].

Density functional theory (DFT) is more rigorous than MD, and
the former is another computational approach in quantum me-
chanics that solves Schr€odinger equation. It estimates the electronic
structures in atomic and molecular systems, but it is limited to
smaller simulation sizes than MD because of the associated
computational intensity. One of the issues in using DFT is weak van-
der-Waals-like forces of graphene layers, which can affect calcula-
tions for lithium-ion/solvent-molecule co-intercalation into
graphite. Computed graphene interlayer binding energy signifi-
cantly varies depending on DFT functionals [192]. Local-density
approximation (LDA), a well-known and simple functional, un-
derestimates the binding energy of graphite interlayer as shown in
Fig. 12. The binding energies from experiments were 31e52 meV/
atom [193e195]. Another issue in using quantum simulations is
that the simulations are typically not suitable for estimating
competing reactions.

DFT and MD mainly deal with Angstrom and nanometer length
scales, respectively. Because of the small length scales and heavy

Fig. 11. Electrolyte salt reduction process (reference groups in parentheses; details are shown in Table 2).

Fig. 12. Interlayer binding energy of graphite as a function of interlayer separation
calculated by LDA, GGA and five different vdW functionals [192]. Reproduced from
Ref. 192 with permission from The Royal Society of Chemistry. (A colour version of this
figure can be viewed online.)

S.J. An et al. / Carbon 105 (2016) 52e7668
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There are 2 primary needs, for mechanistic 
understanding of SEI growth and evolution

Need #1: Operando validation data with high 
spatio-chemical resolution.

Need #2: Detailed electrochemical modeling 
tools, with flexible and robust mechanism 
implementation
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Recent advances in operando characterization 
of SEI gives spatio-chemical sensitivity

Non-intercalating electrodes (Cu, W)
Lee, C.H., et al., J. Power Sources, 2019
See also, Dura (NIST)
Depth Profiling: Neutron Reflectometry

QCM-D + electrochemistry: mass 
uptake, visco-elastic properties

Functional anodes (Si, Graphite)
Stetson, et al., Nano Energy (2019)
Stetson, et al., ACS Energy Lett (2019)
3-D Resistivity depth profiling via 
AFM-based techniques

voltage between the probe and sample (Vs) and measuring the current
flow through the probe =R V I/ , which involves all the resistances
serially connected along the current route. The principal contributors to
this overall resistance are the probe/sample contact resistance Rct, the
resistance through the sample and back contact Rsb, and the spreading
resistance Rsp, located beneath the probe and dominated by the nm-
scale sampling volume. The local resistivity of a sample with lateral
spatial resolutions comparable to the probe size (~ 30 nm) is given by= ∙ ∙ρ r R4 sp [16], with r being the radius of the contact area. The re-
sistance Rsb is generally much smaller than Rsp because the electronic
conduction channel increases rapidly as it spreads out from a quasi-
point contact and the voltage drop is bound by the sample volume just
beneath the probe (Fig. 1a). Therefore, for Rsp to dominate the overall
R, Rct is the main factor to be reduced to a level sufficiently less than
Rsp; this was achieved by adequate probe contact forces (1–100 µN) and
applying an adequately large Vs (0.5–10 V) [16]. A change of R with
contact force is shown in appendix Figs A.1 and A.2; a decrease in R
with increasing force results from the decrease in Rct because other
contributors to resistance in the current route should not change. While
SSRM and conductive AFM (c-AFM) share the principles of two-probe
resistance measurement, SSRM is equipped with a logarithmic current-
voltage converter, which allows a wider measurement range of current
from milli-ampere (10−3 A) to femto-ampere (10–15 A) but with less
sensitivity than C-AFM, which features a current range from micro-
ampere (10−6 A) to pico-ampere (10−12 A). The wide detection range
of SSRM is necessary for measuring the dramatic change in SEI local
resistivity. We acknowledge that although current-voltage (I-V) or re-
sistance-voltage (R-V) curves at specified locations may be expected to
improve data integrity, I-V curves are not stable or reliable in our
measurement, likely due to the large probe-sample contact force and
large Vs needed for measurement on SEI.

4. Results and discussion

SSRM 3D resistivity mapping on SEI formed on Si anodes will first
be described then compared to additional high-resolution microscopic
techniques. The methodology will then be validated through results
obtained from a designed reference sample of an amorphous-Si (α-Si)
layer stack with various doping concentrations. Lastly, resistivity
mapping results on SEIs formed from different cycling and distinct
electrolyte mixtures is presented.

4.1. 3D resistivity mapping on SEI

Fig. 1c shows a resistance map taken on the SEI formed on a single-
crystalline Si (001) wafer in Gen2 (EC:EMC [3:7 by wt.] + 1.2M LiPF6)
electrolyte after one cycle of lithiation and delithiation at a fixed cur-
rent density of 22 µA cm−2 for 5 h per half cycle. The resistance
map—captured with a probe force of 15 µN—shows a decrease in re-
sistivity as the probe reaches deeper depths within the SEI (Fig. 1e),
reflecting the changing chemical composition and structure moving
inward from the SEI surface. Due to the relatively large contact forces
employed in SSRM imaging, the probe also mills away SEI material,
creating a crater representative of the depth of the resistance mea-
surement. Fig. 1d shows a contact-mode height image using a small
force of 0.5 µN after completion of SSRM scanning, exhibiting the ex-
tent of material removal and residual debris left at the edges of the
milled trench. The amount of material milled away can be controlled by
the contact force, approximately from sub-nm to hundreds of nm by
either repeated raster scans over the same area or by varying the con-
tact force from 1 to 100 µN. The amount of material removed also de-
pends on probe size, sharpness and the sample's mechanical properties.
For structures in which lateral distribution of the resistance is relatively
uniform, an average of the resistance map (excluding the edge areas)
represents the resistance at the measured depth; for nonuniform

Fig. 1. An example of 3D resistance mapping of SEI. (a) SSRM schematic, where spreading resistance (Rsp)> > sample and back contact resistance (Rsb). By utilizing
appropriately large probe forces, the contribution of the contact resistance (Rct) is reduced to a stable level. Curved arcs around the probe represent potential contour
arcs, indicating the sampling volume, in a semi-infinite uniform material. (b) Conceptual diagram depicting measurement technique. A resistance map is captured at
intermediate probe forces, resulting in uniform milling of the surface material to a defined depth. A larger scan is then taken over the measurement area to determine
the depth of the resistance map. (c) 0.5× 0.5 µm resistance map captured with a probe forces of 15 µN on SEI on Si with SSRM, measuring resistance of SEI at a depth
of 9 nm. (d) 1.0× 1.0 µm height channel image (left) captured at a low contact force (< 1 µN) over the location of the previously described resistance mapping raster
scan, indicating the depth of the resistance map shown in (c). Resistance channel image (right) captured in the same scan shows relative contrast in the electronic
properties between the superficial and deeper structures of SEI. Slightly higher resistivities are measured at the milled area when compared to (c) due to the
contribution of contact resistance when scanning with low contact forces. (e) Example resistivity vs. depth profile obtained from resistance and depth measurements
shown in (c) and (d), respectively. The datapoint obtained from resistivity and height data presented in (c) and (d) is indicated on the profile with an arrow.

C. Stetson et al. 1DQR�(QHUJ\��������������²���
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resting at open circuit and consistent with the voltage profile
experiment. To quantify the differences in surface roughness,
the scan size was increased to 5 × 5 μm2. Figure 3b depicts
RMS roughness calculations from these 5 × 5 μm2 images,

confirming that resting decreases surface roughness, with
roughness decreasing monotonically with increasing rest
temperature. This suggests that the sample rested at high
temperature experiences more SEI dissolution relative to the
samples rested at −10 or 25 °C.
Figure 4 shows results obtained with SSRM 3-D resistivity

versus depth profiling. Individual profiles in Figure 4a were
analyzed to determine the SEI thickness in Figure 4b and the
integrated SEI resistance in Figure 4c. Resistivity is calculated
by averaging over the two-dimensional resistivity map,
resulting in a plot characteristic of the change in electronic
properties within the SEI moving deeper into the structure.
Similarly, the depth of resistivity measurements is assessed by
the average depth of the crater induced during the resistivity
measurement. Contact mode measurement during SSRM
negates the influence of the small island features, which are
milled away to the uniform depth of resistivity mapping. Total
SEI thickness is assessed at the depth at which additional
measurement moving deeper into the SEI/Si structure
produces little to no change in measured electronic resistivity
and encounters greater mechanical resistance. SEI thickness
decreases in all rested samples, with a more pronounced
decrease in thickness for samples rested at increased
temperatures. Integrated SEI resistance also decreases after
resting, suggesting that more resistive components of the SEI,
segregated at the surface, are dissolved during resting. It is
important to note that the integrated SEI resistances, in ohms
per square centimeter (Ω·cm2), may differ from SEIs formed
during normal battery cycling, where lithiation and delithiation
of the anode take place. Full resistivity versus depth profiles in
Figure 4a show an overall decrease in electronic resistivity in
rested samples as a function of depth throughout the SEI
structure. Prior combinatorial work associating SEI resistivity
with the corresponding chemical composition suggests that in

Figure 3. (a) 1 × 1 μm2 AFM images showing surface morphology
of the SEI with 50 cycles of SEI formation with varied resting
protocols. (b) RMS roughness from the same surfaces, calculated
from larger 5 × 5 μm2 AFM images.

Figure 4. Comparison of (a) SSRM 3-D resistivity vs depth profiles, (b) SEI thickness, and (c) integrated SEI resistance obtained from
resistivity vs depth profiles for SEIs with varied resting protocols. SEI thickness is determined as the depth at which deeper profiling
produces little to no change in electronic resistivity, indicating that the underlying wafer Si material of the anode has been located with the
probe. Integrated SEI resistance is obtained by integrating resistivity vs depth profiles from the surface to the SEI/Si interface.

ACS Energy Letters Letter

DOI: 10.1021/acsenergylett.9b02082
ACS Energy Lett. 2019, 4, 2770−2775

2773
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However, humility on the part of the modeler is 
strongly encouraged…



30

Colorado School of MinesEarth • Energy • Environment

OBMS_March2020

There are 2 primary needs, for mechanistic 
understanding of SEI growth and evolution

Need #1: Operando validation data with high 
spatio-chemical resolution.

Need #2: Detailed electrochemical modeling 
tools, with flexible and robust mechanism 
implementation
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Two-step pathway toward understanding SEI 
growth and evolution

Growth of SEI modeled via 
elementary electrochemistry:

where:

Initial simulation: planar, non-
intercalating “model” electrode
Depth profiling: divide electrolyte 
at electrode surface into volumes.

!q i = kfwd aj
vj ,i,fwd

j
∏ − krev aj

vj ,i,rev

j
∏

kfwd = kfwd
! exp nFβΔφ

RT
⎛

⎝
⎜

⎞

⎠
⎟

krev = krev
! exp nF(1−β)Δφ

RT
⎛

⎝
⎜

⎞

⎠
⎟

Electrode
SEI

Electrolyte

4370 W. Lai, F. Ciucci / Electrochimica Acta 56 (2011) 4369–4377

Fig. 1. Schematic presentation of (a) porous electrode with interpenetrating elec-
trode particles, liquid electrolyte and current collector, and (b) electrochemical
processes at the triple phase junction of liquid electrolyte, solid particle and current
collector.

there are few applications of PNP equation to the study of charge
transport in batteries.

In the present paper, volume averaging of generalized
Poisson–Nernst–Planck equations on a de Levie straight pore model
[14] is performed rigorously to present a set of equations, similar
to those in Newman’s model, that can be used to model porous
battery electrodes. This work starts with a review of generalized
Poisson–Nernst–Planck equations, Section 2; then these equations
are separately applied to the relevant charge carriers in the liquid
electrolyte, solid electrode particle, and current collector employed
in porous battery electrodes, Section 3; afterwards, a review of vol-
ume averaging as the upscale method on a de Levie pore model
is presented, Section 4; subsequently the volume averaging is
applied to the microscopic equations in Section 3 to obtain a set
of micro-macroscopic coupled equations, Section 5; finally, it is
demonstrated that a different form of PNP equations, equivalent
circuit approach, can be upscaled to yield the same results, Sec-
tion 6. Comparison with Newman’s model on the microscopic and
macroscopic level is made throughout the present work.

2. Short review of generalized Poisson–Nernst–Planck
equations

The generalized Poisson–Nernst–Planck equations in electro-
chemical systems (ignoring the convection term) are [15–18]

Ji = −!i∇"̃∗
i = −!i∇("∗

i + #) (4)

∂ci

∂t
+ ∇ · Ji

zie
= 0 (5)

−εrε0
∂2#(x, t)

∂x2 =
∑

i

zieci(x, t) (6)

Eq. (4) is the generalized Nernst–Planck transport equation that
relates the driving force (reduced electrochemical potential) to the
current density, based on linear irreversible thermodynamics. The
electrochemical potential is the sum of chemical potential "i and
electrical energy zie#, in which zi is the charge number, e is the
elementary electron charge, and # is the electrical potential.

"̃i = "i + zie# (7)

The conductivity !i is the product of concentration ci and mobil-
ity bi as

!i = (zie)2cibi (8)

It is to be noted that the current density Ji, reduced electro-
chemical potential "̃∗

i , and reduced chemical potential "∗
i are

used instead of the conventional mass flux Ni and electrochemical

potential "̃i, and chemical potential "i, respectively. The relation
is given by

J i = zieNi, "̃i = zie"̃∗
i , "i = zie"∗

i (9)

Eqs. (5) and (6) are the continuity and Poisson equations, respec-
tively.

The above PNP equations are coupled differential equations with
current densities Ji, concentration ci, reduced chemical potential
"∗

i , and electrical potential #. While the concentration ci is corre-
lated with electrical potential # by the Poisson equation, Eq. (6),
the correlation of concentration ci with reduced chemical potential
"∗

i can be expressed as either the volumetric chemical capacitance
Cchem

i or thermodynamic factor & i [15–19]. The volumetric chemical
capacitance represents the change of volumetric electrical charge
qi = zieci upon the change of chemical potential and is defined as

Cchem
i = ∂qi

∂"∗
i

= zie
∂ci

∂"∗
i

(10)

This is analogous to the definition of dielectric capacitance as
the change of electrical charge qi upon change of electrical poten-
tial # as ∂qi/∂#. It is to be emphasized that chemical capacitance
is equivalent to the thermodynamic factor or activity coefficient to
be discussed shortly and it is a term that appears recently in the
literatures. The use of chemical capacitance is especially relevant
to batteries since they store electrical energy in the form of chem-
icals. The use of chemical capacitance allows easy mapping of Eqs.
(4)–(6), applicable to systems beyond batteries, to an equivalent
circuit [15–18,20,21].

With chemical capacitance (10), the generalized Nernst–Planck
equation (4) becomes

J i = −zieD̃i∇ci − !i∇# (11)

with the definition of chemical diffusivity D̃i as

D̃i = !i

Cchem
i

(12)

In the solution theory, the dependence of chemical potential on
concentration is explicitly written as a form with activity coefficient
fi(ci)

"i = "0
i + kBT ln

(
fi

ci

c0
i

)
(13)

where "0
i is the standard chemical potential, c0

i is the reference
concentration, kB is the Boltzmann constant and T is the absolute
temperature. Then the chemical diffusivity in Eq. (12) can also be
written as

D̃i = &iDi (14)

where & i is the thermodynamic factor

&i = 1 + ∂ ln fi
∂ ln ci

(15)

and Di is the self-diffusivity defined as, i.e., the Nernst–Einstein
relation

!i = Dici(zie)2

kBT
(16)

Then Eq. (11) becomes

J i = −zieDi

(
1 + ∂ ln fi

∂ ln ci

)
∇ci − !i∇# (17)

In the case of an ideal solution, the thermodynamic factor is 1
and Eq. (17) becomes

J i = −zieDi∇ci − !i∇# (18)

Step 1: Model electrode

Step 2: Newman-type P2D model

W. Lai, F. Ciucci, Electrochimica Acta, 2011



32

Colorado School of MinesEarth • Energy • Environment

OBMS_March2020

Model implementation compromise between 
spatial resolution, continuum scale.

Assumptions:
• Charge neutrality: double-layer resolved throughout the SEI depth.
• Finite, volume-averaged selec.
• No Li intercalation

Limitations:
• Properties in sub-nm pores?  
• Simulation stability highly sensitive to parameter values.
• Spatial discretization at continuum scale: barely sufficient!

Advantages: 
• Mechanistic flexibility!
• Chemical and mechanistic detail.

�̇�!,#$% = 𝜀#$%𝐴#$%&'()*' ∑+,#$%&'()*' 𝑣!,+�̇�+ + ∑+,#$% 𝑣!,+�̇�+

Type equation here.

Heterogeneous Homogeneous

Cantera Function Calls
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Jupyter Notebook Demonstration

https://github.com/decaluwe/OBMS_materials/blob/master/OBMS_2020_Battery.ipynb

https://github.com/decaluwe/OBMS_materials/blob/master/OBMS_2020_Battery.ipynb
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Results demonstrate cantera’s ability to explore 
chemical space, identify mechanisms

Preliminary (i.e. old) model version:

0 5 10 15 20 25
SEI Depth (from anode, nm)

0

20

40

60

80

100

M
ol

e 
Fr

ac
tio

n 
(%

)

Model 1
Model 2
Model 3

LEDC

Li2O
Li2CO3

LiF

0

25

50

75

100

0

25

50

75

M
ol

e 
Fr

ac
tio

n 
(%

)

36 38 40 42 44
Time (s)

0

25

50

75

LEDC

LEDC

LEDC

Li2CO3

Li2CO3

Li2CO3

Li2O

Li2O

Li2O

LiF

LiF

LiF

z = 0.5 nm

z = 1.5 nm

z = 2.5 nm

M1
M2

M3



35

Colorado School of MinesEarth • Energy • Environment

OBMS_March2020

Reduced-order model approaches easily 
developed, help inform multi-scale approaches

In progress (i.e. less old) model version:
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Reduced-order model approaches easily 
developed, help inform multi-scale approaches

In progress (i.e. less old) model version:
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Reduced-order model approaches easily 
developed, help inform multi-scale approaches

In progress (i.e. less old) model version:
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Outline

• The Case for electrochemical complexity

• Cantera: object-oriented, generalized chemical kinetics 
software

• Case study: Tabulated thermodynamics of lithium 
intercalation

• Case study: Intermediate polysulfide chemistry in Li-S

• Case study: Chemistry of SEI growth and evolution

• Next steps: Future development, community input
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Software viability depends on designing and 
implementing complementary functionalities  
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Extensibility and Interoperability help leverage 
existing and new external software packages

Team: Speth, Niemeyer, West

Milestones:
• New, flexible input file format based 

on the YAML standard. 

• Add interface for serializing Cantera
objects to the YAML format. 

• New “lightweight” interface to the 
Cantera Python module.

• Code-generation approach for C, 
Fortran, and MATLAB interfaces.

• Introduce a Cantera package for Julia.

• Document integrating Cantera with CFD software, provide an example using 
the open-source CFD platform OpenFOAM.
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Scientific Advisory board: provides both high-
level and granular input for future direction

Stakeholders from relevant fields provide both high-level and detailed input.
• L. Árnadóttir (Oregon State U.) - Catalysis

• W. Bessler (Offenburg, Germany) – Electrochemistry, combustion.

• M. P. Burke (Columbia University) – Combustion, collider effects.

• M. Evans (University of York, UK) – atmospheric chemistry modeling.

• T. Fuller (Georgia Tech.) – Electrochemistry.

• G. Goldin (CD-Adapco/Siemens) – Commercial CFD.

• W. Green (MIT) – Combustion, chemical kinetics, molecular simulation

• T. Krauss (Argonne Natl. Lab) - Catalysis

• R. Lobo (U. Delaware) - Catalysis

• P. Pepiot (Cornell U.) – Combustion, novel modeling tools, CFD.

• J. Zador (Sandia Natl. Lab) – Catalysis, combustion, atmospheric chem.



42

Colorado School of MinesEarth • Energy • Environment

OBMS_March2020

Community development: recruit new users, 
convert current users into developers

General guidelines for interacting with the community are provided at:
https://cantera.org/community.html

For new users, the website is a valuable resource: https://cantera.org
Questions, input, feedback? In order of preference:

i. Cantera Users' Group
ii. GitHub: https://github.com/cantera
iii. Email the steering committee: steering@cantera.org
iv. Scientific Advisory Board

For new developers: start small!
1. Consult issues page on github:

https://github.com/cantera

2. Develop an approach to 
address the issue.

3. Implement via Git/GitHub

https://cantera.org/community.html
http://www.cantera.org
https://github.com/cantera
http://cantera.org
https://github.com/cantera
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Developing multi-use, general-purpose code 
with multiple contributors is not simple

Example: Peng-Robinson EoS:
1. Develop theory
2. Create C++ Class
3. Header files
4. Documentation
5. Test files
6. Code / style review

• For many applications, a light-weight development interface would 
be more appropriate—decrease the activation barrier.

• Evaluate form and utility within the context of other Cantera 
functionalities, allow comment and feedback from the community.

• An additional area of need: application-specific toolboxes. E.g. 
Battery simulation tools separate from the "Core" Cantera library.
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Cantera’s battery and electrochemistry 
capabilities are… nascent.

Electrochemical Kinetics:
• ✓Marcus theory: reversible charge-transfer kinetics
• ✓Butler-Volmer: reversible, elementary-step; equivalent to Marcus
•✘ Other Butler-Volmer (global, multi-step, user-specified orders). 

Phase Models
• ✓ P-v-T: Constant species molar volume
•✘ Crystal lattice phases

Species thermo
• ✓ Constant Cp thermodynamic properties
• ✓ Ideal solid solution (ak = Xk) thermodynamic properties
• ✓ Tabulated thermodynamic properties for binary phases
•✘ Non-ideal, EoS-based species interactions.

Transport
•✘ Largely based on gas-phase approaches.
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Conclusions: NSF funding provides an 
opportunity to leverage recent developments

1. Recent developments laid groundwork:
• AFOSR software planning grant
• Formalization of the leadership structure
• NumFOCUS fiscal sponsorship

2. NSF funding will help chart a new path for Cantera
• New software capabilities
• New user and developer communities
• Community-led development
• New interfaces to lower activation barrier for future development.
• Fiscal sustainability

3. As the software and the community develop and grow, input from and 
interaction with the electrochemistry community will be invaluable.
• User group
• Github issues, pull requests
• Steering committee
• Scientific Advisory Board
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