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Abstract 
 
The study of moral judgements is often centered on moral dilemmas in which options 
consistent with deontological perspectives (i.e., emphasizing rules, individual rights and 
duties) are in conflict with options consistent with utilitarian judgements (i.e., following the 
greater good defined through consequences). In a seminal study of this field, Greene et al. 
(2009) showed that psychological and situational factors (e.g., the intent of the agent or the 
presence of physical contact between the agent and the victim) can play an important role in 
moral dilemma judgements. As their study was conducted with US samples, our knowledge 
is limited concerning the universality of this effect, in general, and the impact of culture on 
the situational and psychological factors of moral judgements, in particular. Here, we 
empirically test the universality of intent and personal force on moral dilemma judgements by 
testing the replicability of the experiments of Greene et al. on a large (​N​ = X,XXX) and 
diverse sample across the world. ​We hypothesize that intent and personal force universally 
increase the unacceptability of outcome-maximizing harm in these dilemmas, and that the 
effect is  stronger in collectivistic than in individualistic cultures due to cultural differences in 
emotional processing (guilt, shame, anxiety).​ ​The relevance of this exploration to a broad 
range of policy-making problems is discussed.  
  
Keywords: ​moral thinking, cultural differences, trolley problem, doctrine of double effect, 
personal force,WEIRD samples, non-WEIRD samples, replication, decision-making 
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Introduction 
  
Moral dilemmas can be portrayed as decisions between two main conflicting moral 
principles: utilitarian and deontological. Utilitarian (also referred to as consequentialist) 
philosophies​1​ hold that an action is morally acceptable if it maximizes well-being for the 
greatest number of people (in terms of saved lives, for example). On the other hand, 
deontological philosophy​2​ evaluates the morality of the action based on the intrinsic nature of 
the action (i.e., the deontological option often reflects greater concern for the individual rights 
and duties​3​). The dilemma between these two principles plays a prominent role in law and 
policy-making decisions ranging from decisions of health budget allocations​4​ to the dilemma 
of self-driving vehicles​5​. This inherent conflict is well illustrated by the so-called trolley 
problem, which has long interested both philosophers and psychologists. One version of the 
dilemma is presented as follows​6​: 
  
You are a railway controller. There is a runaway trolley barrelling down the railway tracks. 
Ahead, on the tracks, there are 5 workmen. The trolley is headed straight for them and they 
will be killed if nothing is done. You are standing some distance off in the train yard, next to 
a lever. If you pull this lever, the trolley will switch to a side track and you can save the 5 
workmen on the main track. You notice that there are 2 workmen on the side track. So there 
will be 2 workmen who will be killed if you pull the lever and change the tracks but the 5 
workmen on the main track will be saved. Is it morally acceptable for you to pull the lever? 
  
A deontological decision-maker would argue that pulling the lever is morally unacceptable, 
as it would be murder . On the other hand, utilitarianism would suggest that it is morally 1

acceptable to pull the lever, as it would maximize the number of saved lives. 
 
In an alternative version of the dilemma, one has to push a man off a footbridge in front of 
the trolley (“footbridge” scenario). This man will die but will stop the trolley, and the five 
people in the way of the trolley will be saved. Interestingly, people are less likely to make a 
decision consistent with utilitarian perspectives  in the footbridge scenario compared to the 2

switch scenario. The difference between the utilitarian response rate of the two problems 
became the basis of investigations of many influential cognitive theories in the field of moral 
judgement​3,7–13​. The fact that people respond differently to the two trolley dilemmas was 
proposed to be explained by people’s adherence to the so-called doctrine of double effect 
(DDE​6,9​). A simple version of the doctrine is that harm is permissible as an unintentional 
side-effect of a good result. This doctrine is the basis of many policies in several countries all 

1 ​In fact, deontological rules are often more complicated than this. Some of the deontological rules 
would allow for killing in this situation. The terms “deontological” and “utilitarian/consequentialist” 
are labels we use to refer to certain responses.  
2 ​We will call these “utilitarian” responses but the fact that these decisions are consistent with 
utilitarianism does not indicate that people gave them out of utilitarian principles; the same is true for 
“deontological” responses​7,8​. 
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over parts of the world, concerning issues such as abortion​6​, euthanasia​14​, international armed 
conflict regulations​15,16​, and even international business ethics​17​. According to this doctrine, it 
is morally impermissible to bomb civilians to win a war, even if ending the war would 
eventually save more lives. However, if civilians die in a bombing of a nearby weapons 
factory as a side-effect, the bombing is morally acceptable. The way people perceive or act on 
these moral rules can influence the policies that are accepted or even followed - as we can 
already see in the case of driverless cars, which sometimes have to decide between sacrificing 
their own passengers and saving one or more pedestrians​5​. 
  
Greene et al.​20 ​and Cushman et al.​9​, however, argued that the difference in utilitarian response 
rates cannot simply be explained by the DDE. Greene et al. presented evidence for the 
interaction of the intention of harm (i.e., harm as means or side effect; referring to the 
doctrine of double effect) and personal force (i.e., whether or not the agent had to use 
personal effort to kill the victim and save more people) on moral acceptability ratings. More 
concretely, people were less likely to judge sacrificing one person to save more people 
morally acceptable when they had to use their personal force to kill the person ​and ​the death 
of this person was required to save more people (this is what is meant by ​intending​ the harm). 
Hence, they concluded that people are more sensitive to the doctrine of double effect when 
they have to use their own physical force. Despite some exceptions​26,27​, most of the evidence 
for this conclusion comes from samples of WEIRD (Western, Educated, Industrialized, Rich, 
Democratic​23,24​) societies, leaving the question open whether these effects are psychologically 
universal​25​ and not culture-specific.  
 
This study tests three cross-cultural hypotheses: 

(1) The effects of personal force on moral judgements are culturally universal. 
(2) The interactional effect of personal force and intention on moral judgements is 

culturally universal. 
(3) Collectivism-individualism has a moderating effect on the degree to which personal 

force and intention affect moral judgements in a way that their effect is stronger in 
more collectivistic cultures. 
 

The first and second hypotheses, that the effects of personal force and intention on moral 
judgements are culturally universal, come from their relatedness to interpersonal violence. 
People seem to exhibit a general tendency to avoid causing violent harms (e.g., murder)​19,20​, 
and they are more likely to perceive actions as violent or harmful when they supposed to use 
personal force or intention​3​. As a result, people are more likely to behave in a deontological 
way when personal force or intention is present in the dilemma. As all cultures regulate 
interpersonal violence​21​, the H, we expect to find that both intention and personal force, as 
well as their interaction, have an effect on moral judgements in different cultures. The 
literature seems to be in accordance with this thesis; Chinese​25–27​ and Russian​28​ participants 
seemed to produce similar effects on moral dilemmas to Americans and Western Europeans, 
and even small scale societies tended to be susceptible for the effect of intention​22,23​. 
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Even though we anticipate that the effect of personal force and intention will emerge 
universally across cultures, we nonetheless expect cultural differences to moderate these 
effects.  

The effect of personal force on moral judgement has been attributed to emotional 
processes​9,24–26​, specifically social emotions (such as guilt, shame or regret)​25,27​; the potential 
use of personal force makes people feel guilt or shame before making a decision, and, 
therefore, they will rate actions that use personal force as morally less acceptable. There is a 
convincing argument that these social emotions are universal​28–30​, with some cultural 
variation in their intensity and the social contexts in which they are experienced​28–30​ . It has 
been argued that shame and guilt are more important in interdependent, collectivistic cultures 
(as their function is argued to be social control); people living in East Asian countries have 
reported experiencing them more frequently and more intensively​28–30​. Other findings suggest 
that it is anxiety that mediates the effect of intention and personal force​26​, but anxiety (social 
anxiety in particular) has also been positively associated with collectivism​31​, pointing to the 
same direction. Hence, we hypothesize that people living in collectivistic cultures will judge 
actions that involve personal force and intention as morally less acceptable than people in 
individualistic cultures. Utilitarian responding in moral dilemma judgements has also been 
associated with low levels of empathic concern​32​. People living in collectivistic cultures have 
also been suggested to exhibit higher levels of empathy​33,34​. Hence, we predict that 
individualism/collectivism factor will also have a main effect on utilitarian responding: 
collectivists will be less utilitarian in general, due to their higher levels of empathic concern. 
 
Besides our hypothesis testing, we also collect a number of additional country-level as well 
as individual measures for exploratory purposes. These measures have been previously 
shown to be related to moral judgement such as economic status​35​, 
individualism-collectivism​35​, and religiosity​36​ and an alternative measure of utilitarian 
responding​37–40​. 

The investigation of the question is crucial for advancing the field for the following reasons:  
 

1) The original article has been very influential , but to the best of the authors’ 3

knowledge, a direct replication of the original study has never been conducted and/or 
published. 

2) Our knowledge is scarce on the cultural universality of the effect of personal force 
and intention in moral judgements. 

3) The resulting database (with many types of trolley problems and additional measures) 
could assist and guide future research and applications of moral thinking. 

Overview 

3 Google Scholar listed 515 citations at the time of the writing of this manuscript. 

 

https://www.zotero.org/google-docs/?xDzHr8
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In the first part of our study, we test the universality of the role of personal force in moral 
judgements with a direct replication of Study 1a conducted by Greene et al. that aimed to 
explore the effect of personal force on moral dilemma judgements (whether the decision 
maker uses personal force). In their study, Greene et al. found evidence that the application of 
personal force decreases moral acceptability of the utilitarian action (Hypothesis 1a, 1b). In 
the second part, we test the universality of the interactional effect of personal force and 
intention on moral dilemma judgements, by replicating Study 2 of Greene et al. (Hypothesis 
2a, 2b) with partially different moral dilemmas. Furthermore, we test our hypothesis 
according to which collectivism moderates the effect of intention and personal force 
(Hypothesis 3). In addition, we collect various additional measures for exploratory purposes. 

 

Methods 

Participants 

To recruit a large culturally and demographically diverse sample of participants, we have 
recruited collaborating laboratories through the Psychological Science Accelerator ​41​. So far, 
the data collection team includes 146 labs from 52 countries. All of these participating 
laboratories obtained IRB approval (to be verified before the last round of Stage 1 
submission). Combined, these labs committed to collect a minimum number of 18,637 
participants. More labs are expected to be recruited before data collection commences. The 
participating labs and the country in which they will collect the data can be seen in Table S1 
(the complete list of contributing labs by country can be found in our Supplementary Material 
A; available on our OSF page:​https://osf.io/kzmhy/​). Each lab will recruit participants for the 
study by sending out the survey link along with the consent form to their participant pool, 
online platforms (such as Mturk), or testing them in the research lab. Eligibility for 
participation will be based on age (≥ 18 years) and being a native speaker of the language of 
the test (more details on this criterion in the ​Controlling for possible confounds​ section). 
 
We do not collect any identifiable private data during the project. Each lab ascertained that 
the local institutional ethical review board agrees with the proposed data collection. This 
study was conducted in accordance with the Declaration of Helsinki. The IRB approvals are 
available on our OSF project page: ​https://osf.io/j6kte/​. 
 
 
Materials and Procedure 
 
Moral dilemmas.​ ​We will use a total of 6 trolley dilemmas, namely: ​footbridge switch, 
standard footbridge, footbridge pole, loop, obstacle collide ​(taken from Greene et al. 2009)​, 

 

https://osf.io/kzmhy/
https://osf.io/j6kte/
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and ​standard switch .​ Each of these scenarios represents a different condition; for example, in 4

the ​standard footbridge ​scenario both intention and personal force are required to push the 
man off the bridge. All the materials are presented in the Supplemental material B at 
https://osf.io/z3v6f/​. As in the original experiments, every participant will only be assigned to 
one of these dilemmas. The problems will be accompanied by a drawn sketch to aid 
understanding. Following the original procedure, after presenting each problem, participants 
will be asked whether the described action (e.g., pushing the man to save five people) is 
morally acceptable or not (Yes/No response). After this judgement, participants will have to 
indicate on a numbered Likert-type scale ranging from 1 (​completely unacceptable​) to 9 
(​completely acceptable​) the extent to which they think that the given action is morally 
acceptable. Next, participants will be asked to write down the justification of their decision 
on the same page. After participants are presented with the first trolley dilemma, they will be 
presented with a second dilemma from the same condition, without drawn sketches. As 
second dilemmas, we will use the so-called “Speedboat dilemmas”. These dilemmas will be 
taken from Study 1b and 2b of Greene et al., and can be found in Supplementary Materials B, 
with exception of the dilemmas in  the obstacle collide and standard footbridge conditions, 
which were provided by Joshua Greene during the review of the paper.  
The order will be fixed for dilemma presentation, so that the trolley version will always be 
presented first.  
 
Additional measures.​ ​Although the exploration of individual-level factors behind moral 
thinking is not the aim of the present research, to enrich our database for future studies and 
secondary analyses, we will add additional questions to our surveys about individual-level: 1) 
total yearly household income; 2) place of living (urban or rural area); 3) position on the 
four-dimensional Individualism-Collectivism scale​34​ (16 items) for disentangling cultural 
differences in participants’ responses​42​; and 4) Religion: Specific religion of the participant 
will be asked, plus one question to measure their level of religiosity: “On a scale from 1 to 
10, how religious are you?”. Furthermore, we will include the Oxford Utilitarianism Scale​28 
(9 items). Following these questions, participants’ highest level of education, age, and sex 
will also be recorded. We will also record the participants’ country of origin, and whether the 
participant is coming from an immigrant background. At the end of the survey, we will ask 
whether the participant experienced any technical problems or whether they have any 
comments on the experiment. All questions are available at: ​https://osf.io/z3v6f/​.  
  
Procedure. ​The experiment will be administered by using a centralised online survey, which 
participants can answer remotely via the internet or in the lab. We will use the original 
instructions, as presented in the Supplemental Materials. After responding to the dilemmas, 
participants will be asked to answer three questions: (1) a measure of careless responding 
(question about the specifics of the trolley scenario) (2) whether they found the material 
confusing; and (3) whether they found the description of the problem realistic. After these 

4 ​This item was provided by Joshua Greene during the review of this paper. 

 

https://osf.io/z3v6f/
https://osf.io/z3v6f/
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questions, participants will be directed to our series of questionnaires: the Oxford 
Utilitarianism Scale, followed by the Individualism-Collectivism Scale and the measures of 
religion. Next, we will administer the demographic questions (income, place of living, 
country of origin, immigrant background, level of education, age, and sex). Afterwards, we 
will add 3 further questions to measure careless responses, and, finally, we will ask for 
further comments/any experienced technical problems. 
  
Controlling for possible confounds. ​To avoid second language effects on moral judgement 
43​, only participants who are native speakers of the language of the experiment can take part 
in it. To assure that only native speakers participate, we will ask participants to indicate their 
native language(s). Bilinguals can choose their preferred language. Anyone whose native 
language is different from the language of the survey will be excluded from our data 
analyses.  
  
Following Greene et al.’s procedure, also data from those participants who report that they 
found the material confusing (response ​a​. to the first question on p. 33 of the original 
Supplemental Material) will be excluded from the analyses. 
 
Data of participants who report having experienced any technical problems during the 
experiment will be excluded from all analyses. To avoid careless responses, we are going to 
add three bogus items at the end of the survey. We are going to ask participants very basic 
questions (e.g., “I was born on February 30th.”) to which incorrect answering indicates 
careless responding​44​. We will exclude data from all participants who gave an incorrect 
response to any of these questions. Moreover, we will introduce two additional questions 
(posed right after the moral dilemmas), asking participants about the specifics of the trolley 
and speedboat scenarios that they had been presented with, in order to test whether they were 
paying attention when reading the scenario. Specifically, they will be asked to select the 
option which most accurately describes the situation that they had been presented with. Each 
option will describe the nature of the physical action; the key manipulation in the experiment. 
As the attention on the trolley and speedboat dilemmas will be measured by different 
questions, when analysing the responses on the trolley dilemma, we will exclude the data of 
those giving an incorrect response to the trolley attention check question, and same for the 
speedboat dilemma. For example, people who gave a correct response on the trolley attention 
check question, but not on the speedboat version, will be included when analysing the trolley 
dilemma, and excluded when analysing the speedboat version. These questions can be found 
in Supplementary Material B.  
 
Moral dilemmas are becoming more and more popular, and it is possible that people with 
previous knowledge on these dilemmas respond differently. To address this potential problem 
at the end of the experiment, participants will be asked the following question: “Before this 
experiment, were you familiar with moral dilemmas of this kind, in which you can save more 
people by causing the death of one person? Please rate it on a scale from 1 (absolutely not 
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familiar) to 5 (absolutely familiar)”. Data of people who are familiar with the trolley problem 
or such moral dilemmas (respond with 4 or 5 on this scale) will be excluded from our 
analyses. Additionally, participating labs will be asked to avoid recruiting philosophers or 
philosophy students: philosophy students are likely to have heard about trolley problems, and 
we would like to minimise the number of participants to be excluded. Note that these filters 
will only be applied to our analyses but not on the data set which will be openly available.  
 
Cultural classification of countries​. ​To test our first hypothesis on the universality of the 
effect of personal force and intention on moral judgements, we used the cultural classification 
of Awad et al.​35​. To test the cultural universality hypothesis, a comprehensive cultural 
classification is needed that encompasses multiple sources of cultural variability. Based on 
surveyed moral preferences, they identified three distinct clusters of countries: Eastern, 
Southern, and Western. They argued that this cluster structure is broadly consistent with the 
alternative but more complex Inglehart-Welzel cultural map​34​.  
 
 
 
Notable deviations between this study and the design of Greene et al.  
Besides the multinational data collection that forms the crux of our project​, ​the first important 
methodological difference between this study and the original study is that the original study 
was conducted by paper and pencil, whereas we will administer the experiment online. Of 
note, recent research found no evidence for a difference between the behaviour of participants 
who took part in the experiment online versus those who took part in the experiment in the 
lab ​45​. We also added one change in the introduction of the experiment (see Supplementary 
Material B); participants will not be given the opportunity to ask the researcher any questions 
before the experiment (as the experiment can be administered online, they will not have the 
opportunity to do so).  
The second important change in this experiment is that participants will be presented with 
two moral dilemmas in one condition, instead of one. These additional dilemmas will be 
analysed separately, as they were in the original experiment. The third difference is that for 
Study 2, we will use different moral dilemmas than those that were used by Greene et al.; the 
standard switch and footbridge dilemmas will be used instead of the loop weight and obstacle 
push dilemmas, respectively. These dilemmas are not different from the ones used by Greene 
et al. in their structural characteristics, only on surface characteristics. That is, in the standard 
switch the harm is unintended and no personal force is required, while in the standard 
footbridge dilemma, the harm is intended and requires personal force. By including the 
standard switch and standard footbridge scenarios instead of the original ones, we gain 
further insight into the data. Imagine for example, that the personal force effect does not 
replicate in one of the cultural clusters. One explanation for this is that people are simply not 
sensitive to the effect of personal force in that cluster. However, it might also be the case that 
utilitarian response rates to similar dilemmas increase over time​46​. If so, we should see that 
the replicated difference between the standard footbridge and switch dilemmas is shrinking or 
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disappeared.  Furthermore, by comparing the standard footbridge to the footbridge pole 
dilemmas, we can test the effect of physical contact, and by comparing the standard switch 
case to the footbridge switch case to confirm the effect of intention.  
Finally, in the original experiment, Greene et al. excluded participants who did not manage to 
suspend disbelief. Nevertheless, as they noted, this had no effect on their results. Thus, we 
decided that we will not use this exclusion criterion. 
 
Language adaptation.​ The participating labs will translate the survey items into the 
language of the participant pool following the translation process of the PSA . The survey 5

will be administered in the language of the local subject pool. 
 
 
Table 1.  
The Cultural Classification of Countries of Participating Labs Following Awad et al. 

Western Southern Eastern 

Australia, Austria, Brazil, 
Bulgaria, Canada, Croatia, 
Denmark, Germany, Greece, 
Italy, Kazakhstan, Kenya, 
Netherlands, New Zealand, 
Poland, Portugal, Romania, 
Russia, Serbia, Singapore, 
South Africa, Spain, 
Switzerland, United 
Kingdom, United States of 
America 

Argentina, Chile, Colombia, 
Czechia, Ecuador, El 
Salvador, France, Hungary, 
Mexico, Peru, Philippines, 
Slovakia, Turkey 

Mainland China and Hong 
Kong, India, Indonesia, Iran, 
Japan, Lebanon, Malaysia, 
North Macedonia, Pakistan, 
Thailand, United Arab 
Emirates 

 
Confirmatory Replication Analyses 
 
We focus our analyses on the question of universality of Greene et al.’s two most important 
claims. We will conduct independent analyses in each country cluster and report them 
separately. Note that these analyses will only be conducted on trolley problems. Separate 
analyses will be conducted on the remaining moral dilemmas (see Additional analysis). 
 
Hypothesis 1a: We hypothesise to find an effect of personal force on moral judgement on the 
Western cluster (replication of the original effect). 
 
Hypothesis 1b: If the effect of personal force is culturally universal, we should find an effect 
of personal force on the moral acceptability ratings (Greene et al., Study 1) in the Southern 
and Eastern cultural clusters as well. 
 

5 https://psysciacc.org/translation-process/ 
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Hypothesis 2a: There should be an interaction between personal force and intention (Greene 
et al., Study 2) in the Western cluster (replication of original effects). More specifically, the 
intention factor is expected to be larger when personal force is present, as compared to when 
personal force is absent. 
 
Hypothesis 2b: If this effect is culturally universal, we should find this effect in the Southern 
and Eastern cultural clusters as well. 
 
Unlike in the original study, we will employ Bayesian analyses to gain information from our 
data concerning the strength of evidence for the null and alternative hypotheses. The Bayes 
factor indicates the relative evidence provided by the data comparing two hypotheses​47​. 
Regarding the threshold of good enough Bayesian evidence, we will follow the 
recommendations of ​48​ and set the decision threshold of BF​10​ to > 10 for H​1​ and <  for/101  
H​0​. We will use informed priors for the alternative model: a one-tailed Cauchy distribution 
with a mode of zero and a scale ​r​ = 0.26 (Hypothesis 1a and 1b) and ​r​ = 0.19 (Hypothesis 2a 
and 2b) on the standardized effect size using the BayesFactor package in R​49​ for the analysis. 
These priors are based on the effect sizes that we expect to find as explained below in the 
sample size estimation section. We will implement all of our analyses with the R statistical 
software​50​. 
 
To test Hypothesis 1a and 1b, we will compare the moral acceptability ratings given on the 
footbridge switch problem and footbridge pole dilemma, with the moral acceptability rating 
of the footbridge switch dilemma expected to be higher. More concretely, we will perform 
three one-sided Bayesian ​t​-tests with the same comparison in each cultural group. For each 
cultural cluster, we will conclude that we replicated the original effect if Bayes factor (BF​10​) 
> 10, we will conclude that we found a null effect if BF​10​ < 1/10, and we will conclude that 
the results are inconclusive if we find a BF​10​ in between these numbers (see below for 
justification of these thresholds).  
 
To test Hypothesis 2a and 2b, we will test the interaction of personal force and intention in 
each cultural cluster, separately. We will conduct Bayesian linear regression analysis in each 
cultural cluster. The Bayes factor of interest is defined as the quotient of the model including 
the interaction and two main effect (numerator) and the model including only the two main 
effects (denominator). For each cultural group, we will conclude that we replicated the 
original effect if the Bayes factor of the interaction (BF​10​) > 10, we will conclude that we 
found a null effect if BF​10​ < 1/10, and we will conclude that the results are inconclusive if we 
find a BF​10​ in between these values (see below for justification of these thresholds). To 
further understand the direction of the interaction, we will plot out the results in each cultural 
cluster. To conclude the replication of the original effect, we should find that the intention 
effect is higher in the personal force condition than in the no personal force condition. 
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Note that we will conduct and report the frequentist version of the proposed analysis (e.g., ​t 
tests for each hypothesis, for each cultural class) for the sake of comparability of the original 
and our results. Nevertheless, we will regard the results of our Bayesian analyses the basis of 
our statistical inference. The frequentist statistics will only be added as the supplementary 
material, and no inference will be drawn from it. 
  
Robustness analyses 
To probe the robustness of our conclusions to the scaling factor of the Cauchy distribution 
used as the prior of H1, we will report Robustness Regions for each Bayes factor. Robustness 
Regions will be notated as RR[min, max], where min indicates the smallest and max indicates 
the largest scaling factor that would lead us to the same conclusion as the originally chosen 
scaling factor​51​.  
 
Sampling plan and stopping rule 
As the data are planned to be collected globally, our knowledge is insufficient concerning the 
noise of the measurement and the rate of exclusion in the various samples, which are needed 
for an accurate sample size estimation. For this reason, we propose a sequential data 
acquisition. That is, first, we will launch Study 1 (Hypotheses 1a and 1b), and collect data in 
sequences from 500 participants per cluster per condition; from 3,000 participants altogether 
(after all exclusions). We will stop data collection after each sequence. At these stops, we will 
conduct our planned Bayesian analyses. Should the BF reach the preset thresholds in a given 
cluster, we will stop data collection for that cluster. If, in a cluster, the BF thresholds were not 
reached, we will continue data collection with 200 additional participants per cluster per 
condition, and then re-analyse the data, repeating this procedure until one of the BF 
thresholds is reached, or the participant pool is exhausted.  
Should we not reach this limit with our present capacity of ~19,000 participants, we would 
extend the data collection to a new semester. In the unlikely case that we do not reach our 
evidence threshold within 12 months, we would report our final results, acknowledging the 
limited strength of the findings.  
We will launch Study 2 data collection in a given cluster only when the analysis of Study 1 is 
conclusive. In Study 2, we will conduct the analysis only when we have exhausted our 
resources. 
 
 
Sample Size estimation 
 
To calculate our needs for data collection, we conducted a rough sample size estimation. 
Assuming that the original effect size is found in Study 1 (​d​ = 0.4), our sample size 
estimation indicated that we would require 500 participants per condition per cluster (3,000 
altogether), while if the original effect size is to be found in Study 2 (​d​ = 0.28), our 
estimation indicated that we would need 1,800 participants per condition per cluster (21,600 
altogether for Study 2) to obtain 95% of power in detecting the effect. A detailed description 
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of the Sample Size estimation can be found in Supplementary Materials C at: 
https://osf.io/vq67t/​. 
 
Testing the effect of country-level individualism/collectivism on the effects of personal 
force and intention. 
 
Our third hypothesis proposed that collectivism increases the effects of personal force and 
intention. As a measure of country-level individualism and collectivism, we will add the 
Collectivism measure from the Cultural Distance WEIRD scale (countries difference in terms 
of individualism from the United States)​52​ as a continuous variable in our model. We test 
whether collectivism interacts with personal force and intention (Hypothesis 3), as explained 
in the introduction. Hypothesis 3 expects to find a three-way interaction between 
collectivism, intention, and personal force, for which we will use the dilemmas we used to 
test Hypotheses 2a and 2b. In this analysis, we will use a Cauchy distribution with a scale of r 
= 0.37 (same we used to test Hypothesis 2a and 2b, i.e., the test of the interaction) as prior. 
Should we find evidence for null effect (BF < 1/10) of the interaction of 
individualism/collectivism, personal force, and intention, we will conclude that 
individualism/collectivism does not moderate the effect of personal force and intention​.  
 
Additional data analysis 
 
Analysis of the additional moral dilemmas 
Study 1. 
As we explained above, each participant will have to give response on two moral dilemmas. 
For Study 1 (effect of personal force), we will conduct the same analysis on the rest of the 
moral dilemmas, without the trolley versions, as in the original study (Study 1b; Greene et 
al.). 
 
 
Study 2. 
We will conduct the same analysis (interaction of personal force and intention) on the rest of 
Speedboat dilemmas, without the trolley versions. 
 
Further tests 
 
Effect of physical contact and intention.​ With this set of items, we will be able to assess the 
effect of physical contact, by comparing the standard footbridge and footbridge pole 
dilemmas. We will also assess the effect of intention by comparing the standard switch case 
with the footbridge switch case. These analyses will be done in every cluster, and we will use 
Bayesian t-tests for these comparisons. We will use the same prior we use for the assessment 
of the effect of physical force (​r​ = 0.26). This analysis will be done separately on the trolley 
and speedboat dilemmas. 

 

https://osf.io/vq67t/
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Comparing the standard switch and standard footbridge dilemmas.​ For the reasons 
explained earlier, we are planning to compare the standard footbridge and standard switch 
dilemmas, in each cultural cluster. For this, we will conduct a Bayesian t-test, with the same 
prior previously used for the assessment of the effect of physical force (​d​ = 0.26). This 
analysis will be done separately for the trolley and speedboat dilemmas. 
 
Oxford Utilitarianism Scale. ​We will compute the mean scores and 95% confidence 
intervals on the Oxford Utilitarianism Scale for each cultural cluster to explore potential 
cultural differences. 
 
Individual-level horizontal and vertical individualism-collectivism. ​Triandis and 
Gelfand​45​ defined individualistic and collectivistic cultural tendencies among 4 dimensions: 
vertical individualism, vertical collectivism, horizontal individualism, ​and ​horizontal 
collectivism​. We will add these continuous measures to our Bayesian linear regression 
analysis. The predictive power of all four measures will be assessed separately. 
 
Including familiar participants. ​A potentially large number of participants will be excluded 
due to familiarity with the trolley dilemma, and there is a possibility that this exclusion 
criterion will affect the data from some countries or cultural clusters more than others. To 
avoid this potential sampling bias,​ ​we will compute all above-listed analyses on moral 
dilemmas (confirmatory and exploratory) on the full sample in which we do not exclude the 
participants who were familiar with the trolley problem. Second, we will compute all 
analyses specifically on data coming from people who were familiar with the trolley problem 
in order to compare the results of “familiar” and “unfamiliar” participants. 
 
Additional information  
 
Data pre-processing.​ Data will be aggregated from the online database of our survey. All 
exclusion criteria will be applied before all statistical analyses. The data for the excluded 
participants will still be saved with the full data but will not be analysed. The data 
management plan for the research can be found on our OSF page: ​https://osf.io/m9nuq/​. 
 
Pilot testing. ​To ascertain that the survey software operates without any technical problems, 
we plan to conduct a pilot test in which each participating lab will be expected to collect data 
from 10 participants. We will only assess the expected functioning of the survey software 
without analysing the collected data. 
 
Timeline.​ We plan to finish collection within six months from Stage 1 in principle 
acceptance and we plan to submit our report within one month from then. 
 
Discussion 

 

https://osf.io/m9nuq/
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[Here, we will discuss the implications of the results, and put them in a greater framework, 
including the potential criticisms of the paradigm]  
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Data availability statement 
All anonymised data collected will be openly available on the project’s OSF page. 
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