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Abstract 

Storing data in the past required a lot of resources and management. Because of 

tremendous utilization of web in distributed environment has created an urgent 

requirement for new techniques and frameworks that intelligently handled the information 

into valuable data and information. The past research methodologies and their 

frameworks focused only on static data which leads to wastage of resources and 

computational when the data is dynamic and soft. This paper proposed a new 

architectural framework to reduce the communication overhead, substantial switching 

cost and avoid lock-in dependency for the customers who uses the cloud services. The 

proposed framework uses K-means clustering analysis to filter the data in dynamic data 

services such as weather report, share market and streaming data like video or audio files 

while retrieving from the cloud. The unique feature of this framework is to provide the 

services using different service providers through a single interface. This research aims in 

enhancing the scalable resources based on the request made by the customers. The 

framework uses request analyzer to analyze the content which is based on media or 

numeric, resources are scheduled and allocated   from the providers and deliver without 

communication delay to the customers. The experimental results indicates the proposed 

framework is better option in delivering the services without communication delay. 
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1. Introduction 

For continuously growing businesses with increasing data, cloud-based services are 

one of the most accommodating solutions. Cloud service providers are focusing on 

„scalability‟ because it‟s one of the primary requirements in IT environment. Scalability is 

the term often used, yet to be still understood. It is the compatibility of the process, 

network, software or appliance to grow and manage increased demands. This is one of the 

most valuable and predominant features in cloud computing. When business demands are 

increasing user can easily add nodes to increase the storage space, or user can increase the 

servers currently used. When the increased demand is used user can move back to their 

original configuration. Scalability enables to accommodate larger workloads without 

disruption or complete transformation of existing infrastructure. To effectively leverage 

scalability, one need to understand the complexity and the types of scalability. There are 

three types of scalability- Vertical, horizontal and diagonal.  

Scale vertically- scale up is an easy way of scaling it can be done by moving the 

application to bigger virtual machines deployed in the cloud or cloud consumer can scale 

up by adding expansion units as well as with their current infrastructure. The ability to 

add resources to accommodate increasing workload volumes is vertical scaling. 
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 Scale horizontally- scale out is the addition of nodes to the existing infrastructure to 

accommodate additional workload volumes. Contrary to vertical scaling, horizontal 

scaling also delivers performance along with storage capacity. The total workload volume 

is aggregated over the total number of nodes and latency is effectively reduced. The 

scaling is ideal for workloads that require reduced latency. 

 Scale diagonally or diagonal scaling helps to combine scaling up and scaling down. 

This type of scaling introduces enhanced budgeting and cost effectiveness for 

environment and business dealing with variable workload volumes.   

Small data processes are a development concept that describes everything complex the 

amount of interrupted, semi-destructive and unstructured data that it has possible 

information retrieval. Big Data is different; it grows rapidly and requires intelligent 

management. In this paper, first examination of the revision of the big data document and 

then the second iteration related technologies like scalable cloud framework set has been 

discussed using iterative method [2]. A sophisticated visualization mechanism may 

involve the collection of data from different sources of different data formats and 

semantics. The identification of anomalies in the creation of this context requires a 

detailed distributed infrastructure with high efficiency and low latency [3]. 

The remainder of the paper is formed as follows. Section 2 describes the overview of 

related work in the field. Section-3 describes the proposed design and framework 

components. Section-4 describes the overview of architecture and its entities. Section-5 

explains the implementation and experimental setup and results.Section-6 concludes the 

future work and report. 

 

2. Related Works 
 

Scalability of a cloud service is the broad area of research. Numerous studies have been 

conducted to identify various dimensions and issues in scalability of cloud. Most of the 

existing works focused on single layer scalability of cloud architecture whereas cloud is 

inherently heterogeneous and multi-layer [4]. To reduce the average waiting time and 

make-span dynamic task scheduling algorithms is proposed but it does not focus on the 

various metrics such as cost and number of users and task[5]. The cloud-based privacy 

protection model has been suggested to increase the security and scalability features [6]. 

 

This model does not consider the two important metrics total cost and response time 

which is must needed for scalable cloud. In order to achieve the efficient task scheduling 

adaptive task based scheduling algorithm is proposed [7] and evaluated in terms of cost 

and minimum resources used. The only drawback is it fails to concentrate on load 

balancing problems to achieve the efficient task based scheduling. . 

 

To reduce the cost and waste of computing resources [8], a new heterogeneous resource 

allocation called multi-resource skewness avoidance allocation is proposed. However, it 

completely eliminates the total cost of the resources used and focuses only on resource 

allocation and time delay.  

 

Although it is proposed to achieve better performance scalability in the dynamic output 

and utilization algorithm, it does not take into account response time and overall cost 

during the completion of jobs  [9].It has been suggested that the resource allocation model 

based on feed forward neural network and back propagation neural network reduces the 

cost estimate in the cloud [10].Cost-based job scheduling is proposed to reduce response 

time and in job allocation processes use data transfer, processing power and network 

features. The main drawback is it does not calculate the total cost based on the number of 

users[11]. 
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For task scheduling with minimum cost, an improved cost-based algorithm is proposed 

[12 ] to achieve reduced response time and task grouping to increase scalability in 

heterogeneous cloud. But the cost and resource committed to the expected level is not 

increasing. To minimize the end users‟ cost and ensure fairness among the service 

providers a dynamic pricing scheme is proposed [13]. This scheme changes the price 

accordingly to promote the usage of resources with low utilization rate and discourage the 

usage of resources with high utilization rate. 

 

A priority based min-min algorithm using two phase technique for task scheduling is 

proposed to reduce execution time and enhance its performance using the available 

resources based on the priority[14]. This model completely ignores the number of users 

and total cost required to generate those jobs or task. 

 

In this study [15], Enhanced Max-Min and Min-Min algorithms are studied and their 

performance is evaluated on the basis of makespan by increasing the number of cloudlets 

in time shared and in space shared mode. The problem with this approach it does not 

consider the cost and number of users to generate the task. 

 

Optimization based algorithm is proposed [16]   for   efficient task scheduling using 

particle swarm optimization (PSO)   in   cloud computing environment. This approaches 

only consider the response time, execution time and energy consumption .The main 

drawback is the lack of priority determination which results in failure of deadline tasks. 

Resource Aware Min-Min algorithm is proposed [17] to produce the better response time 

and resource efficiency. The traditional Max-Min and Min-Min algorithms are not 

capable of producing better response time and efficient use of resources. 

 

Different task scheduling algorithms using Evolutionary Multi Objective and Self 

Adaptive Learning Particle Swarm Optimization have been proposed [18], [19]  to reduce 

cost, make-span and maximizing the profit  of IAAS providers and Quality of services. 

These methods do not take into account the maximum number of users and the required 

allocation of resources necessary to complete a particular number of tasks. Various 

pricing schemes are discussed in [20]. The proposed model therefore uses the real-time 

pricing scheme[21],[22][23] needed to minimize costs and resources with an effective 

response time in terms of number of tasks, number of users, allocation of bandwidths for a 

specific task, etc. 

 

3. Proposed Design 
 

The over view of Cost Effective Scalable Framework is shown in figure-1 and the details 

are provided in Section 4. In the proposed methodology the resource allocation provisions 

are based on the request data it guarantees the efficient communication. The framework 

examines the Data preprocessor is used to study the numeric data and applies K-means 

clustering to filter the fake data and sends the accurate data to the user. 

In this approach it is based on the assumption that all public service providers have a 

common interest in securing the infrastructure and data against any attacks and 

adversaries. This work acknowledges those challenges and focus on the scalability of 

cloud. It should be noted that framework is tested with soft or insensitive dynamic data.  
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                                   Figure-1 Architecture of CESFDD 

 

A.CESFDD Framework 
 

The framework is a web application and it has been comprised with various components. 

Request Handler, Request  Analyzer, Request Coordinator, Resource Allocator, Service 

Finder, Data Preprocessor are the components used to perform the request process 

submitted by the user. 

 

a) Request Handler: It handles the service request submitted by the user and check 

whether the request can be processed or illegal request. 

b) Request Analyzer: It analyze the service request processed by the request handler and 

identifies the requirement of request is for numeric data or media. 

c) Resource Allocator: It identifies type of the request and allocate the number of 

instances, processor, etc. required to complete the request. 

d) Request Coordinator: The scheduler allocates the time submits the request to the 

service finder and also to the third party request repository. 

e) Service Finder: The service finder first search API service in the physical proxy server 

and if the   service is found it immediately submits the response to the user. 

f) Support Manager: The support manager submits the request to the third party service 

provider. It also calculates the local resources used and third party resources used which 

helps in generating a billing report.  

g) Data Preprocessor: Data Preprocessor uses k-means clustering to filter the numeric 

data obtained from third party service provider. It is also used for unsupervised learning 

process and it is also to be noted that whenever data is fetched from physical proxy server 

it is the filtered data there is no need for further preprocessing. 

 

4. Architecture Overview 

 
Users: The registered users will submit their request by using various devices which will 

be handled by the request analyzer in the proposed framework. They interact with the 

various service providers using the proposed framework. 

 

Physical Proxy Server: It is a local cloud server (private cloud server) which is used to 

store large number of API calls or web services and also separates the storage for media 

files in a separate repository. When the client makes a call or request for the service, the 

proposed framework first communicates with physical proxy server and at the same time 

it also communicates with Third Party service provider so it searches among the public 

cloud service providers in parallel for the required service. 
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Third Party Service Provider: It consists of trusted cloud coordinator which is a 

programming interface used deploying the features such as resource allocation, 

scheduling etc. in the federation clouds. Third party service provider has the ability to 

provision the resource allocation based on the service resource details sent by the request 

coordinator. Based on the details sent by the request coordinator server resource gets 

allocated after the analysis of required bandwidth, latency etc. and also for the same cost. 

 

Algorithm-1 CESFDD 

 
The algorithm which has been proposed is shown below: 

 

Input: Any request to dynamic data or streaming data 

Output: Response time, type of streaming video files, file size  resource allocated 

and cost based on the request 

Step1: 

User submits the request  

Step2: 

Request Handler analyze the type of the request and send it to the resource 

allocator 

Step 3: 

The default resources (latency, bandwidth, memory etc) allocated for the type of 

request. 

Step 4: 

Request Coordinator schedules the time to allocated request. 

Step 5:  

Service availability is checked by the service finder 

If service found in PPS(physical proxy server) 

    If service type==”dynamic data”   

Store the information in allocated resources and sent response. 

Else  

 Get the service from TPSP and store the information in the allocated resources 

and sent it to the physical server 

Call the Data Preprocessor() 

Store the information in allocated resources and sent response 

       End if 

If service type=”streaming Data”  

Store the information in allocated resources and sent response. 

Else  

 Get the service from TPSP and store the information in the allocated resources 

and sent it to the physical server 

End if  

End if 

Step 6: 

 Obtain the details of the resource allocated from support manager and calculate 

the cost. 

Step 7: 

Request Handler catches the request submitted time and finishing time is noted 

from the client machine once the response is received. 
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Algorithm-1 explains the user request is interpreted by the request analyzer and it identifies 

type of service request. Resource allocation provisions are based on the type of data so that 

for numeric type of data limited resources can be allocated with minimum cost. For 

streaming data maximum resources can be allocated. The time is scheduled for each service 

request by the coordinator. Availability of service is founded by the service finder. The 

service is found in physical proxy server immediate response is submitted to the user 

otherwise the user obtain the service from the third party service provider since the 

allocation and scheduling details are also submitted to the third party service provider in 

parallel once the resource allocation and scheduling is completed by the resource 

coordinator. This process makes the response time to be minimized and yields a better 

support for the users. The numeric data is fetched from trusted third party service provider‟s 

data preprocessor is used to filter the data. The request time and response time can be 

obtained by the request handler and service finder. 

 

5. Implementation 

 
The Cost Effective Scalable Framework is proposed to provide following benefits: 

 Allocate resources based on the demand of the users and type of data requested. 

 Increase interdependency among the cloud service providers. 

 Dynamic resource or service allocation. Resources or services can be added or 

removed at any time. 

 Optimized resource utilization based on dynamic and streaming data. 

 Reduced cost 

 Highly elastic in nature 

 Better Quality of services in terms of response time. 

A. Experimental setup: 

 

The proposed methodology involves the creation of physical proxy server for cloud storage 

services. There is no federated system to evaluate the performance the technique. The 

proposed framework is implemented in Visual Studio 2010 Asp.Net with C#.K-means 

clustering is implemented using c# .net libraries. Various request data formats such as 

numeric, dynamic and streamed data are used in the experiments. The experiments are 

carried out using the following data. For streaming data the proposed framework is 

integrated with the following free API‟S such as Daily Motion, Wurl Video API, Vimeo 

API and physical server API. Private clouds were operated on Windows 10 64 bit machine. 

The machine uses Intel Core (TM) 2 Duo CPU T6500 that runs at 2.10 GHz with 4 GB of 

DDR3 RAM and 100MbPs internet connection. The proposed work allocates the default 

resources provided and obtained the result for single tenant environment. The obtained 

values are stimulated in cloud sim to evaluate the experiment in multi-tenant environment 

by specifying the number of instances, processors, and datacenters and so on. 

 

The first set of experiments uses the following characteristics: 

RAM: 4GB, Bandwidth: 100Mbps, Data Transfer Limit 2000GB and average 

communication cost per hour is estimated from internet service provider like cherrinet and 

airtel. Computation or Vm used cost is taken from azure price web portal [21]. 

 

The second set of experiments is carried out by minimizing the vm characteristics as 

follows: 

RAM: 1 GB, No. of VM/user: 4, bandwidth speed is limited to 0.5Mbps for dynamic data  

RAM: 2GB, No. of VM/user: 4, bandwidth speed is limited to 2.0Mbps for streaming data. 
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Bandwidth speeds are fixed by using [22] [23] .The Soft Perfect Bandwidth manager tool is 

used to limit the bandwidth speed for each user to achieve the minimum resource required. 

The datacenter characteristics remain the same as before. Communication cost is calculated 

based on the bandwidth allocated. Computation cost is obtained from [22]. Communication 

cost and bandwidth speeds are obtained from Telecom Regulatory Authority of India 

(TRAI) recommendation which is used with minimum resources in the proposed model. 

 

Acronyms used in Table 1 and 2 

 

NOU                             -Number of Users 

NOT                             -Number Tasks 

NOVM/USR                -Number of Virtual Machine per User 

COVM/HR                  -Cost of Virtual Machine per Hour 

RT                                -Request Type 

RAM SIZE/USR          -RAM SIZE per User 

CCFRHR/USR             -Communication Cost for an Hour per User 

AVG.RT                        -Average Response Time 

B/W SPD                     -Bandwidth Speed 

 

   Table-1 Scalability features with full usage of available resources 

 

 

Table-2 Scalability features with minimum cost and limited usage of available 

resources 

 
From the table-1 and 2 it is shown that table-2 average response time is obtained by using the 

minimum resources and also with minimum cost. Default allocation for dynamic data request 

is obtained by using 4 virtual machines each with 256 MB RAM and bandwidth is 

0.5Mbps.Similarly for streamed data 4vms with 2 GB ram and bandwidth speed is 2Mbps is 

used. Table-2 shows that the proposed model consumes only 25% of RAM and 0.5% of 

bandwidth to achieve the minimum response time. 

The third set of experiments is carried out by using the cloud analyst simulation software. 

The efficiency of the proposed approach is compared in terms computation cost, 

Service 

Used 

N

O

U 

N

O

T 

VM/

USR 

COV

M/HR 

RT RSZ/

USR 

CCFRH

R/USR 

AVG.

RT 

B/W 

SPD 

Weather 5 5 1 Rs.0.25 Numeric 4GB Rs.1.636 1 sec 100Mbps 

Traffic 5 5 1 Rs 0.25 Numeric 4GB Rs.1.636 1 sec 100Mbps 

Video 5 5 1 Rs 0.25 Stream 4 GB Rs 1.636 1 sec 100Mbps 

Share 

Price 

5 5 1 Rs 0.25 Numeric 4GB Rs1.636 1 sec 100Mbps 

Service 

Used 

N

O

U 

N

O

T 

VM/

USR 

COVM/

HR 

RT RSZ/

USR 

CCFRH

R/USR 

AVG.

RT 

B/W SPD 

Weather 5 5 4 Rs 0.15 Numeric 1GB Rs 1.25 1.5 sec 0.5Mbps 

Traffic 5 5 4 Rs 0.15 Numeric 1GB Rs. 1.25 1 sec 0.5Mbps 

Video 5 5 4 Rs 0.20 Stream 2GB Rs  1.25 2 sec 2Mbps 

Share 

Price 

5 5 4 Rs 0.15 Numeric 1 GB Rs 1.25 1.5 sec 0.5 Mbps 
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communication cost, average response time, number of tasks, task type and number of users. 

The cloud analyst is configured by adding more number of users and tasks. Physical proxy 

server is created by using datacenter region code. If the region code and users code belong to 

the same code then the user request are handled by the physical proxy server in this 

simulation. Numeric and streamed data are simulated by varying the task length or file length 

parameter. The cost is calculated as per the configured cost estimated in cloud analyst and the 

number of virtual machines with memory used. The following configuration is made constant 

throughout our experimental setup as follows: 

Data Center used-2, size of dynamic or streamed data site is 3 MB, 4 virtual machines of 256 

MB RAM, bandwidth is 0.3Mbps for dynamic data and 2 Mbps for streaming data, 1 CPU 

and default cost as specified.  

Table-3 shows the Comparison of our proposed approach with other approaches such as 

Adaptive cost based task scheduling (ACTS), improved cost based task scheduling algorithm 

(IABC) for 10 tasks. 

 

Table-3 Comparison of scalability features with other existing schemes using 10 tasks. 

 

Features ACTS[7] IABC[12] CESFDD (Proposed) 

No.of Tasks/hour 10 10 12 

Task Type Numeric/str

eam 

Numeric/str

eam 

Numeric/Stream 

RAM per VM 1GB 1 GB 256 MB 

No.of users/hr 10 10 30 

Bandwidth 900 bps 1000 bps 300bps 

Avg.Response Time 0.2 sec 0.1sec 0.3 sec 

Total Cost per Hour(in Rs) 40 28.93 29.00 

VMs/user 5 8 4 

 

Table-4 shows the Comparison of our proposed approach with other approaches 

such as Adaptive cost based task scheduling (ACTS), improved cost based task 

scheduling algorithm (IABC) for 20 tasks 

. 

Table-4 Comparison of scalability features with other existing schemes using 

40 tasks. 

 

 

 

Table- 5 shows the Comparison of our proposed approach with other approaches 

such as Adaptive cost based task scheduling (ACTS), improved cost based task 

scheduling algorithm (IABC) for 80 tasks with 75 users per hour. 

Features ACTS[7] IABC[12] CESFDD 

(Proposed) 

No.of Tasks/hour 20 25 20 

Task Type Numeric/stream Numeric/stream Numeric/stream 

RAM per VM 1GB 1 GB 256 MB 

No.of users/hr 20 20 40 

Bandwidth 900 bps 1000 bps 300bps 

Avg.Response Time 0.2 sec 0.5sec 0.3 sec 

Total Cost per 

Hour(in Rs) 

100.00 72.34 29.00 

VMs/user 5 8 4 
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Table-5 Comparison of scalability features with other existing schemes using 

80 tasks. 

 

 
Table- 6 shows the Comparison of our proposed approach with other approaches such as 

Adaptive cost based task scheduling (ACTS), improved cost based task scheduling 

algorithm (IABC) for 1000 tasks with 100 users per hour. 

 

Table-6 Comparison of scalability features with other existing schemes using 

1000 tasks. 

 

 

Acronyms used in Table 1 and 2 

 

NOU                             -Number of Users 

NOT                             -Number Tasks 

RT                                -Request Type 

RAM SIZE/USR          -RAM SIZE per User 

TCO/HR                      -Total Cost for all users per Hour 

AVG.RT                       -Average Response Time 

B/W SPD                     -Bandwidth Speed 

ACTS                           - Adaptive Cost Based Task Scheduling 

IABC                            -Improved Cost Based Task Scheduling 

CESFDD                      -Cost Effective Scalable Framework for Dynamic Data 

 

Features ACTS[7] IABC[12] CESFDD 

(Proposed) 

No.of Tasks/hour 30 50 80 

Task Type Numeric/stream Numeric/stream Numeric/stream 

RAM per VM 1GB 1 GB 256 MB 

No.of users/hr 35 60 75 

Bandwidth 900 bps 1000 bps 300bps 

Avg.Response 

Time 

0.4 sec 0.37sec 0.39 sec 

Total Cost per 

Hour(in Rs) 

700 370 30.00 

VMs/user 5 8 4 

Features ACTS[7] IABC[12] CESFDD(Proposed) 

No.of Tasks/hour 50 100 1000 

Task Type Numeric/strea

m 

Numeric/stre

am 

Numeric/stream 

RAM per VM 1GB 1 GB 256 MB 

No.of users/hr 35 60 100 

Bandwidth 900 bps 1000 bps 300bps 

Avg.Response Time 0.45 sec 0.48sec 0.40 sec 

Total Cost per 

Hour(in Rs) 

1000 543 40.00 

VMs/user 5 8 4 
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Table-7 shows the proposed algorithm is evaluated using the following parameters such as 

number of tasks per hour, number of users per hour, average response time and total cost 

per hour includes computation, storage and communication cost and it is not for individual 

user. 

None of the existing schemes consider the users and the response time for the performance 

comparison while the proposed scheme considers those two metrics along with the cost is 

presented in the table below. 

 

Table-7 Comparison of scalability features of the proposed model in terms of number 

of tasks, users, total cost and response time with existing models 

 
 

 
Figure-2 comparison of task vs cost 

 

Total Cost: It includes the cost of used resources, storage cost and data transfer 

from datacenter to receiver‟s machine or device.  

Figure-2 shows the comparison of existing schemes with the proposed Cost 

Effective Scalable Framework in terms of cost. The tasks are taken in the x-axis 

while the total cost (price) per hour is taken along the y-axis. If the number of 

tasks is 50 the existing adaptive cost-effective task scheduling costs ₹1000, in 

improved cost based algorithm when the task is 100 costs is ₹573 but the proposed 

cost-based task scheduling has ₹40. This indicates that the proposed CESFDD 

requires less expense than the existing system.  

Average Response Time: It is the time taken to complete all the request and 

corresponding events to get to the server and then back to the user‟s device or 

machine. 

 Existing Cost Based Scheduling Schemes                 Proposed 

S.NO                    ACTS[7]                    IABC[12]            CESFDD 

N

O

T 

N

O

U 

AV

G.R

T(m

s) 

TC

O/H

R 

(rs) 

N

O

T 

NO

U 

AVG.

RT 

(ms) 

TCO/

HR 

(rs) 

N

O

T 

N

O

U 

AVG.

RT 

(ms) 

TCO/H

R (rs) 

1 10 10 200 40 10 10 100 28 10 10 300 29 

2 20 20 200 100 25 20 300 72 40 40 300 29 

3 30 35 400 700 50 60 370 370 

 

80 75 390 30 

4. 50 45 450 1000 10

0 

80 480 573 10

00 

10

0 

499 40 
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Figure-3 shows the comparison of existing schemes with the proposed Cost 

Effective Scalable Framework in terms of average response time. In the 𝑥-axis, the 

tasks are taken whereas on the 𝑦-axis the execution time in milliseconds (ms) is 

taken. If the number of tasks is 50 the existing adaptive cost-effective task 

scheduling average response time is 450(ms), in improved cost based algorithm 

when the task is 100 average response time is 480 ms but the proposed cost-based 

task scheduling is 499(ms) when the task is 1000. This indicates that the proposed 

CESFDD will reduce the time taken for the overall process. 

 
Figure-3 comparison of task vs average response time 

 
Figure-4 shows the total number of users per hour submitted their task in each 

scheme. It is observed that the proposed model uses the large number of users and 

tasks to indicate that cost and response time can be better with the minimum 

resources used. 

 
Figure-4 comparison of users in each scheduling scheme 

 

6.  Future Enhancement 

 
The redundant streamed data present in the private server has not been reduced to 

obtained more efficiency. Mobility challenges have not been observed in this work. The 

amount of energy consumed in this work is not examined in this work. Since there is no 
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real time heterogeneous   cloud environment the proposed architectural framework 

should be tested by submitting request through various devices and domains such as big 

data, artificial intelligence and internet of things.  

 

Conclusion 
In this paper, heterogeneous cloud-based scheduling model has been proposed. It uses 

minimum resources to complete the task with minimum cost and better response time. 

The proposed model also Consider the number of users along with various metrics such as 

RAM per virtual machine, Number of virtual machines per user, bandwidth and so on. 

The experimental results indicates that the proposed cost effective scalable framework 

model has provides better performance in terms of number of users and tasks, total cost , 

response time and other virtual resources.  
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