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The O(N3) Kohn-Sham Eigenvalue Problem

= Kohn-Sham density-functional theory (KS- 0’ oo Eigenproblom
DFT) [1]: Workhorse for molecular and [orom oo
materials simulations =

= Large number of software implementations .§ 10

= Running on world’s leading HPC resources L :

= O(N3) complexity of a dense eigensolver amshone

= O(N) in almost all other operations with g5 a0 @00 5000 7200
localized basis sets 1,920 cpﬁu:u:;,o :E:(\Z::@NERSC

= Common bottleneck for semi-local KS-DFT e o ode

and electronic structure theory in general

13 basis functions per atom

ELSI: ELectronic Structure Infrastructure

ELSI [2,3] (https://elsi-interchange.org) provides an integrated
software interface to state-of-the-art eigensolvers and density matrix
solvers, facilitating large-scale electronic structure simulations.

= Eigensolvers (ELPA [4,5], EigenExa
[6], SLEPc-SIPs [7,8], LAPACK [9],
MAGMA [10]) and density matrix

Electronic structure codes

DFTB+ || FHI-aims || Siesta

and many others solvers (libOMM [11], NTPoly [12],
Matrices Solutions PEXSI [13-15]) via a common API
(user format) (userformat) = Reverse communication interface

(RCI) for iterative eigensolvers
= Matrix formats: Dense and sparse
matrix in 1D/2D block-cyclic or

QELSI

Matrices Solutions
(solver format) (solver format) arbitrary distribution, with parallel
Solvers interconversions in between
ELPA || NTPoly = Parallel solution for spin-polarized
and many

and/or periodic systems
Adopted by DFTB+ [16], DGDFT [17],
FHI-aims [18], and Siesta [19] codes

ELSIis included in the software bundle distribution !glecrmnic
)

of the CECAM Electronic Structure Library project
(https://esl.cecam.or;

PEXSI | [SLEPG|  others

Application Programming Interface (API)

Designed for rapid integration into a

variety of electronic structure codes

Compatible with common workflows

a Self-consistent field (SCF)

a Multiple SCF cycles (geometry
relaxation or molecular dynamics)

elsi_init
elsi_set_parameters
do geometry loop

: do SCF loop

i elsi_{ev|dm}

end SCF loop = Supports density matrix solvers and
elsi_reinit eigensolvers on equal footing
end geometry loop = All technical settings adjustable for

elsi_finalize experienced users

Performance Benchmarks
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2,560 CPU cores, Cori-Haswell @NERSC

= ELPA eigensolver O(N3): Small-to-medium-sized systems
= PEXSI density matrix solver < O(N2): Large, low-dimensional systems
= NTPoly density matrix solver O(N): Large systems with an energy gap
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Connection to Electronic Structure Code

= Performance improvement from the use of e S T
the extra level of parallelization over k-points \
in Siesta using the ELSI interface, compared 5
to the existing diagonalization schemes in g \\\
Siesta (standard ScaLAPACK and ELPA) o2 Scal APACK

= Bulk Si with H impurities (1,040 atoms, " ELSHELPA mufirk
13,328 basis functions, 8 k-points) 1955

144 19; 34 576 768
Number of CPU cores

RCI Framework for Iterative Eigensolvers

Iterative eigensolvers are supported in ELSI now, through a reverse
communication interface (RCI) framework that separates linear algebra
operations from the core iterative algorithms. ELSI-RCI will have use
cases in, e.g., DFT codes with planewave basis sets.

Finished Converged Finished

{solver-Re} (o on-RC } Post-p

Initialize

Instruction I Instruction l Instruction

Allocate a matrix Conduct an operation Deallocate a matrix
( defined code) ( defined code) (user-defined code)

Not finished Not converged Not finished

Methods implemented:

= Davidson [20]

= QOrbital minimization method (OMM) [10]

= Projected preconditioned conjugate gradient (PPCG) [21]
= Chebyshev filtering [22]

ELPA Developments

A proof-of-concept version of the GPU ELPA2 eigensolver (two-stage
tridiagonalization) has been completed, with enhanced robustness,
efficiency, and scalability on distributed-memory (multi-nodes) hybrid

CPU-GPU architectures. 10 —T—T—T——

. LERSRD
Added a CUDA kernel for Householder TrELPR2GRY
transformations in the computation of =0 E
eigenvectors H

= Eliminated a restriction on the block size R
of the distributed matrices 3.1x

L Real matrix size 60,000
= Optimized GPU memory usage and CPU- W3

2 4 8 16 32 64
Number of Summit nodes
1 node = 42 CPU cores + 6 GPUs
Summit@0ak Ridge

GPU communication

PEXSI Developments

The pole expansion and selected inversion (PEXSI) method expands

the density matrix as a sum of rational matrix functions (“poles”). A

new set of poles based on the “adaptive Antoulas-Anderson” (AAA)

method is now available in PEXSI. Key advantages are:

= Compared to poles based on minimax optimization, density matrix,
energy density matrix, and free energy density matrix can be
calculated altogether

= Compared to poles based on contour integral, the number of poles
is greatly reduced without sacrificing accuracy

Shown below are total energy differences compared to diagonalizaton.
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Work is in progress to port the parallel XS cry

PE
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selected inversion algorithm in PEXSI to
GPUs. The strong scaling of the GPU-
accelerated selected inversion (single pole)
on the Summit supercomputer is shown on -
the right. A speedup up to 10x is observed ] PR
for a 11,520-atom test system. ot
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