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Proposed Framework Usage Scenarios

Research Challenges

Broad Challenge

ystem Administrators, eep Learning Data Developers and Application Scientists . Identifying and Analysing Sources of Interconnect and Link Congestion

MPI, PGAS and Deep Learning Apps

Can a high performance and scalable tool be designed which is capable of
analyzing and correlating the communication on the fabric with behavior of
HPC/Big Data/Deep Learning applications through tight integration with the

communication runtime and the job scheduler?

(Executables + Configurations)
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Research Challenges and Contributions

profiler tool to correlate MPI-level with
network-level metrics

FAMII: High Performance and Scalable|Fabric Analysis,
Monitoring and Introspection Infrastructure
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The Proposed Performance Monitoring, Analysis, and Introspection Framework

High-Performance, Low Overhead, and Scalable GPU Profiling Module

MPI_T Introspection

Phases in Intra-node GPU Metric Collection
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Overhead of Proposed Designs on End-To-
End Performance
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Profiler

® MPI_T information will be sent from MPI library to OSU INAM Daemon
® 0sU INAM receives and shows live view of MPI_T data for different levels like

.Startup: Each rank discovers the topology and updates shared GPU Thread NVLink Pair node/job and the cluster
region. Then, one rank per node setups and starts a profiler = QueryOp [FEEEIRELS \\ .Very low (~5%) overhead caused by

thread on CPU to profile all GPUs on the node once using GPUs.
.Query: The profiler thread profile all enrolled GPUs based on
user defined interval and send data to OSU INAM periodically

profiling on end-to-end performance
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Research Publications

Challenges and Solutions

® Designing a low overhead and scalable tool to discover the fabric topology and gather fabric

metrics is a burdensome task since it involves 1) profiling of the data and aggregation, 2)
storing and 3) rendering the data.
Interval to read the hardware counters should be low to ensure they do not overflow

® Uses different levels of threading, bulk insertions and deletions for storing, and parallel

components for Fabric Discovery and Port Metric Inquiry

® Designing a Profiling and Visualization Tool for Scalable and In-Depth Analysis
of High-Performance GPU Clusters, P. Kousha, B. Ramesh, K. Kandadi Suresh, C.
Chu, A. Jain, N. Sarkauskas, D. Panda, IEEE HiPC, Dec 2019

LIy Ruhela, H. Subramoni, S. Chakraborty, M. Bayatpour, P. Kousha, and DK
Panda, Efficient Design for MPI Asynchronous Progress without Dedicated
Resources , Parallel Computing - Systems & Applications, Volume 85, July 2019.
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(>2,000 nodes) clusters
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