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Inter-Satellite Communication Links for Sensor Networks in Low Earth
Orbits

Saad Ali Malik

Abstract
Unlike the inter-Satellite communications link (ISL) being used in current space missions, emerging
scenarios require point to multi-point links with additional support for autonomous networking amongst
multiple satellites. Be it for formation flying or space based wireless sensor networks, these distributed
satellite systems require revised communications system design to provide for the various physical
topologies, dynamic channel characteristics and user requirements. All three factors being mission
specific, that is why, little literature is published, in which physical aspects of the link or the communi-
cations system design or the channel is discussed. This thesis determines channel characteristics and
performance of OFDM modem for three physical topologies for a proposed mission scenario, bridging
the gap in literature. The mission is used as the basis for investigating the impact of relative motion and
in-orbit environment on propagating EM waves.

The proposed multipoint sensing mission namely the ionosphere monitoring mission (IMM) comprises
pico/nano class of satellites in a mother daughter configuration, to take finer measurement of the plasma
bulk properties in LEO.

Three physical topologies for ISL are identified. Relative motion is studied for (a) free flying CubeSats
acting as sensor, (b) a sensor satellite with respect to a relay satellite and (c) several relay satellites
in a string-of-pearl configuration. The Doppler shift is nominal tens of Hz for the first and third case,
however, the Doppler shift is in kHz for case b. Thus a third order PLL is required in receiver stage.

Contrary to what is assumed in literature, the communications channel is identified to exhibit fading.
The dynamic fading (fast and slow) can reach up to 20 dB. To cope with the dynamic channel behaviour
a reconfigurable OFDM modem is described. This channel is modelled in MATLAB as a Time Delay
Line (TDL) structure, and used to evaluate the performance of OFDM modem for data rates up to
1 Mbps. The hardware-in-the-loop simulation methods, assisted in laying a much needed foundation for
a testbed for evaluating ISL.
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CHAPTER 1

INTRODUCTION

“It is difficult to say what is impossible, for the dream of yesterday is a hope of today and
the reality of tomorrow.”

— ROBERT H. GODDARD

Currently, space industry is passing through a phase of rapid changes. Cost effective solutions serve

as a new leitmotif for scientists, engineers, researchers, entrepreneurs and technologists, to capitalise

on. Adapting commercial-off-the-shelf (COTS) components [1], incorporating miniaturised electro-

mechanical systems [2, 3] and legislating commercial access to space [4, 5], are the factors contributing to

the introduction of smart, efficient technologies in space systems engineering. Very small satellites once

considered “academic toys”, not only lead a rejuvenated small satellite industry, but are acknowledged

as a prime contributor to novel distributed satellite systems (DSS) not realisable earlier due to high costs

and technical issues.

An application of DSS is multipoint sensing, for which multiple satellites are deployed. This thesis

investigates physical aspects of the communications system used for inter-satellite links in such a

mission scenario. An end to end communications system performance evaluation demonstrates severity

of link disruption, while highlighting the need of a reconfigurable system, for a highly dynamic channel

identified in low Earth orbits.

1.1 Thesis Background and Related Work

This thesis is the result of a research work initiated in the VLSI Design and Embedded Systems (VDES)

research group at Surrey Space Centre (SSC), UK, which culminated at the Embedded systems research

group at the University of Leicester, UK, following the move by the principal supervisor. Mission

scenario and CubeSat development issues were covered at SSC, whereas, radio propagation issues were

investigated at Leicester; both works are being presented in this thesis.
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At the Surrey Space Centre, the research group was investigating enabling technologies [6] for two novel

applications of wireless sensor networks in space:

1. Sun sensors, star sensors, Albedo, temperature, voltage, pressure and a plethora of other sensors

particularly in a space science mission, all linked to a central processing unit, is an example of a

sensor network in space. The harnesses connecting these sensors makes up 10% of the dry mass [7],

so replacing the harnesses with wireless links can reduce overall financial cost and development times.

So the first application targets intra-spacecraft wireless sensor networks. To this regard commercially

available Motes developed for terrestrial WSN application were evaluated for their operations in

harsh space environments [8].

2. The second application of WSN is to deploy several sensor satellites in large numbers, so as to

improve the spatial and temporal resolution of the measurement, thus overcoming the inherent

ambiguity arising in single point sensing. With regards to the second application, three sub-problems

were being investigated:

a) A mass producible low cost spacecraft platform having a very small size, which could be used as

a sensor satellite.

b) Adopting commercially available terrestrial wireless technologies for establishing autonomous

ad hoc networks in space.

c) Investigate low powered high processing capabilities.

The focus of research in this thesis is the second application i.e. SBWSN, for which inter-satellite links

need to be evaluated.

SBWSN is a relatively new concept in space missions, therefore little literature is published. Clare [9]

suggested the use of multi-hop networks for inter-planetary environments. Vladimirova [6] embarked on

adopting wireless local area network technologies for space application with a focus on using small low

cost mass producible satellites to act as sensors. Dubois [10] suggested the use of ad hoc networking

technology for Solar system exploration. Clare and Dubois both presented a general overview of possible

technologies which could be used, backing their claims with simulation based results of higher layers

avoiding the physical layer issues. Whereas, Vladimirova [11, 12] took a system specific approach,

investigating terrestrial wireless networking technologies such as IEEE 802.11 [13], IEEE 802.16 [14]

and Zigbee [15] for space applications. ESPACENET [16] programme, which is a consortium of

several universities and space agencies, marked the seriousness shown towards the concept of wireless

sensor networks in space. DSS, ESPACENET and SBWSN can be envisioned as the next logical extra

terrestrial application of the Distributed Sensor Network (DSN) programme initiated by the Department

of Advanced Research Projects Agency (DARPA) in 70s [17]. Enabling technologies which have already

been addressed are described to clarify the context of the research presented in this thesis.

The development of low cost spacecraft platform started back in the mid 90s. Academia took interest

in smaller student led satellite projects to educate its graduates in project management and gaining
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hands-on-experience. OPAL [18] being one of the pioneering student satellites, followed by CanSat [19],

SNAP-1 [20], CubeSat [21, 22], to name a few. PCBSat [23, 24] and ChipSat [25] are contributions

by the VDES group. These small satellite platforms compared to typical micro satellites in terms of

financial costs, mass and size and shape, are illustrated in Figure 1.1.

Amongst the small satellites, CubeSat platform got wide acceptance in academia and picked up by

venture capitalists. Pumpkin Inc. [26] started selling CubeSat structures fitted with a flight ready on-

board computer (OBC), and private ventures, such as ISIS, eased CubeSat’s integration with the Launch

Vehicle (LV). The ease with which CubeSat structure could be bought and interfaced to a LV, is a major

factor which made CubeSat the de facto pico/nano satellite standard, widely accepted in academia and

industry alike [27].

CubeSat Family

Fig. 1.1 Small satellite schematics with projected development costs adopted from [23].

An example of a DSS mission using inter-satellite links to form a network was proposed in the VDES

group at Surrey [24, 28], laying the foundations for future SBWSN applications [29]. Equipped with a

COTS radio, it was assumed, that a mesh network would be formed and the inter-satellite links would

assist in distributed operations such as exchange of data for relay, or on-board processing. The radio

operating at 900 MHz, it was assumed, that the channel would not have any deteriorating impact other

than the free space path loss, when deployed in Low Earth Orbits (LEO).

ESPACENET research programme [16] systematically addressed various aspects of SBWSN. A multi-

band antenna for small satellites was developed at a partner university [30], which could be used with a

beam forming algorithm suggested by VDES researcher Sidibeh [31]; both works assumed the use of

3 axis stabilised satellites, and no deterioration due to communications channel on the inter-satellite link.
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IEEE 802.11 and IEEE 802.15 which is extensively used in WSN analysis were evaluated for SBWSN

by Sidibeh [32, 33], in the VDES group. He identified, by a modification in the IEEE 802.11 Medium

Access Controller (MAC) algorithm can be adopted for space application. The MAC uses carrier sense

multiple access (CSMA) [34] with collision avoidance (CA) technique, requiring single frequency of

operations, without the need for a priori knowledge of the location of network nodes (members of the

network). Paul [35] within the VDES group, implemented an orthogonal frequency division multiplexing

(OFDM) modem on a field programmable gate array (FPGA), interfaced to “SpaceWire”, aiming at

intra-spacecraft WSN applications. Wu [36, 12] contributed by developing a hardware-in-the-loop (HIL)

testbed to investigate networking protocols for space applications, and evaluated a routing algorithm [37].

The network simulator used in the process called NS-2 [38].

In addition to the above emerging application, ISL, has been an active research topic for formation flying

missions, LEO communication satellite networks, and GEO based tracking and data relay missions.

Surprisingly, all investigations regarding inter-satellite links tackled for the above stated applications,

focused on either of the following aspects:

1. the geometrical aspect of the link [39, 40, 41], i.e. placement of satellites in a constellation to optimise

orbital parameters for line of sight [42, 43, 44, 45],

2. the technical issues of pointing accuracies arising from the use of fine beam width LASER or

millimetre waves [46, 47, 48, 49]; addressing the particular issue of correctly pointing quickly and

reducing mechanical jitter in the rotary mechanisms.

3. the generation of LASER [50, 51] and the necessary circuitry.

1.2 Motivation

In all the works described above, the inter-satellite environment was assumed simply to act as free

space, thus free space path loss model was used in performance evaluations i.e. signal strength decreases

with the inverse square of the distance and is directly dependant on the wavelength of radiation (Friis

formula [52]).

On the contrary, it is well known that the satellite to ground links suffer from signal degradation which

has been attributed to turbulent behaviour of not only the neutral atmosphere below 90 km altitude, but

also the ionised gas in the 90 to 1500 km altitude [53]. The signal degradation is called scintillation,

i.e. rapid changes in amplitude and phase of the received signal. Scintillation has been extensively

studied and its effects modelled by several authors, some of the notable works are Loo’s statistical

model [54] for a land mobile satellite channel, Bello’s general theory of stochastic processes to identify

channel characteristics [55]. Works by Fremouw, Bogusch and Rino on satellite to ground scintillation

modelling [56, 57, 58, 59, 60, 61], are enough evidence to evaluate the in-orbit space environment for
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time varying fading properties for satellite to satellite links as well. This is the primary factor instigating

the research presented in this thesis.

The second factor motivating the work presented in this thesis is the application of inter-satellite links

for the emerging very small satellites (Figure 1.1). The successful deployment of the pico/nano class of

satellites since 2000 is remarkable. In the first decade of the 21st century, these small satellites were

only mocked as “educational toys”, whereas, today they are driving a multi-million dollar industry. The

potential use of these very small satellites is being investigated by major space agencies, for example

initiatives by NASA [62] and ESA [63]. It is foreseen that in the near future, distributed satellite systems

based on these very small satellites would play a pivotal role in Earth observation missions in general and

space science missions in particular, as identified in the reports: the NASA Sun-Earth Enterprise [64]

and ESA Cosmic Vision (2015–2025) [65]. Furthermore, it is intriguing that even though ISL has been

demonstrated as early as 70s, only a few space missions incorporate ISL as discussed in Section 2.2.

To use small satellites to form a sensor network in space as part of a SBWSN, the satellites need to be

equipped with inter-satellite communications systems; which is a challenge in its own aspect.

A communications system comprises several sub-systems, which work in cohesion to pass the generated

message from one the transmitter to the receiver. To understand the impact of the operational environment

and the design of these sub-systems, a brief overview of communications systems is given in the following

section.

1.3 Inter-Satellite Communications System Design

A communications system be it for ground links or inter-satellite links (Figure 1.2) is formed of three

fundamental elements.

Geostationary Orbit

Lower Earth orbit/
Medium Earth orbit

Sensor Satellite

Relay Satellite

Launch
Vehicle

Coms Satellite

cross links or
inter-satellite links

Relay Satellite

Earth Station / Ground Station

inter-satellite links

(GEO-GEO link)

(LEO-LEO link)

(GEO - LEO link)

TT&C

Fig. 1.2 Types of satellite communications links, distinguished as satellite to ground links (GL), and satellite to
satellite links (ISL).
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The elements are: a baseband modem, an analogue front end (AFE) and an antenna system. The

modem is acronym for modulation and demodulation. A message is passed to the modem, which

generates appropriate waveforms, which are then converted to analogue form, and radiated after passband

modulation. Over the wireless link, the interaction of the environment with propagating EM waves,

distort the transmitted waveforms. The distorted waveform is captured at the receiver end, and the

receiver demodulates the carrier to baseband signal after tuning into the carrier frequency. The baseband

modem at the receiver again synchronise the internal timer to the incoming waveform start and end time,

so that the message is extracted from the waveform. The three elements are illustrated as functional

blocks in the Figure 1.3. A detailed description of modem and the working of the synchroniser is given

in Appendix B for the interested reader.

The wireless link in Figure 1.3 represents the path or paths followed by the wave radiated from

transmitting antenna, while reaching the receiver. In this path the interaction with the medium (metal,

air, water, or ionised gas) causes the propagating electromagnetic wave to change its characteristics. The

observable parameters of interest are:

• the loss of power,

• change in frequency,

• change in path direction,

Modem DAC
AFE

Legend
AFE : Analogue Front End
DAC : Digital To Analogue Converter
Modem : Modulation / Demodulation 
Digital Signal Processor

Message

Antenna

Modem DAC

AFEMessage

Transmitter

Receiver

source

sink

Low Pass Filter

Bandpass filter
Power Amplifier

Modulator : AM or PM or FM

PLL

Wireless Link
- Path loss
- Signal Fading,
- Line of Sight

Phase-Locked Loop

Single Heterodyne Architecture
(example)

Fig. 1.3 A simplified block diagram representing the transmitter, the wireless link and the receiver. Message fed
to the transmitter, is radiated in the form of electromagnetic waves, captured by receiving antenna and extracted

by the modem from the distorted waveform received.
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• changes in amplitude and phase of the wave, and

• the changes in field polarisation.

Different media affect the propagation depending on the fundamental carrier frequency in use, e.g. ultra

sonic waves are used for underwater communications, whereas, microwaves are extensively used for

terrestrial as well as space communications. Microwaves get attenuated so much so that they cannot be

used for underwater communications. Similarly the effects are different for low density ionised gas and

turbulent considerably denser ionised gas in different regions in space.

Capturing effects of the medium in the form of a mathematical expression or a computer algorithm,

helps in evaluating the performance of baseband modulation schemes. The models thus formed, are

called communications channel models. Several channel models have been developed that are in use

today, but choosing the correct model, which truly depicts the operational environment is of utmost

importance. Otherwise, excellent designs which have been simulated using computers could fail in the

field tests.

Furthermore, in addition to the interaction with the medium, other objects in the vicinity of transmitter

and receiver are also important. They either reflect, scatter or absorb the electromagnetic fields of the

propagating waves. In the case of scattering, reflection or refraction, multiple replicas of the same

transmitted waveform can be received but delayed by a small amount of time and diminished in power.

The interference of the signals at the receiver is generally referred to as a multipath effect, which results

in fading, i.e. changes in amplitude as well as phase.

In addition to the environment, the motion of the transmitter and receiver, affects not only the rate of

fading observed at the receiver but the relative motion also introduces a shift in frequency, i.e. the well

known Doppler frequency shift phenomenon. The receiver must be able to handle the shift of frequency,

otherwise, the communications link cannot be established, because, receiver would not be able to lock

on the predefined carrier frequency.

Testing is an important phase during the design process, for which testbeds are necessary. Tests are

conducted physically as well as using computer based simulations. The design, testing and validation of

each element of the communications system is carried out independently, since the background theories

governing the design as well as implementation are different.

The elements of a communications system in general and the channel impact is simulated as illustrated in

Figure 1.4. When the channel exhibits simple properties, the receiver design becomes simple; whereas,

as soon as the channel exhibits complex properties, receiver design becomes more complex. The fading

type of channel is the most deteriorating, for which appropriate mitigating techniques must be employed.

Therefore, characterising the communications channel to assess the receiver performance for a given

modulation scheme is a critical factor in assessing inter-satellite links in particular.
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Noise

Transmitter RecieverChannel Model

Propagation 
Impairment

Hardware
Impairment

Fig. 1.4 Functional elements of a communications system.

The metric to evaluate the performance of the modem under the influence of the channel, is the bit

error rate (BER). BER is defined as the number of bits found in error when compared to the transmitted

bits. The BER is calculated for different signal (bit) to noise power ratio or in baseband bit energy to

noise energy ratio Eb/N0, typically the ratio varies from 0 to 20 dB. At least 100 bits are required to be

transmitted* averaged over a repetition of 5 to 10 experiments for each Eb/N0, to achieve a valid statistics.

The result is plotted in the form shown in Figure 1.5. Figure 1.5 highlights the marked difference in

performance of a BPSK modem under three different channel models of different characteristics namely;

(i) additive white Gaussian noise (AWGN), (ii) multipath fading channel with a direct line of sight

component using Rician statistics, (iii) multipath fading depicting non line of sight communications

using Rayleigh statistics. Therefore, it is of utmost importance to characterise the channel adequately

and appropriately, for inter-satellite links for the environment in which SBWSN is to operate.

BER is a metric to determine the performance of end-to-end communications system performance

when compared for different transmission schemes under the influence of the same channel. BER can

be determined at the design stage by simulating all the elements of communications system, which

becomes complex. Alternatively, baseband modem can be modelled, and evaluated for the impact of

impairments caused by hardware and channel, which then require their own respective models in the

same simulation environment in which modem is modelled. Hardware in the loop simulation allows

us to remove models for hardware based impairments, since actual hardware is used in conjunction

with soft form baseband modem. Only channel is required to be modelled, and complete end to end

system performance can be evaluated. Therefore selection of a computer based simulation environment

is critical to such performance evaluation studies. Simulation of communications systems design and its

issues are described in detail in [66, 67].

The Matrix Laboratory (MATLAB) [68] is a versatile simulation environment suitable for functional level

studies, whereas the Advanced Design Systems (ADS) [69] is better equipped for circuit level design

studies. The proof-of-concept at the functional level suffices for this thesis, therefore, MATLAB is the

*Actually at least 100,000 bits are used, since computer memory is cheap today, even for personal desktops.
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Fig. 1.5 Theoretical BER performance curves for AWGN, Rician and Rayleigh fading channels (using MATLAB
BERTool for BPSK, diversity factor 1, assuming perfect synchronisation).

appropriate simulation tool. Matlab has built in functions for general channel models, digital modulation

schemes and handy functions needed in testing algorithm integrity, modem performance, as well as

translating the algorithm to a hardware specific code providing hardware-in-the-loop simulation for a

selected DSP hardware. The functional blocks of a software defined radio (SDR) [70] to be implemented

on a digital signal processor can be easily modelled for testing and development in MATLAB.

Assuming, the models for the modem and ISL channel, are already available (in some form) for testing /

simulation studies, then the investigation can be carried out using the test setup configuration shown in

Figure 1.6.

OFDM modem OFDM modem

Transmitter Receiver

Waveform Channel
bits in bits out

Bit error rate 
Calculator

Channel

message Estimated
message

Performance Metric

Fig. 1.6 Test setup for evaluating digital modem performance under the influence of channel.
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However, it turns out, that performance evaluation of inter-satellite links is not easy. In any order, neither

a channel model for ISL is available apart from the free space path loss model, nor the transmission

scheme has been identified in literature for use with SBWSN.

The space environment not only has an impact on the design of electronics, mechanical structures and

thermal, it has a significant impact on the propagating electromagnetic waves. The space environment

varies significantly from near planetary regions, to inter-planetary space. It is not possible to study all

regions, for their prospective impact on communications channel, therefore, scope of work has to be

confined to one region only.

The placement of the satellite thus, plays a significant role in inter-satellite link evaluation studies. Where

they are placed, determines the in-orbit environment, which can then be studied for communications

channel characteristics. The placement also identifies the physical topology of the link. The physical

topology governs the power requirements, the pointing of antenna, and the distance being covered to

support the requisite data rates.

The selection of spacecraft platform, placement in space, and the overall communications system require-

ments is mission specific, therefore, a mission scenario is critical for conducting useful investigations.

The interdependent nature of the factors is illustrated in the Figure 1.7.

Inter-Satellite Links

Transceiver
(modem) HardwareTest bed

testing

desig
n

develop

(Application)
Space Sensor Network

for
fo

r

Channel 
Characteristics

Mission Scenario
(Platform)

Nanosatellites

d
e
fi
n
e

Size, Volume,
Mass, Power budgets

d
e
fi
n
e

testing

simulations emulations

Fig. 1.7 The ISL dependency block diagram.

1.4 Research Objectives & Scope of Work

The research objective of this thesis is to evaluate the communications channel characteristics and use

its model to determine the performance of digital modulation schemes, so that the performance of the

inter-satellite link under a certain modulation scheme / transmission scheme be evaluated.
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In order to limit the scope of work within the confines of this study, several assumptions are made whose

impact on ISL investigations is listed as follows:

(i) SBWSN is assumed to be deployed in Earth bound circular polar orbits at altitudes less than

1000 km. The operational environment is therefore the environment found in LEO, which is

investigated for inter-satellite communications channel characteristics.

(ii) SBWSN comprises small satellites of the pico or nano class, which are generally deployed in free

flight mode. Therefore their relative motion is governed by their deployment mechanism.

(iii) The networking protocol in use is the modified IEEE 802.11. Therefore, the antenna radiation

patterns need to be isotropic which is the requirement of the medium access controller used in

IEEE 802.11. Since modified IEEE 802.11 is a strong candidate for the SBWSN, therefore, one

of its modulation scheme should be evaluated for performance evaluation and design features.

(iv) The scope of research does not include design and development of antenna, analogue front end,

and the implementation of modem on FPGA or DSP.

Based on the above assumptions, the main objective along with the sub-problems, addressed in this

thesis can be listed as follows:

1. Determine the values of Doppler frequency shifts caused by the relative motion of the satellites. Limit

the scope of work by identifying useful orbits, for which a SBWSN mission scenario be defined. The

following cases be investigated for the relative motion of:

a) a sensor satellite with respect to a sensor satellite (a case of motion of satellites in the same or

different orbits, presumably in close proximity).

b) a sensor satellite with respect to a relay satellite (a case when satellites are in different orbits).

c) a relay satellite with respect to a relay satellite (a case of satellites in same orbits but at large

distances).

2. Determine the source of fading i.e. multipath or otherwise, by studying the in-orbit environment

where the SBWSN operates. The impact of the following factors on propagating EM waves should

be investigated;

a) ionised gas,

b) space debris,

c) meteors and their trails,

d) other spacecrafts in close proximity.

3. Based on the outcome of the above two factors, determine a suitable mathematical model or algorithm

to be used in computer based simulation studies, for the identified channel characteristics. Determine

a channel model for the channel.

4. Evaluate the performance of OFDM modem (one of the transmission schemes used in IEEE 802.11)

under the identified channel model, in a suitable computer simulation environment at the func-

tional level rather than the circuit level. If required, model the modem in the computer simulation

environment.
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As it turned out, the OFDM modem and the communications channel both needed to be modelled in

MATLAB.

1.5 Thesis Structure

The rest of the thesis is structured in the following chapters.

Chapter 2 is a survey of existing missions which employ inter-satellite links as their main mission

objective, highlighting the fact that existing communications systems need to be improved to undertake

networking requirements posed in the future applications. PROX-1 being the only space protocol in its

preliminary stages, focused on addressing the issues arising in spacecraft proximity operations such as

perceived in local area networks. Networking is not part of the protocol suite, it only defines a physical

layer specifications of orbiting spacecraft and a planetary rover, tested for on Mars.

Chapter 3 is a case study the outcome of which is the development of an application mission scenario

highlighting operational requirements for inter-satellite links as perceived in the context of space based

wireless sensor network concept.

Chapter 4 investigates the relative motion of the member satellites of a SBWSN, to determine the

Doppler frequency shift experienced between two communicating satellites. SBWSN comprises of

smaller sensor nodes called sensor satellites, whereas, slightly larger satellites are used as data relay

satellites. The motion of sensors with each other, and with respect to the relay satellite is marked

important. Three cases are examined, namely (a) relative motion of free flying CubeSats in LEO, (b) a

sensor satellite with respect to a relay satellite and (c) a relay satellite with respect to a relay satellite in

the same orbit (string of pearl orbit configuration).

Chapter 5 investigates the propagation effects due to interaction of EM waves with in-orbit environ-

ment. The effects are separately studied for interaction with ionised gas, space debris, meteors, and the

presence of member satellites in close proximity. A tapped delay line (TDL) structure is used to model

the fading characteristics.

Chapter 6 evaluates the impact of the channel modelled in the previous chapter on the baseband

design of orthogonal frequency division multiplex (OFDM) design. OFDM is one of the physical layer

specified for data transmission over wireless links in IEEE 802.11 b protocol, being considered for use



1.6 Publications 13

in SBWSN. The modem and channel both are modelled, in MATLAB, and the performance of modem

evaluated.

Chapter 7 summarises the work presented in this thesis and concludes the findings. This work is in

no means complete, rather a starting point for further investigations in the light of the current findings,

which are suggested as future work.

1.6 Publications

Some of the results found in this thesis have been reported in the following publications:

1. T. Vladimirova, C. P. Bridges, J. R. Paul, S. A. Malik and M.N.Sweeting. “Space-Based Wireless

Sensor Networks: Design Issues”, Proceedings of 2010 IEEE Aerospace Conference, 6–13 March

2010, pp. 1–14, March 2010, Big Sky, MT, Digital Object Identifier: 10.1109/AERO.2010.5447031

2. S. A. Malik, T. Vladimirova and E.M. Warrington, “Upper Ionosphere Plasma FDTD Formulation for

Inter-Satellite Link Analysis”, Proceedings of 12th International Conference on Ionospheric Radio

Systems and Techniques (IRST), paper 7.3, 15–17 May 2012, Royal York Hotel, York, UK, IET.

3. S. A. Malik and T. Vladimirova, “Space-based wireless sensor networks: Ionosphere Monitoring

Mission”, Poster Presentation, 2013, University of Leicester, UK.



CHAPTER 2

A LITERATURE SURVEY OF

INTER-SATELLITE LINKS

Renewed interest in Inter-Satellite Links (ISL) is instigated by the need identified in current and

emerging space missions requiring multiple spacecraft. In the broad sense such missions can be divided

into different categories based on the application namely; Formation Flying, Tracking and Data relay,

Rendezvous & Docking and Networks of Sensors. Although, in essence, ISL is a communications system,

but, the underlying design of hardware and the use of a transmission scheme (modulation/demodulation)

is unique to the application.

After a brief overview of the telecommunications systems employed in space missions in section 2.1,

the class of existing missions which employ inter-satellite links are discussed in section 2.2. The

emerging multi-spacecraft based missions classified as Distributed Satellite Systems (DSS) are discussed

in section 2.3, which require ISL as one of the enabling technologies, for establishing autonomous

networks in space. In section 2.4, work published in literature and carried out in research groups which

directly contribute to the enabling technologies are described.

The chapter concludes after assessing the current contributions in section 2.4, and pointing out the

requirement of systematic evaluation of physical inter-satellite links in section 2.6 for the emerging

application of a network of several small satellites i.e. space based wireless sensor networks.

2.1 Introduction to Telecommunications in Space Systems

Telecommunications is an essential and integral part of space mission. Telecommunications systems in

space communications has two operational entities, one in space called the space segment and the other

on ground called ground segment. The space segment work in close conjunction with the command and

data subsystem [71] of the spacecraft. The space segment of the telecommunications subsystem is of
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particular interest in this thesis, therefore, it is described in subsection 2.1.1, as it works closely with the

on-board computer also called the command and data handling system.

The telecommunications system on ground plays a critical part in establishing the link between the

spacecraft and ground stations. Therefore, the two segments work in conjunction, designed specifically

to establish the links for the appropriate distances, data transfer rates, and the quality of the links, which

is dictated by the mission. The telecommunications system link budget is a critical preliminary design

factor, which acts as the requirements for the hardware design engineer. An extreme link budget example

is given in subsection 2.1.2 to illustrate the requirement assessment for the distances involved in space

communications.

In addition to the telecommunications system used by the communications satellites payload, is called

the “transponder”, which is also a telecommunications system, however, its purpose and design is

different. It is discussed in subsection 2.1.3.

Owing to the digital communications design techniques, baseband modulation schemes being employed

in current space telecommunications system, as well as being envisioned for future missions, is briefly

described in subsection 2.1.4.

2.1.1 Command and Data System

It is referred to as “command and data system” (CDS), command and data handling system, or on-board

computer and data handler (OBC&DH). On board is the term generally used to differentiate space

segment technology from the technology implemented in ground segment.

The system handles three digital data streams, namely:

Science or payload data is the information the spacecraft was designed to acquire. Typically it

requires high data rates.

Engineering or Health data is the information required to assess the operational status or health of

spacecraft systems. This data is called telemetry, which is sent down to (downlink) ground at

moderate rates.

Commands are the instructions from ground to spacecraft critical to the operations, which are generally

executed at a specific time instance, asking attitude controller to fire thrusters or requesting

particular status of a subsystem. Commands are critical, any error in the uploaded commands, can

jeopardise the mission. Therefore they are transmitted with extreme care, at the lowest data rate.

The command stream is thoroughly tested on ground before being uploaded to spacecraft.

The command and the communications systems are closely related, as illustrated in Figure 2.1. The CDS

has extensive interfaces, one with the communications subsystem, and the other is with other subsystems
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and onboard sensors. The function of the computer is to provide computational needs of spacecraft,

execute commands and process the data for downlink. That is why it is often called OBC&DH.

The International Consultative Committee for Space Data Systems (CCSDS), has played a significant

role in standardising the CDS system for spacecraft. They publish their recommendations online [72]

in the form of colour coded books i.e. Blue (Recommended standards) , Magenta (recommended

practices), Green (Informational Reports), Orange (Experimental) and Yellow (Record). Silver colour is

reserved for historical archives. With the aid of these recommendations, it is easier to assess the types of

commands, telemetry and high volume data, their framing and control bit usage.

Since CDS is mainly concerned with handling commands and data, the data rates become important in

the scenario. An uplink command for an interplanetary mission such as Mars Global Surveyor was 7.8 /

500 bps, and an engineering downlink rate of 250 / 2000 bps. However, for Earth orbiting satellites, the

Earth Observer EO-1 can establish an uplink at 4000 bps, and the science data downlink at 105 Mbps.

It is recommended to use a error correction algorithm to be able to detect and correct errors in command

words. CCSDS[72, 73] recommends the use of Reed-Solomon (255,233) for the downlink data as the

outer code, with a convolutional code as the inner code. For the uplinks CCSDS recommends commands

to be encoded using BCH (63,56) block codes. Error correction codes are a standard processing block in

wireless communications, therefore are explained very well see for instance [74, 75, 60]. They serve to

reduce the error rate, thus reducing the necessity of re-transmission of data, indirectly saving bandwidth

and time. For instance, consider transmitting the same data three times to determine the location of error,

that too with little certainty. For small command words it is feasible, but with engineering or science

payload data is inefficient.

The operational status of spacecraft systems is sent as engineering data (health), based on which ground

station sends commands to spacecraft. The telemetry data is the information sent from spacecraft to

Sensors
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Command
Processor
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Data 
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Command and Data Subsystem
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Fig. 2.1 Spacecraft command and data system closely integrated with communications subsystem [71].
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earth, comprising of science data, engineering data and imaging data. The science data are moderate in

volume, with stringent quality and transmission accuracy. Engineering data report the status of spacecraft

instruments and systems (health of spacecraft). These data are low in volume and need to be of only

moderate quality. Imaging data are of high volume. Due to redundancy in image data, they need to be of

only moderate quality [71].

2.1.2 Telemetry link Example

The link budget is an important preliminary design factor for telecommunications system evaluation.

With the aid of an example of deep space communications with the deep space probe Voyager, active

parameters are described.

The interplanetary space is essentially filled with ionised gas called plasma [76]. It is essentially same as

free space as far as propagation of microwave signals is concerned. In the absence of weather effects the

Earth’s atmosphere is almost completely transparent at 2.3 GHz (S-band) and 8.4 GHz (X-band), which

are the frequencies used in deep space telecommunications [77]. Therefore the calculation of received

signal strength is a geometrical problem.

Let the transmitted power by Pt at distance r from the receiver on Earth. If the power were radiated

isotropically, the power flux density at the receiver ρ , would be the transmitted power divided by the

area of a sphere of radius r. The actual flux density is increased by a factor equal to the gain of the

transmitting antenna Gt . Thus

ρ =
PtGt

4πr2 (2.1)

where 4πr2 is the area of a sphere of radius r. The received signal level Pr is obtained by multiplying

the flux density at the receiver by the area of receiving antenna Ar times the antenna efficiency µ i.e.

Pr = ρµAr (2.2)

This shows that the received power can be increased by three actions namely;

• First by increasing the transmit power. This has system repercussions. A spacecraft transmit power of

20 watts means with 40 % efficiency, it requires 50 watts of power generated.

• Secondly, the transmitting gain of antenna can be increased, to focus the radiation more intensely on

the receiver. Better focusing requires a larger spacecraft antenna constrained by size and weight, and

the ability to aim (pointing) the resulting narrow beam.

• Thirdly, the receiving antenna area can be increased to collect as much of the incoming signal power

as possible.
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The link budget is illustrated with the example of Voyager a deep space probe, illustrating the func-

tional requirements of satellite to ground links, particularly the minute details covered to establish

communications link.

The Voyager spacecraft transmitting Pt = 21.3 W at 8.4 GHz, with the Gt = 6.5×104 (unit less), and

the distance from Jupiter to Earth being 6.8×1011 m. Thus the power flux density at the receiver is

ρ = 2.383×10−19 W/m2 (2.3)

With an antenna that has a 64-m diameter dish with Ar = 3.2×103 m2 which has an efficiency of

42%, the received signal power is

Pr = 3.05×10−16 W (2.4)

The reception process introduces most of the noise that corrupts the receiving signal. Every object

radiate energy at radio frequencies. The deep space network (DSN) of NASA employs cryogenically

cooled maser amplifiers so that the total system noise power corrupting the received signal is very

low [77]. In typical operation condition at 8.4 GHz, the DSN station receiving system equivalent noise

temperature is 28.5 K. The noise spectral density is

N0 = kT (2.5)

where k is Boltzmann’s constant = 1.38× 10−20 mW/K Hz, and T is the system equivalent noise

temperature = 28.5 K. Thus,

N0 = 3.933×10−22 W/Hz (2.6)

There are other losses in the entire link other than that due to distance such as circuit losses and antenna

pointing losses etc. For the Voyager telemetry link, the total loss is L = 0.7 (unitless). When the loss is

0.7 then the factor representing the retained, useful power is 0.3 (i.e. 1-0.7).

Therefore the received signal-to-noise-power-spectral-density ratio is;

PrL
N0

= 5.428×105Hz (2.7)

How efficiently this signal-to-noise-power-spectral-density ratio is being used determines the ultimate

telemetry capability. And it is the choice of modulation and coding that determines the efficiency
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with which the signal to noise ratio is used. For Voyager, imaging data, the acceptable telemetry data

quality has a bit error probability of 5×10−3. Voyager uses PCM/PSK/PM modulation and convolutional

code with Viterbi decoding, which requires a received signal-to-noise-power-spectral-density ratio of

2.05× 105 Hz, for a data rate of 115.2 kbps. The above calculation illustrates the small margin to

cover uncertainties.

2.1.3 Transponders

A term commonly used in satellite communications engineering literature is “Transponders”, which is

a special type of communications system [78]. It should not be confused by the telecommunications

systems for CDS. According to Gardner [79, p.161], a transponder receives a signal, processes it in

some manner and re-transmits the signal at increased power.

A transponder is said to be coherent if its transmitted frequency ft is a rational multiple of its received

frequency fr; i.e. ft = (m/n) fr where m and n must be integers. With this definition of coherence,

there are exactly m cycles out for every n cycles that enter the transponder. The frequency received at

the ground can be multiplied by m/n and the result can be compared against the frequency originally

transmitted from ground; their difference is the two way Doppler shift.

Early coherent transponders often used n = 1 thus the output frequency was a harmonic (usually the

second) of the input. A transponder of this type need not be phase-locked to be coherent. Our interest

here is in an offset transponder in which neither m nor n is unity. Coherence in offset transponders is

almost always obtained by means of phase-lock techniques. A block diagram of a typical phase-locked

transponder is shown in Figure 2.2.

Second 
Mixer

RF 
Amp

First 
Mixer

First 
IF

Second
IF

Phase
Detector

Loop
filter

VCO

Fig. 2.2 Phase-lock transponder [79, p.162].
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Double superheterodyne conversion is illustrated in the receiver portion, but single or triple conversion

operate on the same principle. All mixer and phase-detector injection voltages are obtained as harmonics

of a single local oscillator. Operation of the first mixer can be described as

fr = N1 f0 ± f1 (2.8)

whereas the operation of the second mixer is given as,

f1 = N2 f0 ± f2 (2.9)

and the phase-lock requirement is

f2 = N3 f0 (2.10)

where nomenclature is defined in Figure 2.2, and the choice of plus or minus signs depends on whether

low-side or high-side injection, respectively is used. A combination of these three equations and

elimination of the two intermediate frequencies results in

fr = f0(N1 ±N2 ±N3) (2.11)

Because the transmitted frequency is ft = N4 f0, the ratio of output frequency to input frequency is

ft
fr
=

N4

N1 ±N2 ±N3
(2.12)

which is a rational number, therefore the transponder is coherent if it is locked.

In modern transponders, after the first IF, demodulation and modulation is also carried out, thus getting

the name of re-generators. The advantage is obvious in the link budget design, because the noise does

not carry forward.

2.1.4 Bandwidth Efficient Digital Modulation

The digital modulation schemes used for bandwidth efficient satellite to ground links are also applicable

to the inter-satellite links. Therefore, they are included in the related works.

Traditionally space agencies employ sub-carriers as a simple means to separate different data types,

ensuring separation of radio frequency (RF) carrier and the baseband spectra. Using sub-carriers means
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large bandwidth, because generally overlap is not allowed. One effort carried out was to replace more

traditional square-wave sub-carriers with sine-waves, but was not acceptable [80]. Current digital

modulation schemes allow the possible use of many types of waveforms.

In space communications transmit power is a critical resource, which is utilised efficiently by utilising

the power amplifier in saturation mode. This practice requires that the signal (waveform) should have a

constant envelope, otherwise clipping is introduced due to over amplification. This constraint means the

modulation schemes that can be employed are those which have a constant envelope of the modulated

carrier. Relaxing the condition of constant envelope potentially eases the restrictions on power and

bandwidth efficiency to the extreme limit of Nyquist-type signalling, which in theory is band-limited

and capable of achieving maximum power efficiency.

A three phase study conducted by the CCSDS in response to an action item from the SFCG identified ten

modulation schemes commonly used or planned by space agencies for bandwidth-efficient applications.

The 10 modulations so identified were: PCM/PM/NRZ, PCM/PM/Biphase, QPSK, MSK, 8-PSK,

BPSK/NRZ, BPSK/Biphase, OQPSK, GMSK, and FQPSK-B. The objective of the study was to

compare these modulation methods, using a combination of simulation and analysis in terms of Eb/N0

required to maintain the data bit error probability at a given constant level.

The study based on simulations included the non-linear system parameters including European Space

Agency’s (ESA) Solid State Power Amplifier (SSPA) model in full saturation mode. The conclusions

drawn from the study are; FQPSK-B delivers the narrowest bandwidth (highest throughput) with

reasonable end-to-end loss compared with BPSK/NRZ while GMSK comes in a close second in

terms of bandwidth efficiency. At the other extreme turbo-coded rate 1/3 BPSK/NRZ is the clear

choice for achieving power efficiency at the expense of bandwidth that meets the requirements for

deep-space applications. Trellis-coded 8-PSK with or without filtering is also an excellent choice for

bandwidth efficient operations. Finally combining the CCSDS-recommended error-correction coding

with PCM/PM/NRZ and with BPSK/NRZ are reasonable choices when both power and bandwidth are

considerations. The results are summarised in Figure 2.3a and Figure 2.3b.
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Fig. 2.3 The power-bandwidth trade-off for respective bit error probabilities [80].
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2.2 Existing Missions Employing Inter-Satellite Links

Although hundreds of space missions have successfully flown since 1957, only a handful of missions

employ inter-satellite links*. It can be observed from Table 2.1, that ISL experiments were conducted as

early as 1970’s. The communications link established between two amateur satellites as an experiment

when they were in range, and the link lost when out of range. The first dedicated mission to experiment

ISL is the LES 8 and LES 9 in the Lincoln laboratories experimental satellite series. Early links were

demonstrated for microwave links. With the anticipated increase in data flow between communications

satellite deployed in GEO, later development work shifted from microwave based to optical based ISL.

It can be observed from Table 2.1 that a wide range of frequencies are in use. Prior to mid 90’s, all links

were between geostationary satellite to lower orbits i.e. low Earth orbits or medium Earth orbits. The

links were intermittent, established only on visible line of sight.

In late 90s, deployment of IRIDIUM constellation, each satellite was equipped with 4 ISL, designed

for continuous links. After the turn of the century, it is observed, that ISL is used by science missions

requiring tight relative motion control. ISL not only measures inter-satellite distances in such missions,

it also provides relative position data to each member of the mission to employ relative motion control

mechanism. Such missions are called formation flying missions.

Although Global positioning system (GPS) employs several spacecraft to provide precise navigation and

guidance signals from MEO, however, inter-satellite links in their constellation is only planned for the

next generation GLONASS and Galileo, replacing the old system.

The type of links, and the spacecraft using ISL, both are important parameters. A survey of inter-satellite

link technology for selected mission types, from large GEO based satellites to recent nano-class satellites,

is given in Annex A.

The salient features of existing mission with inter-satellite links is summarised in Table 2.2.

The analogue front end of communications systems design depends on the operational frequency used

by the radiating carrier waves. The wavelength in optical range dictate a different set of underlying

technologies from that used in microwaves or millimeter waves. Most of the literature after 1970s had

its focus on optical based long distance inter-satellite links [51, 82, 50]. That is one of the reason why

most of the literature considers ISL as free space path loss only, since plasma is transparent to optical

wavelengths. A hybrid system using RF and Laser together has been suggested [48]. The reason to opt

for laser over microwave links is their high bandwidth support, which means high data rate, almost no

interference, high security and timely transfer of large amounts of data. It was perceived correctly, that

large amounts of data between GEO satellites would be carried out by ISL, however, few examples are

seen practically, that too are microwave links.

*Inter-Satellite links (ISL) also known as Cross-Links (X-Links) in American literature and inter-orbital links by ESA.
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Table 2.1 Space missions using inter-satellite links (ISL) (modified from [81]).

Year Mission ISL Frequency Link Configuration
(From-To)

1972-78 OSCAR 6,7,8 146 MHz LEO–LEO
1976 LES-8&9 36,38 GHz GEO–GEO
1983- TDRSS C, Ku, Ka GEO–GEO/LEO/MEO
1985- Luch (Altair) UHF, Ka GEO–LEO (MIR Space

Station)
1994 ETS-6 2, 23, 32 GHz,

Optical
GEO–LEO/MEO

1997- Navstar Block IIR UHF
1997- IRIDIUM 23 GHz LEO–LEO
1998 Comets (ETS-7) 2 GHz LEO–GEO (TDRSS)
1994-2003 Milstar I/II 60 GHz GEO–GEO/LEO/MEO
1998 Spot-4 Optical LEO–GEO
2001 Artemis S, Ka, Optical GEO–LEO/MEO/Aircraft
2002 Adeos-II 2, 26 GHz LEO–GEO (Artemis)
2005 OICETS Optical LEO–GEO
2010 AEHF (MilStar

Followup)
60 GHz GEO–GEO, GEO–LEO

Planned IRIDIUM Next 23 GHz LEO–LEO
Planned Galileo & GLONASS MEO–MEO

Laser is not widely adopted as the main communications link [50] for satellite to satellite links, owing to

the complexity and technology readiness level. The lack of interest is due to observed malfunction either

as a result of leakages in gas, or mechanical failure [46, 47, 83, 48] The heavy mechanical pointing

mechanism needed for precise pointing of laser, is another discouraging factor [84]. The disadvantages

are being overcome by current technology, therefore in the near future optical links would be a norm, as

is evident from its selection in the Micro-Satellite Swarms mission [85].

2.2.1 Inter-Satellite links in Formation Flying Missions

Another group of satellites not covered in Table 2.1 is known as Formation Flying (FF) space missions,

where inter-satellite communications links are being investigated for both communications as well as

relative motion assessment.

The Formation Flying (FF) missions and Rendezvous missions, rely on inter-satellite links to provide

precise range (inter-satellite distance) and range rate measurement between the two spacecraft. The

range measurements enable the on-board processors to compute the necessary thrust vectors required to

adjust spacecraft velocities [86], so that the two spacecraft formation is maintained within acceptable

margins. The precision of range estimation, and the accuracy of formation control are the key attributes

of such missions, which are anticipated features of some SBWSN as well.
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2.2.1.1 Current FF Mission Capabilities

The capabilities of selected missions is stated in Table 2.3. It can be noted that currently formation

flying mission comprise of two members, whereas, future missions anticipate more members, more

autonomous on-board computing capabilities.

Since FF based missions are being pursued actively, therefore literature abounds in their problems-

solution discussions; testing of such links, placement in optimal orbits of such satellites to reduce the

fuel consumption, minimizing navigation and guidance estimate errors, and real time algorithms to run

on spacecraft computers, are some of the general topics under discussion [86, 87, 90, 91, 92, 93, 94, 95].

Our interest is in the inter-satellite links for multiple spacecraft, whereas, for formation flying missions,

currently only point to point links are being evaluated. Since precise measurements are required to

maintain the relative distances using inter-satellite links, therefore carefully designed equipment is used

see the ISL module used in GRACE [96] and PRISMA [87].

2.2.1.2 Testbeds

The performance of the link under scintillation effects, which also affects the precision of the range

measurements via ISL, is also a concern for precise measurements. In the space industry, a hybrid method

of testing systems is utilised, which is described since testing is a critical aspect of communications

systems designed for space. A typical procedure followed is that the hardware is physically developed

and then tested under a simulated channel environment. testbeds developed exclusively for inter-satellite

Table 2.3 Formation Flying mission capabilities in terms of proximity maneuver allowable windows (taken
from [87]).

Mission Date Altitude Along Track Comments
[km] Separation [km]

GRACE 2002 450 220 ±50 Ground based relative orbit control, pre-
cise K band ISL.

E0-1/LandSat 2001 700 450 ±85 Ground based control, ISL.
CloudSat/Calipso 2006 "A-Train" of satellites.
DART/Mublcom 2005 Autonomous rendezvous attempt failed,

collision occurred due to false estima-
tion of ISL range [88].

XSS-11 2005 Demonstrated Rendezvous operations
with a Launch Vehicle upper stage [89].

PRISMA 2010 700 0.1 to 2.0 ± 0.025 Autonomous precise FF, maintained
over week long time intervals. ISL us-
ing UHF @ 19.2 kbps [87]

CANX-4&5 2015 LEO < 5 km In-orbit demonstration of autonomous
FF. ISL using S-band @ 10 kbps
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link testing, which were published in literature are mentioned, here, which also serve as a reference for

future development in this area of research.

Jet Propulsion Laboratory (JPL) uses a Formation Flying Test Bench (FFTB) [97], whose functional

block diagram is shown in Figure 2.4. The testbed allows performance evaluation of autonomous

formation flying algorithms [86, 98, 93] developed for guidance, navigation and control. The information

gathered by differential GPS technique to measure inter-satellite locations [99, 100], is compared with

the measurements using ISL, under the effects of relative motion and charged particles (see section 5.3

for details). The measurement is carried out by the on board ISL hardware, and compared with the

known ISL distance measured by GPS.

Fig. 2.4 Formation Flying Testbed block diagram used by Jet Propulsion Laboratories (JPL) (courtesy of [91]).

The electrical hardware is based on Field Programmable Gate Array (FPGA) technology. The block

diagram of the JPL formation flying testbed is redrawn in Figure 2.5. This hardware was originally built

for STARLIGHT project back in 2001. A similar testing mechanism is used by newer missions such as

PRISMA [87]. The relative distance measurements are evaluated based on availability, acquisition of

signal, and accuracy, emulating the GPS receiver on-board a fast moving satellite.

The key features of JPL FFTB are as follows:

1. testbed can support testing of simultaneous four links.

2. testbed can allow testing of 2 FF satellites using GPS receivers, since there are only two GPS receivers

and one GPS signal generator.

3. Cables are used with high attenuation to interface the RF communications links. This provides better

control on emulating link attenuation.
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Fig. 2.5 Starlight mission ISL hardware testbed (courtesy of [101]).

4. Communications hardware is based on Field Programmable Gate Array (FPGA), with configurable

band pass filters, that can support frequency up to 2GHz. For higher frequencies, external up

converters are required.

5. The platform supports digital communications waveforms, since digital baseband modem is imple-

mented.

The future trend in inter-satellite communications link for formation flying is summarised in Figure 2.6.

The current state of the art is point to point for two satellites, whereas, future formation flying missions

require autonomous operations; where ad hoc networks are formed without ground intervention, exchang-

ing messages to achieve goals for which tasks would be determined by powerful on-board processors.

These goals are in line with the distributed satellite systems as well as envisioned in space based wireless

sensor networks, which place a significant demand on the design of inter-satellite communications

systems, to support not only reliable data transfers, but allow autonomous networks to be formed, and

assist in data routing particularly for the ad hoc networks, where a node can join or leave without a

central controller keeping track of its presence within the range of network.

From the literature survey, it is evident that currently, point to point links are being employed, where

microwave is the preferred technology over optical links.

2.3 Emerging Demands of Inter-Satellite Links

As opposed to the existing utility of ISL, emerging mission scenarios require more than two spacecraft to

collaborate, such missions are categorized as distributed space systems (DSS). At the turn of the century,

the two major space agencies, NASA in their Earth-Sun-Enterprise and ESA in their Cosmic Vision,

identified the need for pro-active environment prediction, for their 2010-2025 time frame [102]. In the

identified requirements, collaborative DSS based missions have been identified to play a significant role,
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Fig. 2.6 Space Formation Flying technology staircase, indicating requirement on inter-satellite links.

for which inter-satellite link is a key enabling technology to support networking. ISL in such missions

must be characterized. In this section, published literature which has already identified system level

requirements are described, so as to identify the current state of the art in ISL.

Kwadrat [103] defines the Distributed Space Systems (DSS) as those “missions which consist of multiple

space platforms that act in consort gathering data to achieve a single science objective. ” The members of

DSS gather science data from various spatial and temporal perspectives for reduction into a single format

that is more informative than that provided by any of the individual platforms within the distribution.

Examples of this are spacecraft with radiation sensors that form the synthetic apertures that are the basis

of optical and radio-based interferometers, and the multi-perspective images that provide time-sequenced

images of certain natural phenomena. Two distinct categories of DSS missions are described. (a) Ground

based data reduction requires that all of the science data be transferred to the ground via an independent

space-ground link capability that is associated with each member of the distribution. (b) Space based

data reduction requires that one or more spacecraft collect and process the data from the other members

of the distribution. This alternative requires inter-satellite links to transfer science data amongst the

members. In such circumstances, the data might be processed entirely, partially, or just repackaged prior

to being transferred to the mission ground segment. He emphasizes that the the choice of data transfer

alternatives i.e. the use of inter-satellite links depends on the mission design / objectives.

Current space mission architectures are based on monolithic spacecraft, with little or no provision for

sharing information or rapid allocation of resources in response to events, rather, data is fused and

processed after receiving it on Earth. Science missions fall in two categories, long term monitoring, or
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exploratory missions. Long term monitoring missions are characterized by large, multiple instrument

platforms and complex labor intensive ground operations. Exploratory missions provide for one time

scientific discovery campaigns, which are generally more focused and bear lower costs, which may lead

to a follow on longer term monitoring mission. Extensive planning activity is associated with getting a

mission response to a specific event or positioning at a location.

Distributed Spacecraft Technology Requirement Analysis (DSTRA) [102] identifies five broad themes

for investigating enabling technologies;

1. Systems and architecture development tools

2. Miniaturization production manufacture test and calibration

3. Data networks and information management

4. orbit control planning and operations

5. Launch and deployment

The key five research areas or possible investment are described in Table 2.4.

2.3.1 Notional Architectures

One can divide the emerging DSS missions on the basis of orbit configurations, as notional architectures

[103]:

• Global constellations

• Virtual platforms

• Sensorwebs

• Precise formation flying

Global Constellations : The NEW Millennium Program Space Technology 5 (ST-5) is planning to

validate technologies including satellite cross links, relative navigation and ground systems constellation

operations. Future constellations of 100s of spacecraft are envisioned for which small spacecraft

production techniques are also being investigated. Example constellation missions include:

• Global Precipitation (E0S-9) — The proposed measurement approach considers nine satellites , a

large active radar satellite, flying in a constellation with eight passive radar receivers.

• Atmospheric chemistry/ozone (WX-2, OP-3, and follow-on missions) — Constellations provide the

ability to conduct multi-point occultation and GPS soundings.

• Under the Sun-Earth Connection science theme, insitu magnetosphere and radiation measurement

missions such as Magnetospheric Constellation employs as many as 100 spacecraft to conduct

simultaneous multi-point observations.
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Table 2.4 Key areas for Distributed Spacecraft Technology investment [102].

Technology Area Drivers Recommended Technology Investment

1. Systems and
Architecture
development
tools

• Formulation and development of systems
of systems

• Legacy systems integration
• Interoperability
• Design for mass production

• Concurrent engineering tools to asses
interoperability of heterogeneous systems
of systems.

• Engineering for manufacture, production
and integration and test.

2. Miniaturisation,
Production, Test
and Calibration

• Mass production of spacecraft and
instruments

• Mass and volume reduction
• Instrument calibration.
• Cross-platform calibration.

• Instrument miniaturisation and mass
production.

• Cross-platform calibration procedures
and benchmarks

• Integration and testing using
production-line procedures and the
Internet

3. Data networks
and information
management

• High volume of data with constrained
processing growth

• Data fusion
• Interoperability standards

• Model-based data compression
• Symmetric uplinks (receivers, C&DH)
• space to space communications protocols

and standards
• Interoperability standards

4. Orbit Control,
Planning and
Operations

• Standards for interoperability of
heterogeneous systems

• Scalable and miniature precision impulse
bit propulsion

• Cross platform control

• Closed-loop cross-platform control
• Autonomous on board planning
• Precision impulse bit miniature

micro-newton thrusters
• Interoperability standards, cross platform

goal driven commanding.

5. Launch and
Deployment

• Reduce launch costs
• increase launch frequency
• Maintain and refresh orbiting assets

• Advances in this area to be driven by the
commercial sector

• Continued development of RLV and new
propulsion technologies.

1. Notional Architecture for global constellations similar to that of IRIDIUM:

a) All spacecraft are identical replicas, carrying a single moderate resolution instrument.

b) Instrument is nadir pointing, 10% coverage overlap at the equator,

c) 705 km polar orbit typical of Earth Observation missions

d) Walker delta pattern , 16 planes of 24 satellites each are required, total 384 satellites.

Virtual platforms are defined as a system employing two or more spacecraft flying in formation and

registered as if the observations were made and coordinated as a single spacecraft. All elements must

be within direct line of sight of each other at all times. These missions exploit coordinated position to

enable or add value to the measurement concept. This architecture enables the creation of large synthetic

apertures and permits simultaneous stereo or multi-angular views of the same ground track.

Example Virtual Platforms used for missions include:
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1. A simple case discussed would be that of EO-1 which consists of two spacecraft viewing the same

ground track.

2. US Air forces proposed TechSat 21 mission. This mission would fly several small spacecraft in

a formation, and demonstrate a distributed array radar application — a technology demonstration

mission.

Notional architectures for a virtual platform in the US Air force TechSat 21 orbital configuration is a

good starting point. One larger master platform and four co-orbiting smaller platforms. The spacecraft

are in three orbital planes, with the larger spacecraft occupying the central plane, and two of the smaller

platforms are phased at each of the other two planes so that it appears as if they are orbiting the larger

platform as the entire spacecraft mission orbits the Earth.

Precision Formation Flying exploits coordinated precise, relative position knowledge and control to

add value to a measurement concept. This category require multiple platforms to fly in a very accurate

formation where relative range knowledge and control becomes the major driver. Position knowledge

and control requirements often exceeds the accuracy of GPS navigation by several orders of magnitude.

Examples include time varying gravity field measurements and interferometric, very high-resolution

imagery.

Sensorwebs have been proposed as the key architectural ingredient enabling the Earth Science Vision.

For this study, they are defined as an architecture that utilises multiple vantage points and a mixture of

sensor types to achieve synergistic observations of the Earth. Such an architecture exploits information

technology (processing power, modelling, and algorithms) to add value to a measurement concept. Data

fusion and real-time measurement coordination and communication across platform and systems create

a leveraged system of systems.

The sensorwebs envisions coordinating and obtaining measurements from various vantage points

including LEO, GEO, and L1. New orbit types such as “pole sitters” are also envisioned. Enabled

by new propulsion technologies like solar sail or plasma thrusters, these non-Keplerian orbits would

provide continuous view of Earths polar region. Data will also be provided from instruments carried on

other platforms such as International Space Station.

Another set of notional architectures on the basis of multi-point sensing is defined by Clare. Clare [9]

points out that multi-point sensing missions can fall into one of the following categories;

1. Pixellation / Voxellation; “in which each sensor data can be perceived as a local ‘pixel’, and

collectively the complete ‘picture’ can be visualised. The advantage is significant, over a single

platform based sensor”. Example missions are, Magneto-spheric Constellation (MC) [104], Cluster

[105], ACE+ [106] and SWARM [107]. Plasma Bubble study using PCBSat [29], the synthetic
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aperture radar (SAR) based on satellites such as TerraSAR [108] and PRISMA [87], falls in the same

category..

2. Beam formation; “where emitting EM waves from a remote object are observed by several sensors,

placed at strategic positions, each having the capability to direct the received waves towards a

central point where all signals are combined to achieve higher signal to noise (SNR) ratio;” Example

missions are Terrestrial Planet Finder (TPF) [109], Laser interferometer space antenna (LISA) [110]

and multiple input multiple output synthetic aperture radar (MIMO-SAR) techniques being sought

for TANDEM-L [111].

3. Tomography / Rendering; “where a remote object is viewed from several perspectives correspond-

ing to projections, and these are combined to form a higher dimensional representation” as proposed

in the STEREO mission [112]. Satellites can also pick reflected GPS signals from Earth to study

ocean tide waves [113].

2.3.2 Functional Considerations

Functional requirements of ISL can be grouped as follows, based on the assumption that networks of

several spacecraft are formed;

1. antenna control,

2. physical layer,

3. data link layer and

4. network layer functions.

Antenna control fulfils the requirements associated with selection, control, and scheduling of the on-

board antennas. Those functions associated with the modulation of data, the transmission of RF signals,

the receipt of RF signals, and the demodulation of data represent requirements that are traditionally

associated with transceivers and the physical layer of a data network communications system*. The data

link function requirements manage the flow and ensure reliable data block exchanges over the links. The

network function requirements cover the routing of datagrams to and from the payload equipment via

ISL to members of the network.

The physical topology of the network can be assessed from the orbital deployment as a constellation, a

formation flying or a free flying mission. In the case of constellation and formation flying the relative

distances are well known and positions are well coordinated, whereas, it is not the case in free flying

missions. The topology is envisioned to consist of larger spacecraft to interact with smaller members

of the constellation or formation or cluster, similar to a “mother-daughter” relationship. The mother

spacecraft supporting daughter spacecraft. Similarly, the “motherships” could in turn become the

“daughters” of one “great grandmother” to form a hierarchical multilevel structure of nested “Centralised

*Refer to the OSI 7 layer model differentiating the functions of each layer.
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Distributions”. On the other hand, hybrid topologies can lend themselves to mixtures of networking

architectures that consist of Local Area Networks (LANs) for the Centralised or Distributed Topologies

and Wide Area Networks (WANs) for the higher level Distributed or Centralised Topologies [103].

ESPACENET also anticipates similar network topology, but focusing on ad hoc networking for very

small satellites acting as daughters.

The anticipated ISL are expected to carry the following four types of data between distributed spacecraft:

1. science (medium to high volumes of data),

2. navigation (low volume),

3. command, and

4. spacecraft health data (low volume).

The volume and kinds of data depend on the objectives of the mission. For example, formation flying

missions requiring tight coupling between the spacecraft will experience frequent transfers of navigation

and command data via ISL within the distribution. Centralised formation flying missions collecting

science imaging data may need to frequently transfer high volumes of science data from collector

spacecraft across the crosslinks for pre-processing on a mothership prior to relaying the reduced data

to the ground segment on a space-ground link. Spacecraft on-board storage will help determine the

frequency and volume of science data transfers thereby specifying the crosslink channel capacity

requirements for the mission.

Since constellation operations do not require precision autonomous navigation operations, navigation

will be a low frequency data transfer operation for this type of DSS. The anticipated maximum cross-link

data rates for navigation, command, and health data are on the order of 1 kbps each. Science data

rates may vary from a few bps up to 100 Mbps or more (e.g. remote sensing optical or multi-spectral

Primary Satellite
(Mother ship)

Inter-Satellite 
Links

(Daughter
Spacecraft)

(a) Centralised (Star) Topology (b) Distributed (Ad hoc) Topology

(Cross- Links)

Fig. 2.7 Basic topologies in the formation flying cross-links [103]
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imagers such as used by DMC[114]). Estimating the total bandwidth required for space and earth

science distributed spacecraft missions using crosslinks requires a simple calculation using the probable

number of simultaneously operational crosslinks, the probabilities that mission crosslinks need narrow,

medium, or wide bandwidth communication capabilities, and the associated maximum data rate with the

narrow, medium, or wide bandwidth capability [103] .

Since multiple access is deemed necessary for the networks, the multiple access techniques available

today would be a necessary feature of the ISL. The multiple access techniques and their advantages are

summarised in Table 2.5.

The main issues arising in the design of inter-satellite links of emerging missions depends on the relative

distance, the change in relative distances, the placement in space, and the underlying application which

generates the message that is to be exchanged with the members of DSS or SBWSN. The selection of

antenna, data rates, the bandwidth, the power, are interdependent specifications / requirements, which

are mission specific. Little literature is published which addresses the physical layer issues, even though

general SBWSN concepts have been floated. However, considerable work has been carried out under

the project of ESPACENET, which is summarised in the following section, to act as the current state of

the art in SBWSN.

2.3.3 Frequency Bands for Inter-Satellite Links

ISL is generally considered for GEO to GEO links and formation flying missions. Recently, LEO to

LEO links have also been employed (section 2.2). ISL do not require uplink or downlink, or propagation

through the atmosphere, in general. All links use directional antennas for point to point links. In

the emerging applications such as ESPACENET and SBWSN concept, point to multi-point links are

required. To the author’s best knowledge no requirements have been published in the open literature

with regards to ISL at the time of writing this thesis. The purpose of this section is to review the licensed

and unlicensed frequency bands currently in use and discuss considerations applicable to ISL.

International Telecommunications Union (ITU) regulates the most important resource in telecommuni-

cations i.e. the operational (carrier) frequency and the bandwidth occupied by the transmitted signal for

a particular service. It regulates the frequency by providing license to the operator, be it a terrestrial

or space application. However, certain unlicensed bands are also provided, which could be used for

SBWSN, in particular for COTS based hardware used in ISL.

2.3.3.1 Licensed Frequency Bands

The licensed frequency bands by international regulatory authorities (ITU-R, and ITU-T) are listed in

Table 2.6. However, we have observed that lower frequencies have been used in earlier experiments
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Table 2.5 Basic Multiple Access Methods for Inter-Satellite Links [103].

Method Basic Characteristics Advantages Disadvantages

Time
Division
Multiple
Access
(TDMA)

• Unique time slots must
be assigned to each S/C
ISL

• Each ISL transaction in
the distribution limited to
the assigned time slot

• Single frequency needed
• Low cost due to replicate

ISL design

• Transmissions restricted to one ISL at a
time

• Time synchronisation needed between
each S/C

• Propagation delay corrections must be
applied when ISL signal path lengths
vary in order to avoid signal collision

• The greater the number of S/C the
longer is the duty cycle for the
transmission, resulting in a lower overall
data throughput for distribution

• Changing S/C separation distances
requires dynamic assessment of time
slots allocations to compensate for
variable signal delays

Frequency
Division
Multiple
Access
(FDMA)

• Unique frequency
needed for each ISL

• Multiple ISL
transmissions can occur
simultaneously

• One centre frequency needed for each
ISL implementation

• The larger the number of S/C, larger
bandwidth required

• Increased cost due to frequency
variation in the ISL design

Code
Division
Multiple
Access
(CDMA)

• The ISL signal must be
randomly spread across a
portion of the frequency
bandwidth via a PN code

• Multiple ISL
transmissions can occur
simultaneously

• Relative range
measurements can be
simultaneously made
with the communications

• Total number of ISL are restricted by the
code noise floor

• Complex signal processing
• Complexity adds to overall cost

Random
Access (RA)
e.g.
ALOHA

• Transmission attempted
when no other operations
detected

• If an ongoing
transmission detected,
the attempt is deferred by
a random amount of time
till next attempt

• Single frequency needed
for operations

• Low cost system due to
replicated design

• One transmission possible at a time,
therefore data through put is time
limited (access time)

• Collision probability increases with
longer distances due to propagation
delays masking ongoing transmission

• With increase in number of S/C,
increased time of access limiting the
DSS throughput

Spatial
Access (SA)

• High gain antennas
isolate beams and
prevent ISL interference
between different links

• Continuous ISL services
can take place with
minimal probability of
interference

• Cost of ISL system increases
significantly due to cost of high gain
antenna, as well as its beam steering
capability
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see Table 2.1. Keeping ISL at high frequency serves several purposes such as little interference with

terrestrial wireless services, since these frequencies are naturally filtered through the neutral atmosphere

of Earth. Secondly, larger bandwidth is available which can support higher data transfer rates, and the

physical size of antenna reduces. However, pointing requirements increase with the use of directional

antenna i.e. satellites attitude and antenna structures must support precise pointing.

Table 2.6 Frequency bands allocated for Inter-Satellite links [115].

Inter-satellite Service(s)

Radio Frequency Optical Frequency

22.55 - 23.55 GHz 0.8 - 0.9 µm (AlGaAs Laser Diode)
24.45 - 24.75 GHz 1.06 µm (Nd:YAG Laser Diode)
32.00 - 33.00 GHz 0.532 µm (Nd:YAG Laser Diode)
54.25 - 58.20 GHz 10.6 µm (CO2 Laser Diode)

2.3.3.2 Unlicensed Frequency Bands

The ITU allows the amateur radio users to operate satellites in unlicensed frequency bands shown in

Table 2.7. The world amateur radio societies put a lot of effort to allow ITU to provide additional

bandwidth in GHz range. Currently, most of the amateur satellites use UHF (430.00, 2400 MHz) band

of frequencies for uplink and downlink.

Although currently, the number of users in the unlicensed band are few, but as the users would grow,

issues arising from intentional or unintentional interference of carriers would need regulations. Just

as ISM bands are regulated strictly in terrestrial applications, similar regulations are perceived for

operations in space.

The available ISL frequency bands would suffice for operational requirements in the context of SBWSN,

therefore no need of applying for additional frequency is envisaged.

2.4 Related Works

Enabling technologies for a SBWSN [11, 117] span over many fields from technology development to

fleet management. However, immediate need of the hardware are:-

1. low cost, mass producible spacecraft platforms,

2. inter-satellite communications links,

3. high performance, low powered processing / data management*,

4. miniature thrusters to provide for spacecraft orbit and attitude control,

*to support distributed computing and networking algorithms or navigational algorithms
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Table 2.7 International Telecommunication Union Amateur Satellite Service Frequency Allocations [116], com-
parison between 1971 and 1979 allocations.

1971 WARC 1979 WARC

Frequency Units Comments Frequency Units Comments

7.00 – 7.100 MHz 7.00–7.100 MHz
14.000 – 14.250 MHz 14.000–14.250 MHz
21.000 – 21.450 MHz 21.000–21.450 MHz

24.890–24.990 MHz
28.000-29.700 MHz 28.000-29.700 MHz

144.000-146.000 MHz 144.000-146.000 MHz
435.000-438.000 MHz 435.000-438.000 MHz

1.26-1.27 GHz Uplink Only
2.40-2.45 GHz
3.40-3.41 GHz In Regions 2 & 3 only
5.65-5.67 GHz Uplink only
5.83-5.85 GHz Downlink only

10.45-10.50 GHz
24.00-24.05 GHz 24.00-24.05 GHz

47.0-47.2 GHz Amateur Exclusive
75.5-76.0 GHz Amateur Exclusive

76-81 GHz
142-144 GHz Amateur Exclusive
144-149 GHz
241-248 GHz
248-250 GHz Amateur Exclusive

5. interoperability between several communications systems.

From the operational perspective, fleet management becomes challenging. Inter-satellite links ease the

management by providing access to members via a single point of contact from the ground.

2.4.1 Emergence of Pico/Nano/Femto Class of Satellites

The birth of small satellite engineering is attributed to the pioneering Orbiting Satellite Carrying Amateur

Radio (OSCAR) and Radio-Sputnik (RS) series of satellites [116], produced by the international amateur

radio satellite (AMSAT) community and their Russian counterparts. From OSCAR-1 (1961) the amateur

satellites grew in sophistication till OSCAR-8 (end of 1970). Since none of the satellites carried on-board

computers, therefore, they acted as pure “relays in orbit”.

OSCAR-9 (UoSAT-1) and OSCAR-11 (UoSAT-2 ) [1] are considered the pioneers of the modern concept

of smaller, faster, cheaper breed of amateur satellites. The two satellites carried a built in microprocessor

and other commercial-off-the-shelf (COTS) micro-electronics, thus establishing the basis of adapting

COTS for space environment. The remarkable time to develop UoSat-1&2 by dedicated university led

teams [118] demonstrate effective cost of effort. Whereas, student led satellite projects namely the

OPAL [18, 119] and EMERALD [120] missions, took about 8 years from concept to in-orbit operations,
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which far exceeded nominal project time of 2 years available to a graduating engineer. The experience

gained from OPAL and EMERALD indicated the need to simplify payload and sub-system [121], by

reducing the size, limiting the mass and standardising the shape of satellite. The effect is that with

simpler mission concepts, same teams work similar to dedicated engineers on a project would. The

result is smaller spacecraft concept designs namely;

• CubeSat [121], a free flying satellite in a 10 cm cube.

• CanSat [19], a free flying satellite in a soda can.

• SNAP-1 [20], a small nano satellite platform with active propulsion.

• PalmSat [122], a satellite the size of the palm of a hand.

• ChipSat [123], a basic free flying satellite in the form of an integrated chip.

• PCBSat [23] a free flying satellite on a printed circuit board half the height of 10 cm cube.

Apart from PCBSat, ChipSat, rest of the satellites have in-orbit experience. Amongst them, only CubeSat

has demonstrated more than a decade of in-orbit operations see for instance the Xi-IV CubeSat [124].

The new group of very small satellites is classified into pico/nano/femto classes of satellites, illustrated

in Figure 1.1. Although pico/nano class of satellites are sought to be simpler than conventional satellites,

nevertheless they are complex [125], heralding challenges for the mission designer, and systems engineer.

For instance design of real time operating system to operate on simple low resourced microprocessors,

low powered data storage capabilities, low powered data communications, smaller sensor designs, and

so on.

These platforms hold great potential, however, the size does limit the application. “Such small satellites

cannot cater for all mission types, especially where large transmitter powers, antenna arrays or optical

apertures are required for applications such as direct broad cast TV, mobile voice / data communications

from geostationary orbits or for high resolution Earth or astronomical imaging,” [125, ch.18]. However,

when deployed at altitudes less than 1000 km, they have demonstrated in-orbit readiness. A broad set of

applications are listed as follows;

• These miniature satellites are particularly suitable for hands-on-training for young scientists, engineers,

experiencing technical and managerial aspects of mission design.

• These are suitable for fulfilling amateur communications, remote sensing and space science applica-

tions.

• The satellites can make affordable constellations possible.

• The satellites are feasible to demonstrate new technologies in orbit.

The small satellites have gained wide acceptance in the academia and national space agencies [63, 62]

for which inter-satellite links are one of the current research activity [126].
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2.4.2 Data Link Layer

OSI (open system interconnection) [127] suggests 7 functional layers for a data network communicating

via physical link, of which the first is the physical layer whose responsibility is to transmit bits in the

form of electrical signals over a shared medium, example specifications are Ethernet (IEEE 802.3) for

wired local area network, Wifi (IEEE 802.11 [128]) for wireless local area network and WiMax (IEEE

802.16 [14]) for wireless wide area network. Since the medium is being shared, a medium access control

(MAC) mechanism is also required which is addressed in the data link layer e.g. collision* avoidance

(CA) [129], collision detection (CD) [130] within the family of carrier sense multiple access (CSMA)

algorithms [34]. CSMA/CA is used in IEEE 802.11 data link layer, referred to as the medium access

control (MAC) algorithm.

When several nodes are connected, then the sender of data must know the destination, for which, the

network entities should know the route to be taken by the data packets to reach the destination, just like

postal service, logical addresses are maintained to mark possible routes to each entity or node. Route

determination and management is the goal of the network layer see for details [131, 132, 133]. Rest of

the functionality is not necessarily required to establish a network, but they are required for addressing

compatibility of formats of data e.g. distinguishing multimedia related data from email related data from

facsimile data from control data.

The Table 2.8 highlights physical layer specifications adopted by variants of the IEEE 802.11 protocol

for wireless local area networks. DSSS and OFDM are the two main physical transmission schemes

proposed and implemented by original equipment manufacturers (OEM) devices.

Table 2.8 IEEE 802.11 standard physical layer evolution.

Release Standard Frequency Bandwidth Modulation Antenna Max Data Rate
Date (GHz) (MHz)

1997 802.11 2.4 20 DSSSa,FHSSb - 2 Mbps
1999 802.11 b 2.4 20 DSSS - 11 Mbps
1999 802.11 a 5 20 OFDMc - 54 Mbps
2003 802.11 g 2.4 20 DSSS,OFDM - 542 Mbps
2009 802.11 n 2.4, 5 20, 40 OFDM MIMOd 600 Mbps
2013 802.11 ac 5 40, 80,160 OFDM MIMOe 6.93 Gbps

aDirect Sequence Spread Spectrum
bFrequency Hopping Spread Spectrum
cOrthogonal Frequency Division Multiplex
d Multiple Input Multiple Output, 4 spatial streams
eMultiple Input Multiple Output, 8 spatial streams

*When two or more nodes transmit simultaneously on the same medium, then the signals interfere, destroying the
waveforms in a manner, that the represented data is corrupted, considered as lost. This phenomenon is called collision of
packets / data in computer networks.
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The typical data rates and modulation schemes of IEEE 802.11 standards are listed in Table 2.8. The

carrier frequency operating in industrial, scientific and medical (ISM) license free frequency bands i.e

2.4 and 5 GHz, one of the reason of low cost but widely used standard. Sidibeh [32] evaluated the MAC

layer and proposed changes in its internal timers which keep track of the control messages required in

network establishment.

2.5 Analysis of ISL Research for SBWSN

Like many advanced technologies, the origin of WSNs is seen in military and heavy industrial appli-

cations. The first wireless network that bore any real resemblance to a modern WSN is the Sound

Surveillance System (SOSUS), developed by the United States Military in the 1950s to detect and track

Soviet submarines. This network used submerged acoustic sensors – hydro phones – distributed in

the Atlantic and Pacific oceans. This sensing technology is still in service today, albeit serving more

peaceful functions of monitoring undersea wildlife and volcanic activity [134].

The Defence Advanced Research Projects Agency (DARPA) started the Distributed Sensor Network

(DSN) program in 1980 to formally explore the implementation challenges. With the birth of DSN

and its progression into academia through partnering universities such as Carnegie Mellon University

and the Massachusetts Institute of Technology Lincoln Labs, WSN technology soon found a home in

academia and civilian scientific research. Governments and universities eventually began using WSNs

in applications such as air quality monitoring, forest fire detection, natural disaster prevention, weather

stations and structural monitoring [135]. The concept has perpetuated from its terrestrial application to

space [33].

Examples of influential academic/industrial initiatives on WSN are the following:

• UCLA Wireless Integrated Network Sensors (1993)

• University of California at Berkeley PicoRadio program (1999)

• Adaptive Multi-domain Power Aware Sensors program at MIT (2000)

• NASA Sensor Webs (2001)

• ZigBee Alliance (2002)

• Centre for Embedded Network Sensing (2002)

• Space based wireless sensor network (2002)

• ESPACENET (2008)

It is but natural that the WSN finds its application in space. The following typical DSS applications also

benefit from the enabling technologies being developed for SBWSN:

• Rendezvous missions; requiring navigation and guidance based on ISL.

• Formation Flying (FF) missions; requiring navigation and guidance based on ISL.
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• Global Communication Systems; requiring data hand-over from one satellite to the other i.e telephone

calls handed over to satellites similar to a cellular network.

• Tracking and Data Relay; when LEO satellites are not visible to ground stations, GEO based satellites

provide a reliable link.

• Interplanetary Environmental Sensing; be it for planetary surfaces or in the outer atmosphere.

A number of concurrent developments have been undertaken since the turn of the century, particularly

in the first decade, which are directly required in SBWSN, particularly the work on ISL used in FF

missions. The existing research in the SBWSN can be summarised as follows:

1. Pico/nano satellite research has resulted in SNAP-1 [20], PalmSat [122], ChipSat [136, 123, 23],

PCBSat [29] at SSC, UK, whereas CubeSat [21] from PolyTech collaboration with CalTech, USA.

2. Deployment mechanism: P-POD and likes are space qualified.

• PCBSat and CubeSat have a standard deployer called P-POD [22] which can be interfaced to

major space launch vehicles,

• It has been tested on DNEPR (Russian) and PSLV (Indian) for cluster deployment, thus gaining

extensive space heritage-+.

3. SNAP-1 which was launched in 2000, carried ISL capability. However, ISL was demonstrated by

the nano-satellites CAN-X 4&5 [137] in 2014 for their autonomous formation flying mission. Some

notable ISL works are listed below:

• Single carrier based UHF transceivers using BPSK, or QPSK.

– Custom transceivers were used in SNAP-1, Can-X 4&5, operating in UHF band.

– The only proposed cross link channel simulator is [101], where ISL is considered free space,

thus only path loss is modelled.

– Folding antennas [138] for CubeSat are being investigated, phased array antenna with electrically

steerable beam suggested to support IEEE 802.11 based network [139, 32].

• IEEE 802.11 has been investigated for its data link protocol found to be feasible with minor

modifications in internal timers [31].

• The Routing problem is the next critical factor that needs addressing after adopting physical and

data link layers for SBWSN. Although routing algorithms have been investigated for terrestrial

WSN [133] but not from the perspective of SBWSN. Routing in Mobile Ad hoc networks (MANET)

is a similar problem [132]. Issues in LEO satellite network routing has been considered in [140].

• Delay tolerant network issues have been investigated by Muri [131] for nano satellite networks.

4. Design of testbeds in the context of SBWSN lacks investigation, but it bears similarity to testbeds

developed for formation flying missions.

• A SBWSN network testbed has was proposed by Wu [36], which also assumed a simple free space

path loss model, whereby relative motion and Doppler Shift were not taken into account.

• Formation Flying cross link testbeds [101, 97] incorporate scintillation effects to study range

estimation accuracy using cross links.
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5. Saratoga [141] , a UDP file transfer protocol has been tested for LEO to ground link, which can be

used in SBWSN.

From the above summary, it can be seen, that various enabling technologies required for a functional

SBWSN have been addressed, such as design of small mass producible spacecraft to act as sensors,

development of enabling technologies e.g. ISL for such small spacecraft, adopting networking protocols,

and launch vehicles capable of deploying clusters of small spacecraft. However, it is found, that despite

the advances in a broad range of enabling technologies, the physical layer issues and the pertaining

testing mechanism have not been tackled, which constitute a gap in the present state of the art.

2.6 ISL Evaluation Methodology for SBWSN

Testing is an important aspect in research and development, and in the context of ISL, physical testing

is of utmost value. Since, it is difficult to conduct field tests for ISL in space as and when required,

therefore, most of the development is perceived to be carried out using simulation tools, in which the

channel models would play a critical role. Although, most of the literature assumes free space path loss

for point to point links for their extremely high carrier frequencies, however, SBWSN is perceived to

operate in bands allocated AMSATs or ISM, to avail existing COTS for ISL designs. Therefore, a testing

mechanism to evaluate the performance of ISL is also one of the critical enabling technologies required

in developing future SBWSN.

The current inter-satellite link development is focused on Formation Flying missions, where two satellites

require point-to-point links. The ISL is employed to measure inter-satellite distance, in addition to

communications links for passing navigation and guidance data. The testbeds for such missions have

been developed by ESA and JPL (as discussed earlier in section 2.2.1.2), which is currently restricted to

testing point to point links between two satellites. Whereas, in the case of SBWSN, point to multipoint

links are required, where, multiple satellites want to establish communication links.

Unlike FF testbeds, SBWSN has to test the network protocol suite incorporating the impact of link

outages the cause of which is when the satellites move out of range of the link, or loss of signal due to

deep fades observed when satellites traverse parts of turbulent ionosphere. Furthermore, any change in

the physical layer data throughput rate, in turn affect the higher layer performance. Therefore, for end to

end network performance measure, additional features are to be incorporated in the testbed for SBWSN.

One of the features is to provide physical interfaces to four or more radios, so that completely developed

sensor satellites and relay satellite, be tested for networking under normal as well as adverse conditions.

It is pointed out here, that the interdisciplinary nature of ISL for SBWSN, demands a systematic approach

to the development and testing of multiple aspects of the network. Since the physical layer performance

governs the overall end to end performance of the network, therefore, special care must be done in

incorporating the physical link quality in other network layer performance evaluation. The testbed is
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Fig. 2.8 Proposed testing mechanism for evaluating inter-satellite links for a SBWSN. NS-3 is a third party
network simulator. The satellites represent the fully developed ISL hardware for members of SBWSN.

a pure simulation environment, with a separate module to allow physical hardware interface to fully

developed ISL modules of satellites.

In the light of the above discussion, a testing mechanism is proposed. The functional modules are

illustrated in the Figure 2.8. These functional blocks are complex, and must be developed in stages;

initially only for simulation based studies in baseband, then allowing hardware interface, and finally a

complete hardware emulator and simulator with defined APIs to interact with other network simulators.

For the purposes of this research, the functional blocks to be part of the proposed testbed are worked

out first. Although a hardware based testbed is useful, hardware based test equipment tend to be costly,

therefore, simulation based tools would be developed and used in this research work.

The major modules perceived in SBWSN testbed are:

• an environment generator,

• an orbit propagator, and

• a channel emulator, whose purpose is to generate impairments for the ISL.

Although not being considered part of the testbed, that a mission scenario evaluator/developer would

be required eventually, since the testbed depends on the input from mission scenario. Automating this

process would be useful.

It is envisioned that the testbed would operate in the following sequence:

1. A mission scenario is worked out first, in which the placement of satellites in line with the mission

objectives is carried out, resulting in orbital configurations of the SBWSN i.e. the initial state of the
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physical topology of the members of the SBWSN is identified. The in-orbit environment is identified

based on the region of deployment. The orbital parameters are then passed to the orbit propagator.

2. The testbed takes input in the form of orbital parameters, and a specified region of interest. The

trajectory of each SBWSN member is computed to identify inter-satellite link geometries useful in

determining line of sight.

3. The environment generator, determines the state of plasma, space debris or other elements in the

identified orbits, so that any impairments caused by such elements could be computed.

4. The channel impairment generator, would compute expected degradation on selected links during

the, based on the inputs from orbit propagator and environment generator.

5. Finally, once the computations are completed, the impaired ISL is ready for use. In this thesis, it is

being perceived for evaluating the performance of physical layer i.e. the performance of analogue

front end, the baseband modem.

The mission scenario is studied for possible mission deployments. Based on the information of the envi-

ronment and the orbital propagator, a link tester would generate impairments i.e. channel deteriorating

effects on the communications links. For each new point the link range, and link quality would vary,

therefore, numerical orbit propagator is perceived.

In this manner, the networking protocols running on-board satellites, could be tested, for disruptions

caused in physical links. It is important to understand, that, physical links may or may not be guaranteed

in the case of SBWSN, therefore, testing in such an environment is critical to the overall performance of

SBWSN protocol suite.

2.7 Conclusion

Although the concept of wireless sensor networks is appealing and several concurrent developments have

enhanced the current state of the art of enabling technologies for SBWSN, but the physical aspects of

the communications links between the satellites are deliberately left, since they are considered mission

specific. It is true, that a general treatise of physical link issues is not fruitful, because the possible

topological configurations are mission specific e.g. the location and manner of deployment of satellites

dictate the inter-satellite link geometries, line of sight, and relative dynamics of the satellites. Further-

more, the communications channel characteristics for such ISL, depend on the in-orbit environment, the

type of antenna used for ISL, and the operational frequency of the carrier wave. Performance evaluation

of a modem is therefore mission specific as explained in the dependency chart illustrated in Figure 1.7

and described in section 1.3. Incorporating all of the above stated factor in the performance evaluation

tests is the identified need for space based wireless sensor networks. A testing mechanism, that would

capture the deteriorating effects of in-orbit environment and the motion of satellites, on the inter-satellite

links. So that, the impact of deteriorated physical layer performance could reflect upon the working
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of the higher layers of the complete networking protocol suite being used. For example, in the case

of IEEE 802.11, data link layer performance depends on the performance of physical layer. And the

performance of the appropriate network layer protocol depends on the combined performance of data

link and physical link layers.

Since, the SBWSN concept itself is novel, and a handful of mission scenarios have been worked out in

detail, therefore, for ISL investigations, a mission scenario depicting the SBWSN concept is required.

Using the concept mission as the basis of specifying the physical topological configurations, relative

motion would be assessed. The specified region of deployment would help in studying the in-orbit

environment from its impact on propagating electromagnetic waves. Hence building blocks of the

proposed testbed would thus be laid out, which can be further developed in future, since developing

such a multi-disciplinary testbed as a complete module is out of the scope of this research.

As discussed in section 2.6, a testbed or a testing mechanism is essential to the current study, which is

not available at the time of writing of this thesis. Therefore, as per the functional requirements outlined

earlier, the rest of the thesis is structured along the lines of the proposed ISL evaluation methodology for

SBWSN, i.e. first a SBWSN mission scenario is identified, based on which the relative motion would be

evaluated, then, the environment in the identified orbit would be assessed, and communications channel

characteristics would then be determined. If the channel characteristics can be simulated using existing

channel models, then existing models would be used, and the requisite changes in the set of parameters

would be done.

It is important to ascertain the true nature of the channel in which the link is to operate, to ensure

acceptable operations of the ISL device, be it to support standard specifications defined by IEEE 802.11

or PROX-1 standards or be it to support custom specifications defined by the design engineer.



CHAPTER 3

DEFINITION OF A MULTI-POINT

SENSING MISSION FOR IONOSPHERE

MONITORING

According to the Space based Wireless Sensor Network (SBWSN) concept, several small satellites

act as sensors, communicating with each other, exchanging engineering data i.e. operational status

of sub-systems as well as passing measurements. The data is passed either to a central processing

facility in-orbit or on ground. The information is thus extracted from the data, and distributed to

concerned users/applications. The sensor network may be placed in Earth bound orbits, even about a

larger spacecraft (geostationary communications satellite), on other planets, asteroid, moons, or sent

farther away from Earth in deep space. The transmission/modulation scheme would perform differently

for different environments. A generic communications system design becomes too complex to cater

to deteriorating effects of all possible environments. In addition to the environment, each spacecraft

design poses its own constraints e.g. smaller satellites have less resources thus are able to support

simpler antenna systems, generate less electrical power, thus are less capable, whereas, larger satellites

can carry large furled parabolic mesh surfaces acting as high gain directional antenna, generate more

power, and thus can handle complex operations in orbit. The mission payload / instrument determines

volume of data to be transferred between the sensor. The nature of data itself may be critical or time

constrained. The above stated factors i.e. the environment, spacecraft platform, the data volumes and

the user requirements, together, determine communications system design specifications.

This Chapter defines an application mission scenario to highlight operational requirements for inter-

satellite links as perceived from the point of view of the SBWSN concept. It defines the mission

objectives from which the region of spacecraft deployment determining the type of anticipated orbits.

Since the ionosphere is to be monitored by measuring the electron density at multiple points, the region

of interest lies in Low Earth Orbit (LEO) at altitudes below 1,100 km.
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3.1 Introduction

The main purpose of a communications system is to transmit the message as far as possible, as correctly

as possible. Therefore, it is of utmost importance to identify the properties of the environment that affect

the wireless link, which are referred to as communications channel characteristics, or commonly

known as channel models in the telecommunications industry. Some of the effects of a communications

channel on the transmission are discussed to highlight the significance of confining the scope of research

to a particular environment in space.

When the message is transmitted in the form of digital data, then the data transfer rates is one of the

design specifications i.e. the number of bits transmitted in one second. Therefore, a bit when represented

by a waveform is confined in time. A system designed to transfer at low data rates operating at a distance

within a certain environment, may not be able to operate at all for a higher data transfer rate, for the

same distance and environment. The environment effects on the wireless link is more distorting in the

case of high data transfer rate, than lower rates. Identifying the minimum and maximum data transfer

rate requirements is one of the fundamental design specification.

Satellites are placed in orbits, in which they are constantly in motion. Relative motion of satellites cause

receiver side carrier wave shifted from the originally set value. There are many ways to place satellites

in orbits, depending on the underlying application scenario. When multiple satellites are deployed, then

they can be deployed as part of a constellation, cluster, or swarms. The constellation design sparked

interest during the 80s and 90s , where, communications satellites were being evaluated for placement in

LEO or MEO, e.g. the IRIDIUM, TELEDESIC, BigLEO mission concepts, of which only IRIDIUM

is the only constellation with inter-satellite links. The consideration for constellation design was to

determine the minimum number of satellites to be placed in such a manner, that all parts of the globe are

covered by the radiation patterns of the antennas on board such satellites. Notable constellation design

theories are Walker [142, 143], Ballard [44] and more recently a different form of visualisation applied

to the same orbits known as Flower Constellations [42, 144, 43] (see Annex D for example Walker

constellations).

Therefore, the knowledge of the environment and its distorting effects on the wireless link along with

the data transfer rates and the relative motion of satellite, is not only essential but critical to the design of

the communications system to support inter-satellite communications. Being a new concept, there is a

handful of published literature [145, 39, 35, 40, 146, 41, 147, 37, 139, 103], addressing the inter-satellite

communications system (COMS-ISL) design issues for specific space based wireless sensor network

based mission scenarios.

The aim of this chapter is to define an example SBWSN mission scenario to highlight the underlying

issues which directly affect the communications system for inter-satellite links (COMS-ISL). COMS-
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ISL refers to the transmission schemes implemented on the hardware transceiver including the baseband

modem, analogue front ends, and the antenna sub-system.

The factors which are derived from mission objectives, and affect COMS-ISL design are as follows:

• The payload defines the data transfer rate requirements; based on the volume of data generated by

science payload, data transfer rate requirements are ascertained.

• The payload is selected on the basis of phenomenon to be studied. The occurrence of phenomenon in

space determines the region of interest, therefore orbits are selected which cover the region of interest.

The selection of orbits directly influence the design of communications system in two ways

(a) The in-orbit environment can be specified, which can be investigated for communications channel

characterisation. Which inturn determine suitable modulation schemes to be used to support the

specified data rates.

(b) The placement in orbits, also determine the inter-satellite relative motion, which can be used to

determine the Doppler Frequency shifts and shift rates, observed at the receiver side — one of

the critical design specification for phase-locked loop (PLL) based tuning circuits in the analogue

front end of the receiver.

• The payload also defines the supporting bus-systems, which must be confined to the smallest possible

spacecraft platform so that overall mission cost be reduced as perceived in SBWSN [11, 33]. The

hardware design of communications system is then restrained by the available resources in terms of

mass, volume, electrical power, and placement within the selected class of satellite — an important

hardware design consideration.

• The payload defines the attitude control method of spacecraft, whether it is to be spin stabilised or

3-axis stabilised. The selected attitude control mechanism directly influences the type of antenna

sub-system to be used as the radiating element for the communications system.

The above stated factors lead to the following aims and objectives of this chapter:

1. Define the science payload, by identifying a pressing issue in the space science community requiring

multi-point sensing space mission:

a) Prefer commercially available systems also called commercial off the shelf systems (COTS) for

the payload instrumentation and associated electronics.

b) Determine the electrical power requirements, mass, shape, sizes, for which smallest pico/nano

class of satellite be suitable.

c) Determine the volume of data generated by each payload, so that data rate requirements for

COMS-ISL be considered.

d) Define the attitude control requirement of science payload

2. Identify associated bus-system needed to support the science payload.

3. For the region of interest, determine suitable types of orbits.

4. Determine the feasibility of the concept mission scenario (a feasibility metric needs to be defined).
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The feasibility of the mission scenario defined above depends on the following three factors:

(i) Low cost: The mission would only cost less when unit cost of satellite itself is considerably

low, i.e. pico/nano class of satellites be preferred, since they are inherently low cost platforms

compared with conventional mini/micro satellites (Figure 1.1). The per unit cost can be lowered

by utilising COTS in the development of satellites, therefore one of the feasibility metric factor is

the use of COTS, along with the preference of pico/nano satellites.

(ii) Science return: An enhanced science return is possible by improving the spatial and temporal

resolutions of the measurements, which translates in to the use of multiple satellites with the

same measurement instrument deployed in the region of interest. The use of multiple sensors also

overcomes the inherent ambiguity arising from single point measurement. Therefore, a feasibility

factor would be the use of small science instruments which could fit in the confines of pico/nano

class of satellites.

(iii) Technical feasibility: A low cost mission can be scientifically feasible, but engineering issues

may prohibit its practical realisation on technical grounds. To evaluate technical feasibility the

following are to determined: (a) ease of integration and availability of bus-systems for the satellite

development (preference given to COTS), (b) ease of deployment of such satellites in orbit, (c)

ease of operational and management issues and (d) graceful death of satellites so that in-orbit

space is available for reuse as well as to reduce man made space debris a major cause of damage

to satellites.

3.2 Significance of the Ionosphere

The Earth’s ionosphere has a direct impact on technology used in our daily life, particularly radio based

services. The disturbances occurring in the ionosphere [148] affect the radio applications [149] as

illustrated in a summarised form in Figure 3.1. Its significance is highlighted by the following services

and activities:

• Long distance communications using high frequency (HF) bands i.e. 3-30 MHz. The transmitted

waves directed towards the sky, bend as the rays refract while passing through the various electron

densities in ionosphere. The turbulence in the nominal electron density change the refractive index of

ionosphere, causing change in direction of propagation, resulting in a loss of reception at the destined

location. Scintillation i.e. the rapid changes in phase and amplitude of the received signal, is frequently

observed at the receiver, is also known to be the effect of turbulent nature of ionosphere. In addition to

the HF long distance communications, the TV broadcasting via satellites, the communications line

between railways and electrical power house grid stations get damaged due to severe solar storms

(severe turbulence in ionosphere and above).
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Fig. 3.1 An illustration of effects of ionosphere turbulence on electronic assets in use today (courtesy of
NiCT [149]).

• Global Positioning Satellite Service (GPS) [150], deployed in medium Earth orbits (MEO), contin-

uously transmit radio signals, which are used to determine the location for navigational purposes

e.g. GPS receivers in car. While passing through the ionosphere, the actual wave parameters change,

resulting in erroneous position, at the receiver. The turbulence in electron density, increases the

positional errors, even loss of signal in severe conditions.

• The surge in electron density essentially increases with the onset of highly energetic particles, which

can penetrate not only space assets in orbit, but can be a source of danger to humans travelling in

aeroplanes while flying near the poles [151].

• The international ionosphere reference (IRI) model constantly relies on measured parameters to correct

its prediction accuracy which depends on insitu measurements to accommodate anomalies [152].

• The science community is interested in the morphology of the disturbing structures found in iono-

sphere [153], correlating with events triggered in space or from Earth [154, 155].

• The study of Ionosphere has been emphasised by major space agencies in their long term goals. NASA

has set ionosphere related missions in its "Sun-Earth Connection" programme [64]. ESA acknowledge

the space weather significance and monitoring of ionosphere in its "Cosmic Vision" programme [65].

Although the Ionosphere is studied from ground based instruments, however, real insight is achieved

from the insitu measurements by space missions.



3.2 Significance of the Ionosphere 52

3.2.1 Space Science Missions to Explore the Ionosphere

In this section a brief history of the ionosphere exploratory missions is discussed. Since the early space

age, several missions have been sent to study the Earth’s ionosphere for its constituents, the dynamics,

and interaction with solar and cosmic radiations. The ability to diagnose ionised gas for its constituent

particles, statistical estimates of its density, temperatures, and velocity vectors improved with each

successful mission flown, thus a flight heritage developed, which resulted in a better understanding of

plasma behaviour in ionosphere. Since the same ionospheric plasma forms the atmosphere causing

atmospheric drag to lower earth orbiting satellites, the modelling of this part of atmosphere becomes an

integral part of space mission designs. The knowledge accumulated helped in developing more accurate

and complex set of instruments [156], spacecraft and ionosphere models [157]. Satellites carrying

payloads to measure the chemical composition, temperature and drift velocity of various particle species

were sent in ionosphere.

The early Explorer comprising a set of five satellites named Atmosphere Explorer were launched in

sequence between 1963 till 1976 [158]. These satellites were placed in orbits which mutually completed

the coverage of all latitude ranges, from equatorial to polar, flying at heights from 150 km to several

thousand kilometres. The sampling rate was about 0.1 to 1 Hz (considered low). These missions were

able to take long uninterrupted measurements, providing valuable insight to the ionosphere.

In 1991, a satellite couple named Dynamics Explorer (DE) was launched which studied the wave activity

in ionosphere. Both satellites had a perigee of about 300 km and 460 km, carrying a payload to measure

electromagnetic emissions, plasma parameters and super thermal charged particle fluxes. A series of

space missions to study electromagnetic emissions, turbulence and instabilities in ionospheric plasma

were Viking, AKTIVNY, APEX, and FREJA [159]. These satellites had a perigee between 440 and

650 km and apogee of several thousand kilometres. The scientific payload included electro-meters and

magneto-meters.

New possibilities of on-board data processing system was realised in FREJA which allowed transmitting

not only the spectra but also the wave form of plasma emissions including high frequency Langmuir

oscillations. This helped in observing the generation and decay relationship of wave processes in

different frequency bands.

Monitoring was not the specific goal of any of the above mentioned missions. The scientific payload

was switched on only in the region of interest for example, the two Auroras, the equatorial region or

higher latitude. Probably the first time monitoring was realised, was by the French mission Demeter

[155], a micro satellite placed in circular sun synchronous orbit at an altitude of 700 km in June 2004.

The distinguishing feature was the objective to register electromagnetic emissions in the ionosphere

triggered from "below" i.e. the Earth quakes, tsunami, volcanic activity; these signatures are of interest

to different researchers which is the basis of a proposed cluster mission to monitor ionosphere see [154].
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Both spectra and wave forms of the measured data could be transmitted with the aide of modern on

board data processing units, therefore high speed communications links are required. The payload was

switched off at latitudes higher than 70◦, therefore only selected region could be investigated.

Missions sent earlier in Earth’s Ionosphere were to study and enhance the capabilities of the spacecraft

engineering and measurement instruments. Spacecraft designs have shown a trend towards lighter and

more capable spacecraft, where resources are designed around the payload, such as shown in Figure 3.2.

In this design approach either more instruments could be added to the payload, or the instrument could

optimally utilise the available resources. In either case the science return of the mission increases [160].

Distributing the payload to several small satellites would allow distributed satellite systems to operate,

with a much higher spatial and temporal resolution, as well as a reduced payload to mass ratio, allowing

capable spacecraft, with lesser complexity in design and much higher science returns.
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Fig. 3.2 Payload to mass ratio of a few spacecraft missions (adapted from [160])

3.2.2 Space Plasma Instruments

The purpose of this section is to review instruments used in ionosphere exploration, which could be

deployed on very small spacecraft. By identifying the instruments the data transfer rates can be assessed,

which is essential in determining the ISL data throughput requirements.

Today a single spacecraft carries a plethora of scientific instruments.

Since any measurement instrument has a limited measurement range, therefore, other instruments

extend the measurement range as well as sensitivity. On STEREO mission, the set of instruments

taking measurement are listed in Table 3.1. The particle and wave nature of plasma is investigated by
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separate measurement instruments, having their own range and frequency. The data rates would assist in

determining the base requirement of communications systems.

Each of the mentioned science payloads can form a separate sensor satellite, thus various size and shapes

of emerging sensor satellites are envisioned. For the sake of system level evaluation only the smallest

simplest instrument which can fit in CubeSat would suffice to prove the concept being propagated in this

chapter.
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Table 3.1 The scientific instruments in the particle and fields package (IMPACT) on STEREO mission [161], illustrating the typical mass and data rates of space
plasma physics on a single spacecraft.

Experiment Instrument Measurement Range Mass Power Data Time
(kg) (W) (bps) Resolution

SW STE Electron Flux 2-100 keV 0.35 0.20 34 1 min
and Anisotropy

SWEA 3D electron distribution 0.3 keV 1.41 1.10 41 1 min
core and halo
density, temp,
anisotropy

MAG MAG Vector field ±500nT 0.55 0.38 76 0.25 s
±65536nT

SEP SIT He to Fe ions 0.03-2 MeV/nuc 0.84 0.64 60 30 s
3He 0.15-0.25 MeV/nuc

SEPT Diff. electron 20-400 keV 0.79 0.60 30 1 min
flux.
Diff. proton 20 -7000keV 1 min
Anisotropies As above 15 min

LET Ion Mass 2-28 and 1.5-40 MeV/nuc 0.51 0.18 80 1-15min
anisotropy
3HeIons flux 1.5-1.6 MeV/nuc 1-15min
and anisotropy
H ions flux and 1.5-3.5 MeV 1-15min
anisotropy

HET Electrons flux 1-8 MeV 0.33 0.07 30 1-15 min
and anisotropy
H 13-100 MeV 1-15 min
He 13-100 MeV 1-15 min
3He 15-60 MeV/nuc 15 min

SEP — — 1.69 1.44 — —
Common IDPU — — 1.78 3.22 33 —

or 126
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3.3 Mission Objectives

In this section a scientifically feasible mission scenario, based on the overview of the SBWSN concept

above, is determined. The proposed ionosphere monitoring mission has a two-fold agenda: (i) to address

a long outstanding science community demand for a multi-point sensing mission for space plasma [161]

and (ii) to demonstrate the feasibility of the space based wireless sensor network concept [117, 33, 162].

3.3.1 Scientific Goals

• To address the much needed multi-point sensing requirements by space plasma physicist. The region

selected for study is Earth’s ionosphere, which lie in the lower Earth orbits i.e. altitude less than

1000 km.

• To determine a minimal set of science instruments needed to take meaningful measurements of plasma

bulk properties. The charged particle (electron) density is to be determined at different vantage points.

3.3.2 Technical Demonstration Goals

• To define the mission on the lines anticipated in the concept of space based wireless sensor networks.

• To confine the size of spacecraft to pico or nano class of satellites.

• To determine the physical topology of the network formed by satellites either in free flight mode, or

regular mode with orbit control.

• To demonstrate the use of modified IEEE 802.11 b protocol, in establishing ad hoc networks in space.

Unlike monolithic single spacecraft based missions, the proposed mission is based on distributed satellite

system (DSS) comprising several satellites of various sizes, whose aim is to provide for “the necessary

requirement of continuous uninterrupted data with substantial temporal and spatial resolution” [161]

to assist the space plasma physicist in getting a better picture of the complex interaction of terrestrial and

extra terrestrial phenomenon with ionosphere[157, 153] specifically for its effects on space assets [163].

3.4 Sensor Network Hierarchy

When plasma density in Earths ionosphere is to be measured, the region of interest spans over three

dimensions covered by the latitude, longitude and the altitude. Plasma variations are not only limited

spatially, but also temporally varying from a few seconds to several months of turbulence. Several

sensors taking simultaneous measurements are thus desired.
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Since the sensors are continuously in orbit, their orbital speed and the minimum time to setup a

measurement dictates the lower limits of spatial and temporal resolution. Consider at an altitude of

600 km, the average speed in orbit is about 7 km/s, so 7000 m has been traversed in one second. When

the time to take one measurement is say 1 msec, then 70 m has been traversed already. Where the

requirement is to take measurements at less than 70 m separation, faster response instruments are

required.

Using smaller low cost satellite platforms not only reduces the cost of the mission, the smaller size of

satellite reduces the contamination caused by wake generated around the moving satellite in plasma, and

reduces the risk of destruction due to collision of satellites in close proximity.

The smaller size of satellites has a down side; smaller size, lesser volume for science instrument,

lesser power generation capability, consequently compact systems design which tends to be complex

particularly from the Electromagnetic Interference (EMI) and Electromagnetic Compatibility (EMC)

conformance testing. Smaller size of spacecraft also means that the communications system particularly

the high gain antennas, high power amplifiers operating in the carrier frequency range become not only

power hungry, but fitting the system in small confines of the spacecraft becomes a challenge.

Therefore in view of anticipated smaller communications system on the sensor satellites, rather than a

direct communications link with ground, a slightly larger satellite than the smaller sensors, equipped

with higher gain antenna, sensitive receiver and high power transmitter is envisioned to act as a relay.

The relay satellite is considered an integral part of the sensor network, whose purpose is to gather data

from sensors passing it on to the ground station (GS), similar to WiFi range extender used in home today.

The relay satellite can be a larger nano or microsatellite such as the Surrey Satellite Technologies Ltd.

(SSTL) series of satellites (UoSat) [164] (depicted as the microsatellite in Figure 3.3).

It is important to highlight here, that the same transmission scheme must be used in both the sensors and

relay satellites, different modulation schemes are not compatible. The network of sensors is depicted as

a block diagram indicating inter-satellite distances. A complete route of data transfer from sensor to

ground station is clearly indicated in Figure 3.3. However, the same route of data transfer in Figure 3.4,

depicts a more factual picture by considering in orbit placement.

Important factors pertaining to the inter-satellite communications design are the distances between the

sensors, the distance between the sensor and the relay satellite, and between relay to relay satellite. It

is anticipated that the relay satellite would be a constellation of several satellites in a string of pearl

configuration. Whereas, the pico satellite having no orbit control mechanism, would be in free flight

mode, their orbits would be governed by natural forces acting on them, as well as the initial conditions

at the time of deployment in orbits. The nano satellites with orbit control mechanism may be able to

maintain a close proximity operation for a limited period of time. Since they would operate in close

proximity as compared to conventional satellites, they are to form clusters to distinguish them from

constellations. It is pertinent to mention here, there is no clear definition of the terms constellations,
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Fig. 3.3 Ionosphere monitoring mission (IMM) network hierarchy of larger mother satellites acting as relay to
smaller sensors.

clusters or swarms used in distributed satellite system literature, therefore the definition stated above is

meant in this thesis.

Furthermore, it is envisioned that to improve spatial resolution, a nano satellite be harbouring a pico

satellite, which could be released to take measurements the length of the tether less than a few tens of

meters. The purpose is to take measurements of the fine scale phenomenon, which is missed by the high

speed satellites in orbit. The mother - daughter concept is illustrated in Figure 3.10 described in detail in

sec 3.6.

The satellites responsible for sensing shall be referred to as SenSat, which would be pico or nano class

of satellites preferably less than 10 kg mass. The satellites responsible for relaying data from sensors to

ground station shall be referred to as ReSat, which are either nano or micro satellites preferably of the

mass less than 30 kg.

SenSat takes measurements, ReSat relays the data from each sensor back to Earth. The data can take

possible routes of which only the first two routes are considered for evaluating technical issues.

1. The link from sensor to sensor to relay satellite to Earth (depicted as route 1 by solid line in

Figure 3.4).

2. The link from sensor to sensor to relay to Geo satellite to earth (depicted as route 1 then route 2 by

dashed line in Figure 3.4).

3. the link from sensor to Geo satellite to earth (this option is not evaluated in this dissertation).
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4. the link from sensor to earth directly (this option is always possible, however, not all sensors can be

accessed at one time).

3.5 Science Payload : Instrument Selection & Description

The purpose of this section is two fold (a) to determine whether the science instrument can fit on the

smallest satellite platform, preferably pico or nano class of satellites, and (b) to determine the data being

generated in terms of volume so as to assess data transfer rates from inter-satellite communications

system.

3.5.1 Magnetometer

The required ranges and accuracies of magnetic field measurements appropriate to different plasma

environments in Earth environment are shown in Table 3.2. Since these DC measurements would be

taken from a moving platform, there will inevitably be a temporal variation, which will be characterised

as part of the future work stated in section 7.3.

The commercially available 3-axis flux gate magnetometer by Honeywell Inc. (Figure 3.5) has been

selected, which meets the range and accuracy requirements posed in Table 3.2. The magnetic field vector

sensor requires additional electrical circuitry, to make it compatible for interface with the on board

processor (computer requiring digital data). Honeywell also sell sensor with the additional electrical

Earth
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(Sensor Sat)

LEO Relay Satellite

1

2

LEO ~400 km

LEO ~700 - 800 km

GEO ~35786 km

GEO Relay Satellite

Route #1 : sensor to LEO relay to ground station (GS).

equatorial plane

North

GS

Drawing not to scale.reference mean sea level

Route #2 : sensor to LEO relay to GEO relay sat 
to ground station (GS).

(centre)

Region of Interest is gray shaded 
i.e. ionosphere.

Fig. 3.4 Communications link routes from sensor to ground station (GS) as perceived in the proposed mission
(IMM).
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Fig. 3.5 The space qualified 3-axis magnetometer from Honeywell Inc. with and without cover, proposed for use
inIMM [165].

Table 3.2 DC magnetic field measurement requirements in space science missions [161].

Environment Range (nT) Required Accuracy

Earth’s field and low-Earth Orbit 0−45,000 ∼ 0.1−1
Magnetosphere 0−10,000 ∼ 0.05−0.2
Inner Heliosphere 0−100 ∼ 0.05−0.1
Outer Heliosphere 0−30 ∼ 0.01

Table 3.3 The science payload magnetometer salient features and specifications from its data sheet [165].

Feature Specifications Comments

Digital Interface RS-232 & RS-485
Magnetic Field Range ±2 Gauss Sample rate varies from 10 to 154 samples per second
Power Consumption 0.525 Watts
Sensor Type Tri-axial flux gate 3-axis vector measurement
Size 10.57×3.81×2.23 cm

digitisation circuit as part number HMR 2300 [165], which is taken as the basis for determining the data

volume and data transfer rates*. Salient features of the product HMR2300 are shown in Table 3.3.

The instrument can measure all three axis that makes it “tri-axial” magnetometer. The sensor can

generate a minimum of 480 bps using 10 samples per second, to a maximum of 7392 bps when 150

samples per second are selected. The analogue to digital conversion (digitisation) is 16 bit for each

sample per axis. The small size makes it suitable for use in small confines such as in pico or nano

satellite. In 1U CubeSat, the illustrated magneto meter may not fit easily, however, for 2U and above,

the size is appropriate.

*Market survey and selection of the most appropriate equipment is not the intention here, rather determining the data
transfer rates from an actual instrument which had been purchased and is available in house at the time of writing this thesis.
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3.5.2 Langmuir Probe

The expected range of measurement in Earth’s ionosphere [155] for the bulk properties of plasma such

as the electron density are stated in Table 3.4. A preliminary search for commercial availability did not

prove to be useful, therefore, a paper design of the Langmuir probe is carried out, which is described in

this section. The aim is to estimate the power, mass and data transfer rate requirements of the instrument.

Table 3.4 Electron density, temperature ranges expected in Earth’s ionosphere [155].

Parameter Range Units

Electron density Ne 108 - 5×1011 m−3.
Electron temperature Te 600 - 10000 Kelvin
Spacecraft potential vs ± 3 Volts

Starting from the geometry to determine the size, shape and volume requirements of the instrument

which leads to the spacecraft platform selection. The Langmuir Probe has two basic geometries (a)

simple wire, and (b) a spherical ball. The two types of probe, and the magnetometer used on board

DEMETER space mission are illustrated in Figure 3.6.

3.5.2.1 Probe Structure

The construction and working of the wire type probe is simpler than spherical. Moreover, the line can be

twirled to fit within the small confines of the pico or nano satellite. It is recommended in [166], that the

probe should consider the following points summarised as follows, detailed in Appendix E.2;

• The length of the probe be at least 30 cm, so that it could be immersed away from the wake of satellite,

and probe the unaffected plasma. A smaller probe can also be used but its theory is complex, example

of probe used in DEMETER, of diameter 3mm and length 7.5 cm [155].

• Two probes are suggested [155]; one aligned with the spin axis, and the other perpendicular to the

spin axis as illustrated in Figure 3.7c. Thus as the spinning satellite moves, the two probes take

simultaneous measurements thus incorporating directional plasma density with respect to the velocity

vector .

• The LP be biased in a symmetric sweep mode with in the bias voltages ±5 or ±7 Volts (see Fig-

ure 3.7a).

• An in built cleansing mechanism be incorporated, with in the electronics of the probe.

3.5.2.2 Functional Description of Langmuir Probe

A brief functional description follows, where as detailed functional considerations are described in The

voltage sweep from negative to positive region attract ions and electrons which cause a current to flow in
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(a) Cylindrical and spherical shaped Lang-
muir Probe.

(b) Tri-Axial magnetometer.

Fig. 3.6 Custom built (science grade flight model) Langmuir probe and magnetometer used on-board DEMETER
mission for illustration only (courtesy of [155]).

Langmuir Probe. The measured current when plotted against the applied voltage, makes a characteristic

curve of current against applied voltage. The distinct regions of the curve provide parameters which are

used in expressions which provide estimates of electron, and ion density as well as their temperature.

The detailed description of LP working in described in Appendix E.2. The functional block diagram,

the current voltage characteristic curve, and the placement of probe on the spacecraft is illustrated in

Figure 3.7.

From the functional block diagram, the probe requires a voltage sweep generator of dual polarity and a

sensitive electric current measuring electro-meter. A quick survey of market for available components

that make up the electrical part acquiring the current and digitising the current and voltage. A preliminary

assessment of power consumption and generated data can be carried out, which is briefly discussed as

follows.

A paper design of the Langmuir Probe is described in section E.2.4, from which the electrical power

consumption is estimated. The data volume generated is estimated based on the assumptions described

in section E.2.5. Based on the working described in relevant sections, the electrical power and data

budgets are described in the following section.

3.5.3 Budget Estimates of Payload Power & Data

The power budget estimate for our instruments using preliminary paper design is tabulated in Table 3.5.

The values are worked out using basic components for the electronics for the probe, which is the

electro-meter, voltage sweep generator and ADC/DAC. The magnetometer values are taken from its

data sheet. These estimates allow the selection or design of electrical power, on-board computing and

data handling and communications systems design.
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Fig. 3.7 LP functional requirement, reference curve to determine electron density and placement on spacecraft
attracting charged particles around collector, and the wake formed behind the spacecraft [166].

Table 3.5 Estimated Budgets for power, mass and data rates for science payload.

Payload Mass (g) Size (cm) Power (W) Data (bps) Comments

LP ≤ 500 ≤ 10 - - Diameter 0.3mm
LP Electronics ≤ 98 9.8 x 9.8 x 3 ≤ 2 ≤ 30000 Worst case scenario.
Mag. meter ≤ 98 10.57x3.81x2.23 ≤ 0.525 ≤ 7392 max sample rate

3.6 Proposed Satellite Bus-Systems

For normal operations, the science payload is to be mounted on a platform called the bus systems – an

analogy of payload being the passengers and bus taking them safely to a destination while protecting

them from the outside heat, dust & smoke. In case of spacecraft, the payload is supported by the

sub-systems of the spacecraft, while protecting the payload from hazardous space environment.
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The spacecraft platform could spin about its axis and be small in size so as to reduce contamination of

ionised gas forming a plasma wake about the satellite [76, 167], but be large enough to hold the payload,

and associated electronics, electrical and mechanical systems.

The basic functional bus systems for a satellite are listed briefly as follows.

1. The electrical power system (EPS) which generates electrical power for the rest of the systems.

The main source of energy is the solar panels, which convert solar energy into electrical. A secondary

source is rechargeable battery, which is generally used in times when solar light is not available, or

when additional power by any of the sub-system is required.

2. On-board computer and data handling system: (OBC & DH) is the brains, where the micropro-

cessor is programmed to carry out tasks at specified times. It also handles the data being stored

in the memory, determining errors and correcting errors due to interaction of charged particles

in-orbit. OBC interfaced to all other systems, gathers operational / working status (health) of systems,

detecting system level faults, and passing the satellite health to ground operators.

3. Attitude determination and control: (ADC) determines whether the specified side of satellite is

facing Earth, stars, or the Sun. The orientation of each side of satellite is generally referred to

its “attitude”, which is first determined with the aide of several sensors, and then corrected using

generated momentum by several means (momentum wheels, gravity gradients, or propellant based

thrusters).

4. Orbit control: is a set of systems comprising compressed propellant and thrusters whose thrust is

controlled by electronic valves. The thrusters assist in controlling / maintaining the attitude and orbit.

This system is part of ADC therefore, together, it is called attitude and orbit control system (AOCS).

In very small satellites these propellants and thrusters are left out to ease the complexity of design,

thus the satellite operate in free flight mode i.e. its movement is controlled after ejection by natural

forces.

5. Thermal control: keeps the temperature of within the housing maintained at each subsystem

requirements.

6. Communications and antenna system: (COMS) is the next critical system of satellites, comprises

electrical circuits for communications, and antenna. The type of antenna depends on the link budget

calculations. The purpose of communications link is to allow monitoring of spacecraft operational

parameters by the ground based operators / engineers. It also allows ground staff to upload tasks,

commands to the OBC, which then schedules each task as per prescribed criterion. The purpose of

beacon signal generator is to generate low data rate signals which are picked up by ground stations

worldwide indicating that the satellite is alive.

7. Inter-satellite communications system (ISL) is in addition to the above stated typical set of sub-

systems. For the space based wireless sensor network or any distributed satellite system, ISL is a

primary communications system of the same critical level as ground communications system.
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3.6.1 Sensor Satellite Bus System and Structure

The proposed bus system functional block diagram of the IMM sensor satellite is illustrated in Figure 3.8.

The core intelligence lies with the central processor, and associated memory banks. The processor is

linked to other bus-systems via electrical and mechanical interfaces. Each system provides a basic form

of its status which is directly linked to the beacon signal generator. Keeping a separate beacon signal

generator is to add redundancy and avoiding single point of failure. If the main ground link becomes

inoperational at the time of launch or afterwards, then beacon signal generator can still send a simple

form of telemetry (engineering data) indicating the operational status of satellite. Beacon signal is one

way only, therefore no ground to satellite command upload is possible.

Fig. 3.8 The proposed bus-system architecture for pico/nano class satellites, used in IMM.

The inter-satellite link module and the ground link module can be made same, or different. Having the

same modules, implies, hardware redundancy, so if one fails the other takes over. However, the concept

of SBWSN is to allow each sensor satellite via a relay satellite.

The antenna for telemetry and telecommand is kept simple i.e. a dipole (see [26] for commonly used

antenna on CubeSat). Antenna for beacon signal generator is kept mono-pole. Both can be kept folded

before deployment and unfolded afterwards.
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3.6.1.1 Sensor Satellite Physical Structure

ReSat and SenSat are assumed to be housing similar bus-systems. The only difference is that ReSat

being larger than SenSat, can generate more electrical power from solar panels, can have better attitude

and orbit control and house powerful transmitters interfaced to high gain directional or omni-directional

antennas. Whereas, SenSat is much smaller in size, cost and mass, therefore, has less on-board resources

to spare for bus-systems.

As is with any engineering problem, either an available solution or a custom design built is the first

deciding factor. At the time when this dissertation started, at SSC, the available in house platforms were

SNAP, CubeSat, PCBSat, and ChipSat. The simplest and effective platform for ease of development

is the CubeSat and PCBSat, since unlike SNAP, they do not house any on-board propellant therefore,

associated issues with attitude control are eliminated — simpler system design. With ChipSat, each

system has to be designed using nano-technology, which again is complex and an active research field.

Whereas, for CubeSat many sub systems including its flight ready structure are available as COTS,

therefore, a satellite bus which can support a custom science instrument can be developed in a short time

(section F).

Although CubeSat initially specified 3 basic structural platforms referred to as 1U, 2U and 3U [168],

however, it has evolved into several possible configurations i.e. 0.5U, 6U, 12U as illustrated in Figure 3.9.

PCBSat is similar to 0.5U, so two PCBSats can be combined to form a 1U CubeSat.

With the preliminary analysis, it is evident that magnetometer along with its electronics cannot be housed

within 1U CubeSat, however, if magnetometer is separated into its sensor and electronics part, it can be

Fig. 3.9 Various configurations of CubeSat from a single unit to several units combined (courtesy of Radius
Space).
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fitted within 1U or less. Same is true with the Langmuir Probe. Furthermore, power requirements of LP

are not readily met by 1U or less, owing to smaller solar panels fitted to its sides. A custom design of

solar panels which could unfurl after deployment, can be a solution to the above stated power deficit.

Increasing number of solar panels would affect other sub-systems as well, by taking up available volume

which has to be shared with other bus-systems i.e. OBC, ADCS, COMS, ISL.

With the above considerations, it is safe to assume that 3U is a suitable structure for the sensor satellite.

Furthermore, it is being proposed that PCBSat can be fitted in the extra space vacant. The PCBSat

would act as daughters to the 3U CubeSat, providing extra resolution in measurement where and when

needed. The daughters are attached to the main CubeSat with tethers, with the objective to retrieve them

back when required. Since PCBSat houses similar electronics, including ISL, it can communicate with

CubeSat, in close proximity. (Actual implementation and its issues are not discussed here, since the aim

is to determine the impact on communications system for satellite to satellite links.)

The physical structure supporting the bus-systems and the sensors, along with the mother and daughter

configuration is illustrated in Figure 3.10. The larger 3U CubeSat houses two PCBSats. The placement

of antennas, LP, and the solar panels is illustrated. The bus-systems are single or double PCB cards

interfaced with 20-pin headers shown yellow and dark blue blocks.

The probe and the dipole antenna configuration is also shown. The placement of the electrical sub-system

and approximate sizes are also depicted, which gives a good idea of the space management and wiring

considerations.

The main issue arising in the CubeSat platform is generating enough electrical power for the requisite

payload and the communications systems. Primarily electrical power is generated from the solar panels.

Increasing the solar panels in a manner that they are collapsed, during the launch phase is anticipated.

Unfurling the solar panels would increase the surface area which captures the solar energy and converts it

into electrical energy. Increasing the size of solar panels allows the increased area capturing solar energy.

Therefore solar panels are to unfold when in orbit. The double surface area would roughly double the

solar power generation. The use of on-board rechargeable batteries is essential. The batteries provide

unaccounted for power surge required in burst transmissions or cleansing the probes, or discharging the

spacecraft body.

To keep the centre of gravity in the middle, all electronics including the heaviest of batteries are placed

roughly in the centre. The solar panels are of equal size, weight and are collapsible, extendable back to

compensate for the change in centre of gravity when PCBSat are ejected.

A gravity gradient boom can be installed, or a furled antenna can be placed in the other vacant space

above the electronics part.

Initially the antenna and probes are in a collapsed configuration, so the sensor satellite is just a rectangle.

As soon as satellite is deployed, the antenna unfurl, the solar panels open up and unfurl, and with
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Fig. 3.10 The proposed mother daughter sensor satellite configuration for IMM.
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the availability of electrical power, beacon signal starts generating its signal. Then initial checks are

conducted by OBC, determining links with sub-systems. When all sub-systems reply, passively the

satellite shifts its attitude to the desired

Since, inter-satellite communications is not a general requirements, therefore, its architecture, and

possible hardware configuration is discussed, to complete the preliminary design definition of mission.

3.7 Inter-Satellite Link Hardware Sub-System

The purpose of this system is to enable the satellites (or any spacecraft) with capabilities to establish

a communication link , transfer data and release the link after successful data transfer. The functional

requirements assist the designer to select the most appropriate hardware and system architecture, based

on several technology options available today, which are not known at this stage.

3.7.1 Implementation Choices

ISL is essentially a communications device, such as used for the ground link, whose basic functional

block diagram is shown in Figure 3.11. As soon as the underlying architecture is defined, the components

selection is simple. From implementation point of view, there are two options and third is a hybrid as

briefly described as follows;

1. Hardwired is implemented be fixing the functionality of baseband modem, its oscillators and ampli-

fier circuit. It is the most easy implementation, and is usually easier to optimise to consume less power.

Since there is no room for other mode of operations unlike the other two implementations described

as follows, only a hardware failure is possible. Therefore two redundant hardware implementation

complimenting each other are desirable especially in space communications.

2. Hybrid is based on the digital processing technology, where the baseband is a software code. The

digital signal is transmitted after conversion to analogue, and upgraded to the desired frequency.

The designer has the choice of keeping some parts hardwired (fixed) and other configurable. For

instance, the frequency conversion can be fixed, since it is governed by licensing authorities, and

is not changed. The baseband signal processing also called MODEM can be soft coded. In this

implementation, the most power hungry is the digital to analogue converters and the processors,

depending on the processing power. Support for wider band of operations is power hungry.

3. Software Defined in which the analogue front end converts the signal directly to a digital signal

without the steps of up conversion or down conversion, and all signal processing such as noise can-

cellation, automatic gain control, frequency tuning, synchronisation and baseband symbol detection

is carried out in software. This is the most configurable solution but is also fragile. Any change in

the code would render the complete system inoperative.
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Fig. 3.11 A digital communications functional block diagram illustrating the functionality of fundamental
components and the flow path of signal. Each block can be implemented independently has a separate hardware or
as soft code on digital signal processor. The operational environment governs the selection of implementation

method e.g. underwater operations vs nuclear reactor operations or space operations.

For our consideration, the channel behaviour is unpredictable, and hostile. Therefore a configurable

system is desirable. It would allow the link to be optimised to the actual channel characteristics observed

at the receiver. Therefore the receiver should be intelligent enough to assess the channel.

The fundamental requirement is to support networking. IEEE 802 family of protocols based networking

protocol for wireless access mature and well defined, the basis for the space compatible CCSDS

"Proximity-1" protocol suggested by the European space consortium, are the two strong candidates. It is

believed that any of the two would be required to work, therefore additional processing power for their

medium access controller, and routing is to be kept in the hardware.

With the above two governing factors, we opt for a hybrid software defined radio implementation, so

that maximum configuration options are available to the system designers as software codes, even after

launch. Reconfiguration is an essential feature for systems deployed in unknown territories, therefore a

software defined radio approach enables easy updates of the baseband modulation schemes as well as

receiver design.
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3.7.2 Frequency Selection

Today we have devices which can operate at various regions of the electromagnetic spectrum. The radio

frequencies (RF) or microwave links is a generic term which refers to any communications system that

does not use optical band.

There are two options when selecting the operational frequency which lies in the spectrum in the (a)

Optical range and (b) Radio Frequency. Optical communications is carried out using laser, and tend to

be less power hungry than their counter parts, but at the expense of additional support for maintaining

high pointing accuracy [85, 84].*.

*Optical terminals have been suggested for range finding for soft landing on asteroids [169], mechanical systems tend to
be heavy.

Fig. 3.12 The electromagnetic spectrum indicating the normal terms used in literature.
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"Practical laser communications is impeded by the inherent strict requirements on agile

and accurate steering of the laser beam over a wide angular range that is addressed by the

pointing, acquisition and tracking systems of Laser Communications Platforms [170]".

WiFi is cost effective because it also uses one of the ISM band. Using a COTS solution operating in one

of the ISM bands, would eventually reduce the cost of development. But then the question arises, would

the WiFi physical layer specifications be able to meet the dynamics and scintillation observed in LEO.

The commonly used frequency bands in Amateur satellites and their proposed operations in the context

of IMM is stated in Table 3.6, based on the available COTS in the two frequency bands.

3.7.3 Selection of Components

The ISL is divided in to three functional systems. The beacon signal generator, a high data rate sub-

system, and a low data rate sub-system. Although one can implement all three in one system, but, with

separate hardware, redundancy is achieved, and single point of failure is reduced.

For the beacon signal generator after extensive survey and many options, a simple Microchip RFPic is

selected. It houses a complete analogue and digital part, in a single chip. It is easily programmable and

provides a clean interface to other bus especially the OBC. The purpose is to generate continuous wave

Morse coded words, sending the name, number and brief state of the systems as an audible message.

Since the data rate support is directly linked to the bandwidth used, therefore the bandwidth of the

filters used in several stages determines the ideal data rates. Due to relative motion of satellites,

significant Doppler shifts are anticipated, which add to the RF bandwidth and baseband bandwidth

agility requirements (use of wide band adaptable filters). This is one of the reasons, to use two separate

interfaces to support low and high data rates. Secondly for high data rate supports, the processing

capabilities should be fast, as compared to low data rates. Fast processors in turn demand fast analogy to

digital and digital to analogy converters. Typically the high end processors and ADC or DAC are power

hungry components, which justifies our architecture to keep separate high data rate and low data rate

paths. When high data rate is not being used, it can be powered down, reducing the consumption of

power.

To overcome impairments due to channels, strong processing capabilities are required. The modem

processing could be on an FPGA, or a DSP. As reconfigurability is foreseen, if the platform could afford

Table 3.6 ISM frequency available for use in Amateur satellite ground links, proposed for IMM.

Frequency Band Proposed Use in IMM

130.0000 - 139.9999 MHz VHF For beacon signal.
430.0000 - 439.9999 MHz UHF Ground link and Inter-Satellite sink.
2400.0000 - 2499.9999 MHz UHF (S-Band) Inter-Satellite link.
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extra resources, both the FPGA and DSP could be employed. Since implementation is faster on DSP,

but parallel execution is best handled by FPGAs. Ultimately, it boils down to the design, development

and testing tools, and the skill set of developers, to select any of the two hardware for digital processing.

However, FPGA is preferable for its complete design freedom. For instance, in a DSP the bus is either

32 or 64 bit, whereas, the bus width in FPGA is at our discretion. The precision of registers is similarly

at our discretion, which allows flexibility, where higher precision or accuracy in numerical results is

required. In this way, the FPGA circuits can be optimised to custom tailored designs.

Several COTS solutions were surveyed.This exercise was carried out several times, and is documented

in the PDR for CubeSat design for Surrey University [171]. One of the possible set of components to go

about preliminary design of the module is depicted in Figure 3.13. For budgetary purposes, available

components such as the TriCore processor, and FPGA (Xilinx Spartan 3) were preferred over others.

The power consumption, ease of implementation, size and availability was taken as the criterion for

selecting devices.

The High Data rate Mode utilises the 20 MHz bandwidth, which is supported by Maxim Inc. product

named MAX2830 [172]; a monolithic transceiver IC conforming to IEEE 802.11 g/b standard. It has a

built in power amplifier which can generate an RF transmit power of 17.1 dBm, and several configurable

parameters which would be useful during integration with baseband modem, and system OBC.

Fig. 3.13 ISL Communications Module hardware based on COTS. There are two operational modes, high Data
rate on a directional antenna, low data rate on Dipole antenna. Beacon Signal generator and receiver is separate

from main ISL transceivers.
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An ADC/DAC from Analog Devices, for the interface between the radio and the DSPU. For the DSPU,

both an FPGA or TriCore Infineon processor has been evaluated. The power consumption and a rough

power budget is tabulated in Table (3.7). It is evident that, the power consumption of ISL module is

about 3 W. Which means, that additional solar panels must be employed.

The maximum power that is consumed when either of the modes are operational, is 3.2 Watts, with

an additional 30% for unaccounted passive components, line losses and such. In low data rate mode

2.1 Watts is expected to be consumed. The reason for keeping two different hardware components,

and a third for the beacon signal, is to ensure as much basic redundancy as possible, and to cope with

uncertain / unknown channel characteristics after deployment.

3.7.4 Antenna Selection

The requirement is to have an Effective Isotropic Radiated Power (EIRP) of 1 Watt, to comply with

the regulatory. As for the directivity of the antenna is concerned, we also require networking with

other satellites in the vicinity. This is not a point to point link, but in fact point to multi-point link. In

IEEE 802.11 based networks, handshaking signals are sent to acquire the channel for communications,

since a single frequency of operation is being used. Once the channel is acquired, then the rest of

the transceivers are required to be quiet till the transmission is completed. Therefore all transceivers

should be able to listen to any communication which is being carried out. Therefore omni-directional

radiation pattern is a requirement, which is easily filled by a simple wire dipole. Other options require a

configuration of patch antenna array configured to provide a rough isotropic radiation pattern.

Say if we use a configuration of antennas that generate circularly polarised waves isotropically, then

the sense of polarisation matters. If the receiving antenna is not matched to receive the right sense of

Table 3.7 Power Consumption (worst case) one case of in house available hardware for ISL.

Component Standby Transmit Receive Comments

MAX2830 0.1155W 1.5471W 0.2122W RF transceiver with built in amplifier com-
plying IEEE 802.11 physical layer standard.
Consumption at 85◦C.

AD9861 0.0429W 0.592W 0.963W Analogue to Digital Converter , Freq
80 Msps; Absolute max power dissipation
1.66 W at 85◦C

TriCore 0.55mW 1W 1W Processor, Maximum power when all pe-
ripherals are used, although much lower is
anticipated during operations.

MAX9850 0.27µW 0.291mW - Digital to analogue converter
DJC7 0.0703W 1.11W 0.259W Handheld FM Radio for point to point links.

Maximum power consumption when dis-
play has been stripped off.
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polarisation, effectively it would not be able to pick up the signal. This is considered in the scenario, that

one sense of polarisation is generated then the same sense type antenna should be used in conjunction

at the receiver. However, due to the nature of ionosphere plasma, wave propagating along the Earth’s

magnetic field would tend to have one sense of polarisation clockwise (CW) or counter clockwise

(CCW). Different antennas would therefore be required at the receiving end to capture any one of the

possible polarised wave.

A directional patch antenna operating in the S-band is perceived for experimentation of link at higher

frequencies.

As for the antenna on the ReSat, it has to be high gain, and preferably steerable directional antenna,

so that the link between the SenSat could be closed. ReSat is also required to be able to communicate

with Geo Satellites. Therefore its antenna needs to be well defined, with the capability of generating

circularly polarised waves of both senses (right hand and left hand). The gain of the antennas is not

selected here, but is expected to be at least 5 to 10 dBi.

We leave the design of antenna and their mechanical interface to spacecraft in the hands of experts[173,

174], and proceed with the orbit selection.

3.8 Orbit Selection

The orbital elements are used extensively in the relative motion simulation in this section and in the

study of relative motion therefore, they are defined here. There are several ways in which an orbit can be

defined, we use Keplerian elements in our simulation based studies (see [175, 176, 177] for details and

analytical approaches).

The orbit of a satellite around Earth is uniquely identified by six parameters called “orbital elements”,

“Keplerian elements” or “osculating elements”. An arbitrary orbit around Earth is shown in Figure 3.14a.

The shape of orbit can be any conic section, but for Earth based orbits it is generally an ellipse, whose

one focal point is the centre of Earth. The orientation of the ellipse in space is defined with respect to

Earth centred inertial (ECI) frame of reference denoted by Î, Ĵ, and K̂ as shown in Figure 3.14a. The

orientation of orbit with in this frame is defined by the following;

• i the inclination angle between the orbital plane with respect to Earth’s equatorial plane.

• Ω the right ascension of the ascending node indicates the angle between vernal equinox and the point

on orbit at which satellite crosses equator from south to north.

• ω the argument of perigee angle between the ascending node to the line of perigee.

The elliptical orbit is defined by its parameters as shown in Figure 3.14b. The extreme points of an

elliptical orbit are apoapsis and periapses. The geometry of the ellipse is defined by the semi-major axis
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Fig. 3.14 Orbital elements defining the orbit, the unique position in orbit, and the orientation of orbit in space.

a, semi-minor axis b, and the eccentricity of the ellipse e defined as e = c/a. The “semiparameter”, p

is the perpendicular distance from the primary focus O to the orbit. The semiparameter is also called

“semilatus rectum” or simply the “parameter”. The semiparameter is related to eccentricity according to

Eq. (3.1).

p =
b2

a
= a(1− e2) (3.1)

where eccentricity is defined as in eq. (3.2).

e2 =
a2 −b2

a2 (3.2)

Throughout the orbit, the position of satellite is represented by the position vector r⃗, which is the radius

from O. The “altitude” is measured from the surface of Earth to a location on orbit. In a circular orbit

e = 0, therefore altitude appears unchanged for the orbit, whereas in elliptical orbits altitude varies.

For very small eccentricities, often the terms are used interchangeably in literature which is sometime

confusing.

The position of a satellite within the orbit is defined by the angular displacement ∠ROP = ν , called

the true anomaly, taken in the direction of satellite velocity v⃗. P is called perigee, which is the closest

point to the focal point O, where as the farthest point A is called apogee. The point L is called the

ascending node defined as the point where the satellite cuts the equatorial plane when moving from

south to north. Similarly the point M is defined as the descending node. The angular momentum of the

orbit is represented by ĥ, which defines the energy of the orbit.
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3.8.1 Special Orbit Types

Table 3.8 describes special orbits used in Earth bound missions. Since COTS based small satellites are

to be used, and ionosphere monitoring is the intended objective, LEO is the region of interest. Other

orbits of significance are described for the sake of completion and reference for other missions.

Table 3.8 Characteristics of Special orbits commonly used in Literature. (For details see Vallado [175]).

Orbit Type Description Application

GEOa Earth centric orbit, altitude≈38000 km
with a period same as Earth’s sidereal day.
Manifested by direct radiation dosage.

Communications satellites broadcasting video services
with no impact on propagation delay, appearing to be
stationary in the sky.

LEOb Earth centric orbits, altitude between 160
& 1100 km. Safe from high radiation
dosage but, manifested with atmospheric
drag pulling satellites to Earth

Earth observation missions and Global
Communications service by satellite constellations,
supporting lesser end to end propagation delays.

MEOc or ICOd Earth centric orbits between LEO and
GEO, avoiding Van-Allen Belts of charged
particles. Almost no atmospheric drag.

Constellation of satellites providing Global Positioning
(GPS) service, Global Communications service

Molnya Highly elliptical orbits Communications satellite spend major chunk of their
time over a region of Earth. Russia uses Molnya orbits
to harbour its communications satellites, since GEO
satellite signals are severely disrupted due to low
inclined antenna picking up ground noise. Science
missions to cover a specific region more than others in
the magnetosphere, ionosphere study.

Polar Orbits Nearly circular orbits passing over the
poles of Earth, inclined at ±90◦.

Earth observation, surveillance.

Sun Synchronous A nearly polar orbit around a planet, in
which the satellite passes over any given
point of the planet’s surface at the same
local mean solar time

Missions requiring same lighting conditionse over
target region on Earth.

Halo Special regions in inter-planetary space
where “n-body forces of attraction” cancel
out e.g. Sun, Earth and Moon.

Lagrange points (liberation points) e.g. L1 on
Sun-Earth line ISEE-1 mission monitored solar wind.

Frozen Orbits an orbit for an artificial satellite in which
natural drifting due to the central body’s
shape has been minimised by careful
selection of the orbital parameters

Applications requiring repeating ground tracks useful
in Earth imaging.

aGeostationary, geosynchronous Earth orbits
bLower Earth orbits
cMedium Earth Orbits
dIntermediate Circular Orbits
eShadow of object at each pass of satellite is consistent with earlier pass.
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3.8.2 Proposed Mission Orbits

Of the many types of orbits, the most feasible for our case would be near polar orbit, retrograde with

respect to Earth’s motion. In reality a small eccentricity is always present, meaning, true circular orbits

are not practically viable. For the sake of discussion, and ease of estimation, assume circular orbits

where the average speed is about 7 km/s at altitude of 600 km. In one second the sensor has moved 7000

meters. So a second sensor placed at say 1000 meters from the first, would be following the first, would

enable the desired spatial resolution. The revisit time of the same spot is after about 24 hours; note that

revisit times depend on the actual orbital elements. Each sensor is capable of taking a measurement in 1

sec, repeating measurement every 1 min.

Now the next measurement takes place after 60 seconds. Then the spacecraft have travelled a distance

of 420000 meters. This is a disadvantage in LEO where orbit mean speeds are high. Now to be able to

cover this area we need to place a satellite every 1000 meters. To cover 420000 meters there are going

to be 420 sensors. Placing that many sensors is an overkill, however, if done, would yield unprecedented

information about the ionosphere.

The alternative is to place sensors in a cluster of small groups. Each group spans a space of radius 1 km,

with 10 sensors, then a resolution of 100 m is achieved.

The alternative is to relax the spatial and temporal resolution so that, one sensor satellite carries two or

more daughter satellites with it. They are tethered to the mother sensor satellite and revolve around it.

Tethering allows the mother to retrieve the daughter satellite, and can deploy again later when needed.

Alternatively, if tether is not used, the daughter is released once.

The angular momentum of the satellites is aligned with the orbital energy. Say the tether length is

about 100 m or less, then the separation of the two daughter probes is 200 m. As the mother satellite

moves with the same 7000 m/s speed, taking measurements every 1 min, the daughter satellites take the

measurements around the mother satellite, thus improving spatial coverage.

Another mother satellite also need to be placed about 2000 m behind the first. The tethered satellites are

a proposal, however, the physical length depends on how the reel is made, and the density of the tether.

It is apparent from this simple discussion, there are several ways the sensors can be placed, and their

placement is restricted to their mode of deployment, their ability to maintain their orbit. Since CubeSats

inherently are free flying objects, they have difficulty maintaining the orbits. So a resolution just figured

out would not last for long, however the number of satellites still increase the spatial resolution.
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3.8.2.1 Retrograde Polar Orbits

The near polar retrograde orbit has a property that it revolves opposite the motion of the Earth’s angular

motion. In this way the satellite traverses almost all of the longitudes (with a gap between the ground

track). To illustrate this point, a record of the locations satellite traversed over 10 hours from the start of

its orbit are recorded, and marked for illustration in Figure 3.15. Another snapshot of the coverage area

is after 24 hours.

3.8.2.2 Three Proposed Orbital Configurations

There are three known regions which exhibit distinct characteristics in Earth’s ionosphere namely the

equatorial, mid-latitude and the two poles [178]. All of these are of considerable interest and need to be

monitored. So the purpose is to set the orbital parameters such that these regions are covered.

For the interested regions the associated type of orbits would be as follows;

1. When the region of interest is mid latitude (30 to 70 deg), avoiding the poles (70 - 90 deg), then

inclined orbits are preferred.

2. When the region of interest is the pole, then strictly polar orbits of about 90-97 deg inclination are

preferred. The polar orbits have the advantage that they enable satellites to actually traverse almost

all latitude and longitudes above Earth. The poles at lower altitude exhibit dense charged particles

with high energy, which can be harmful to the satellite electronics.

3. Where as for the equatorial region only, then less inclined orbits are more preferable.

The Figure 3.16 illustrates three distinct orbital configurations using several satellites. The dotted lines

are the footprint of satellites on ground, illustrating the region being covered as they move in orbit. Dots

also represent that measurements are discrete, not continuous. A Walker constellation is used, simulated

for a couple of days. Illustrations are prepared by using Savi and its constellation design tool [179].

(a) Coverage area after 10 hr. (b) Coverage area after 24 hr.

Fig. 3.15 Illustrating the coverage of satellites in near polar circular orbits after 12 and 24 hrs, using the spherical
projected Earth.



3.9 End of Life Estimations 80

Relative motion assessment and Doppler shift is the topic of Chapter 4, in which selected cases are

discussed in detail.

3.9 End of Life Estimations

The death of a satellite can be from any of the following reasons

1. loss of a communications link with the satellite especially telemetry and telecommand,

2. loss of on-board fuel or loss of on-board capability to conduct orbital manoeuvres

3. when the mission is successfully completed i.e. the main objectives have been met.

In the case of a successful mission, the satellite is shifted to a different orbit, vacating space for other

satellites. In the case of GEO, the graveyard is at higher altitudes, whereas, in the case of LEO, satellites

are allowed to fall towards Earth to burn themselves as they enter the neutral denser atmosphere below

100 km altitude. The high frictional force generates enough heat to disintegrate the metal structure,

burning the satellite in air.

In estimating EOL for free falling satellites such as CubeSats, their orbit needs to be assessed under

the influence of perturbations other than the gravitational pull, particularly the atmospheric drag. The

drag is proportional to the orientation of satellite’s surface area relative to the velocity vector. As the

satellite lose its angular momentum, it loses its altitude, eventually falling back to Earth. The spacecraft

disintegrates on entering the denser neutral atmosphere at altitudes less than 100 km. The satellite in

LEO is thus considered to have reached its End of Life (EOL).

The small satellites whose characteristics are given in Table 3.9, are potential members of IMM, thus are

selected for determining EOL. The surface area, mass and overall dimensions of the member satellites

are stated in Table 3.10. The orbits of each of the satellite is simulated using the numerical orbit

propagator by [176]. Each one of the satellite is assumed to be deployed at an altitude of 600 km (see

Table 3.9 for other orbital parameters), and allowed to fall freely under the effects of perturbing forces

(a) Poles. i = 97◦ (b) Mid-latitude i = 70◦. (c) Equatorial i = 10◦ .

Fig. 3.16 Placement of satellites in orbit to cover three distinct regions of Earth, the poles, the mid-latitude and the
equator.
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listed in Table 3.11. The EOL is determined at the time when the altitude drops below 150 km (see

Figure 3.17 as an example).

Table 3.9 Orbital elements used for LEO orbit decay for satellites in Table 3.10.

Parameter Value Comments

Semi-major Axis 6978.173 km Altitude 600 km
Inclination 98.57◦ Polar orbit
Eccentricity 1×10−6 Near circular orbit
Right Ascension of the Ascending Node 0.0
Argument of Periapses 0.0
Mean Anomaly 0.0

Table 3.10 Satellites mass, surface area and area to mass ratio, used in orbit propagation to study decay.

Satellite Name Mass Surface Area Area/Mass Comments
kg m2 m2/kg

PCBSat [23] 0.02 0.01 1/2 10x10x2 cm
CubeSat 1U [168] 1 0.01 1/100 10x10x10 cm
CubeSat 1U 2 0.01 1/200
CubeSat 3U 3 0.03 1/100 10x10x30 cm
CubeSat 3U 5 0.06 3/250 10x10x60 cm extra Solar panel
MicroSat 50 0.25 1/200 50x50x50 cm (hypothetical assumption)
UoSAT [164] 50 0.11 1/250 33x33x53 cm + Gravity Gradient Boom

Table 3.11 Perturbation force and their configurations used in the orbit propagator from Montenbruck [176].

Parameter Settings

Epoch time 00:00:00, 01 March 1999
Gravitational Field Model Joint Gravitational Model (JGM) No.3, 20x20
Atmospheric Drag Modified Harris Priester Model (Ballistic Coefficient: Cd=2.3)
Other Perturbing Forces Third body effects, Solar radiation pressure
Propagation time step 120 s

The simulated satellites are PCBSat, CubeSat 1U and MicroSat (Table 3.10). All satellites are assumed

to be free falling, therefore, the natural decay of orbit is simulated. PCBSat has the shortest lifespan

since it’s mass is least of all the considered satellites. In Figure 3.18c the EoL is achieved at about

16000 min equivalent to 266.67 hrs or ≈11 solar days in orbit. Even if large number of PCBSats are

deployed in the order of hundreds, they would not be a hazard nor a source of space debris. On the other

hand, a significant increase in spatial resolution in measured data can be achieved.

CubeSat 1U with mass 1 kg can live up to about 84000 min i.e. 1400 hrs or 58 solar days as shown in

Figure 3.18a. Whereas, MicroSat in Figure 3.18b can stay in orbit for about 170000 min equivalent of

118 solar days. A CubeSat 1U with 2 kg mass was simulated to study the effect of area to mass ratio,

which turns out to be similar to MicroSat in Figure 3.18d.

In the above simulations, it has been assumed, that the satellite surface is always facing the velocity

vector. Whereas, in reality, in free flight mode, the satellites would be tumbling initially till their
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Fig. 3.17 CubeSat orbit decay from an altitude of 600 km. The wide line shows the variation between apogee and
perigee. Decay rate is (590-530)/(50000) =0.0012 km/min.

attitude is stabilised. Spin stabilised for sensors whereas relay satellite which would be 3-axis stabilised.

Therefore, the actual decay would be slower than the simulated extreme values.

It has been concluded, that if the lifespan of the sensor satellites needs to be increased, their area to mass

ratio, be reduced, in the free flight mode (without on-board orbit control facility). It is observed that

with the same area to mass ratio, irrespective of the size of satellites, the orbit decay rate remains the

same as illustrated in Figure 3.18d.
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(a) 1U CubeSat 1 kg (b) MicroSat 50 kg

(c) PCBSat 0.02 kg (d) 1U CubeSat 2 kg (hypothetical) and MicroSat 50 kg

Fig. 3.18 End of Life (EoL) estimates of pico/nano class of satellites in free flight mode. PCBSat de-orbits within a month, CubeSat 1 kg takes 2 months whereas
MicroSat takes 4 months.
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3.10 Link Budget Estimates

This section calculates estimates of the communications RF power requirements by carrying out link

budget calculations, based on the assumptions and perceived operations of sensors and relays in the

SBWSN deployed in LEO. The link budget is calculated for three frequencies and various link ranges,

where no fading is assumed. Fading is the topic discussed separately in section 5.4.1.

The Link Budget depicted graphically (Figure 3.19) is calculated on the basis of self explanatory

parameters whose values are given in Table 3.12 Table 3.13 and Table 3.14. The carrier to noise power

ratio for expected data rates at 430 MHz are calculated while shown in Figure 3.19(a), for 900 MHz in

Figure 3.19(b) and for 2400 MHz in Figure 3.19(c). The evaluation is done for separations in the range

from 200 to 1000 km in steps of 100 km.

Links between relay satellite and geostationary satellites are not discussed here, although they follow

the same evaluation method.

Link Budget Tables

The link budget tables are stated here which give us a rough estimate of the requirements the modem

has to achieve. Three frequencies have been selected and three bandwidths have been selected for

preliminary analysis. The tables calculate the carrier to noise ratio for different bandwidths.

To read the link budget calculation consider Table 3.12. There are three sub-sections, which compute

the link budgets for 430, 900 and 2400 MHz (top to bottom). The vertical line separates the link budget

parameters (left hand side) from the link calculations (right hand side) for the listed distances in the

top most row of each section. For 430 MHz carrier frequency, at 200 km, the available C/N is 17.6 dB

(read second column after the vertical line); at 600 km C/N is 8.13 dB and so on. The anticipated losses

used in the link budget calculuations are, path loss, polarization loss, plasma loss and pointing loss (see

Maral[115] or Evans[78] for standard definitions). Since there is no neutral atmosphere nor rain in the

inter-satellite link, therefore, these losses are not considered*.

*The same format is used in calculating satellite to ground links, that is why unused parameters are kept in the tables.
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Fig. 3.19 C/N for data rates 1 Mbps, 512 kbps, 10 kbps (a) 430 MHz using Table 3.12, (b) 900 MHz using
Table 3.13 and (c) 2400 MHz using Table 3.14.
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3.11 Discussion

Although the primary purpose of the proposed mission is to set the background scene based on which

further investigations of inter-satellite communications system could be carried out, which not only

confines the scope of investigations, but the results / findings are practically useful.

A secondary outcome of the exercise has led to the proposal of a novel ionosphere monitoring mission

which is of great importance not only to the science community, but serves the needs of community

associated with radio based services. The low cost of pico/nano satellites ensures that the overall

cost of mission remains feasible, and the use of commercially available components to develop the

satellites reduces the time of development, therefore rapid deployment is possible. The proposed mission

validates the novel space based wireless sensor network concept feasibility based on the metric defined

in Table 3.15.

The plasma bulk density monitoring within the ionosphere is a current requirement which has been

addressed in this chapter by evaluating feasibility of using very small satellites i.e. CubeSats and

PCBSats along with microsatellites such as UoSat acting as a relay. A basic set of instruments i.e.

Langmuir probe and 3-axis magnetometer, keeps the design of sensor satellites simple, low cost and

mass producible. The science payload can fit in the small confines of a 1U CubeSat or PCBSat with an

extra engineering, and without extra effort in a 3U CubeSat structure. Several sensors deployed in large

numbers improve the spatial and temporal resolution, illustrated in Figure 3.20. Adding a PCBSat to

the 3U CubeSat, as a mother daughter configuration, allows finer scale measurements near the mother

satellite. The mother daughter configuration suggested, assumes, daughter to drift away from the mother,

and released at a predefined time or at a designated location. Tethers can also be used to keep the

daughter tied to the mother, and if possible to retrieve the daughter back. The tethered mother-daughter

configuration is not the primary objective of the research and has been left (see related works [187,

188]).

Table 3.15 Feasibility metric for the proposed SBWSN Mission i.e. the Ionosphere monitoring mission.

Parameter Value Comments / Justification

Financial Viability Yes Extensive use of COTS, reduced unit cost of satellite implies reduced overall
mission cost.

Scientific Feasibility Yes Achieved multi point sensing with much higher spatial and temporal resolution
to provide for the needs of; space plasma physicist [161]; precise navigation and
guidance control [180]; and updating ionosphere models [181]

Technical Feasibility Yes Small science instruments identified are practically realisable, along with neces-
sary supporting bus-systems all fit with in small confines of pico/nano class of
satellites. Launch vehicles support cluster deployment see [182, 183].
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Fig. 3.20 The variation in the ionosphere plasma density in terms of spatial resolution and time resolution,
indicating current capability and proposed improvement by IMM. Illustration developed from indicators published
by Aarons [178], studies conducted by [153, 152, 184, 185, 186], and existing missions to study ionosphere as

given in section 3.2.1.

3.12 Conclusion

Earth’s ionosphere has a significant impact on radio based services used in our daily life. The disturbances

are generated by events from "above" as well as "below" the ionosphere. Multipoint sensing is desired

to improve our understanding of the generated disturbances. In this chapter, the purpose has been to

apply the concept of SBWSN to monitor Earth’s ionosphere, so as to improve the spatial and temporal

resolution of measurements, not possible with current single platform missions.

The mission design revolves around the use of low cost mass producible platforms, equipped with a

minimal set of identical instruments. The proposed mission scenario aims at deploying large number

of sensor satellites, so that fine scale turbulence could be captured. A mother-daughter sensor satellite

configuration is proposed, in which the daughter could be ejected out of the mother. The daughter may or

may not be retrieved, but it would allow a much finer measurement. These measurements are anticipated

to provide a much better understanding of the complex processes involved in the dynamics of turbulent

plasma.

If a relationship is found between the disturbances in ionosphere prior to the actual occurrence of

an earthquake, then the proposed mission would act as an early warning system. Inter-Satellite links
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allow assimilating the data from sensors and relaying it back to Earth, so that the disturbance could be

monitored and a precursor to a solar storm detected. However, for a true predictor for solar storms, a

network of sensors at much higher altitudes is also required.

It has also been discussed in the chapter, that in addition to the deployment of multiple sensors, the

measuring capabilities and quick response time of the instrument is also important. A satellite deployed

in LEO traverses 7 km in one second. Though LP is a tried and tested method, the time to take a

measurement depends on the underlying design of sweep generator, sampling frequency of current

measurement, and settling times involved. Therefore, by the time one sweep is completed, satellite

has traversed a large distance. The mother-daughter sensor satellite concept introduced in this chapter,

allows further control over deployment of a sensor where and when desired. The deployment of CubeSat

from a larger satellite or PCBSat from CubeSat, is conceptually similar. The deployment mechanism is

investigated in the next chapter.

In the context of inter-satellite communications links, the chapter identifies, the possible orbits in the

region of interest and type of platform. The orbital configurations proposed in this chapter are not

sufficient for detailed relative motion studies. Selected well defined orbits are needed to study the impact

of relative motion, therefore, the next chapter The impact of relative motion on more is thus studied in

the next chapter.



CHAPTER 4

IMPACT OF RELATIVE MOTION ON

INTER-SATELLITE LINK DESIGN

The outlined mission scenario in Chapter 3 is an example SBWSN, which comprises of smaller sensor

satellites, whereas, slightly larger satellites act as relays. The motion of the sensor satellites with respect

to each other as well as with respect to the relay satellites is markedly important

4.1 Introduction

The relative motion of orbiting satellites is unavoidable and has a twofold impact on ISL design: (a)

the communications range becomes dynamic, and (b) the Doppler frequency shift is observed. The

first requires the data transfer rate to be fast enough to exchange acceptable volume(s) of data between

members of the network in the time when the satellites are within a communications range. The second

factor must be compensated for, in the first stage of the communications receiver, and any residual

frequency shifts be adjusted in the baseband modem. In the previous Chapter 3, mission scenario

identified possible regions of deployment but the orbits were not defined in terms of orbital parameters.

In order to study relative motion specific orbits must be defined. The satellites can be deployed in many

ways*, of which, a few selected cases are investigated in depth. The three cases selected for studying

relative motion, are:

(a) relative motion of three 1U CubeSats (depicting sensor to sensor motion in a free flight mode),

(b) sensor satellites with respect to a relay satellite (depicting relative motion at different altitude) and

(c) relay satellite with respect to a relay satellite (depicting motion in the same orbits using a “string-

of-pearl” configuration).

*It is for this reason, that physical layer issues are not discussed in literature, since they are mission specific and require
detailed analysis.
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The topics pertinent to the relative motion i.e. (a) Doppler frequency shift, (b) Relative motion vectors,

and (c) Orbital dynamics. are discussed in the subsections to follow.

4.1.1 Doppler Frequency Shift

In this section we make use of the commonly employed terms i.e. the observer denoted by subscript

( )o and source by ( )s. The source is the transmitter and the observer is the receiver. The speeds are

measured by magnitude of the relative velocity vectors.

Consider a source transmitting a sinusoidal wave generated at a frequency fs. When both the source

and observer are moving with respect to each other with certain velocities v⃗s, and v⃗o, then due to the

Doppler Effect the observed frequency by the receiver is different from the source, thus denoted by fo.

The observed frequency fo and the source frequency fs are related by Eq. (4.1), where c is the speed of

sinusoidal wave in the medium. The Doppler shift in frequency is then computed by f0 − fs, where +ve

sign shows increased frequency and -ve means decreased frequency.

fo = fs
c± vos

c± vso
(4.1)

In the eq. (4.1), there are four cases that are incorporated with the ± sign. The speed considered is the

magnitude of velocity vector from the source to the observer represented by vso and from observer to

source represented by vos. The actual magnitude (speed) of velocity vectors (vo or vs) cannot be used,

because in eq (4.1) the component of velocity in the direction of observer or source is used, whose

impact causes Doppler shift.

From eq (4.1) there are four possible sign configurations. Which are based on the apparent movement

with respect to each other. In selecting the sign, care must be taken:

• When the observer moves towards the source, then the sign in the numerator is taken positive, else

negative.

• When the source is moving towards the observer, then sign in the denominator is considered negative,

else positive.

In the case of two or more satellites in orbit, the relative velocity vectors need to be determined, so that

by using eq. (4.1) the observed frequency could be assessed, then Doppler frequency shift and shift rates

be determined.
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4.1.2 Relative Velocity Vector

Consider the source satellite S (transmitting satellite generating the carrier wave) and the receiver satellite

R. The position and velocity vectors and the associated relative motion vector (rate of change of relative

distance) is illustrated in Figure 4.1. The position of satellites is represented by r⃗ and the velocity by

v⃗. Say S0 link with R0 is being evaluated for Doppler frequency, then the relative position vector is

r⃗21 = r⃗1 − r⃗2, and its magnitude represents the distance d.

The problem is to determine the component of velocity vector v⃗1 in the direction of R0, and vice versa.

The component of velocity vector v1 towards R0 can be determined from the vector dot product of v1

and r⃗21. The projection of a vector on another vector is the basic definition of dot product in vector

algebra [175, Appendix-C]. It is the magnitude of this dot product that is the speed required in eq. (4.1).

The second part of the problem is to assess the direction of motion, so that correct sign is used in

the numerator and denominator of the eq. (4.1). When the angle from dot product is less that 90◦ the

direction is towards each other, whereas, for greater angle values, the satellites are moving away. With

this condition the sign is selected.

Trajectory

orbit about

Earth

Center of
Earth

Fig. 4.1 Illustration of the relative motion problem. The velocity vector and the relative motion required to
determine the Doppler Frequency shift, observed by a satellite when other transmits and vice versa.
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4.1.3 Perturbing Forces in Orbital Dynamics

The motion of satellites in orbit (orbital dynamics) is governed by Newton’s law of gravitation, which

were refined from Kepler’s laws of planetary motion, stated as follows:

• the planets move in a plane, the orbits described are ellipses with sun at one of its focus

• the vector from the sun to planets sweeps equal areas in equal times,

• the ratio of the square of the period (T) of revolution of a planet around the sum to the cube of the

semi-major axis (a) of the ellipse is the same for all planets.

Newton extended the work of Kepler, by stating the law of gravitation;

“two bodies of mass m and M attract each other with the force which is proportional to their

masses, and inversely proportional to the square of the distance r between them.”

He also modified these laws by introducing the concept of orbital perturbations [125] to account for

actual movements*

Fg = G
mM
r2 = µ

m
r2 (4.2)

where G is the constant called universal gravitation constant 6.672×10−11 m3kg−1s−2. Consider the

constant values of the mass of Earth, M = 5.974× 1024 kg, and G, the product GM = µ = 3.986×
1014 m3/s2. In eq. (4.2), the Keplerian hypothesis assumes, that the gravitational field of the central

mass acts on the smaller mass, which can be considered an ideal case. Whereas, the force of attraction

from the moon, and the sun also plays its role. Furthermore, when the satellites are orbiting the Earth,

the thin atmosphere generates a resistance to the motion, the effect is called atmospheric drag. These

additional forces also effect the motion of satellite in orbit, which needs to be accounted for in the

equations of motion.

With the Keplerian hypothesis there is only the attraction of central body which is assumed to be

homogeneous and spherical, which generates a conservative field of gravitational force. The trajectory

thus obtained is plane, fixed in space, and characterised by a set of constant orbital parameters. These

orbital parameters, can be obtained from the observation of position and velocity vector of the satellite.

In the case of actual orbits, additional forces perturb the above mentioned ideal orbital trajectory. The

orbital parameters are not constant, but are a function of several variables representing the forces

governing the motion of satellites. Extrapolation of the next position from an initial position and velocity

is called orbit propagation. The precision and accuracy of orbit propagation depends on the forces

being considered, the accuracy of the numerical models of the considered forces, and the numerical

*For details on numerical methods used in orbital mechanics refer to [176, 175] and for analytical derivation of the method
of perturbations see [177].
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methods used in solving the integrals involved in calculation. Other than the gravitational force, all other

forces which affect the motion, are called perturbing forces or perturbations.

Major perturbations that must be considered are;

• Asymmetry of the Earth’s gravitational potential; the terrestrial potential at a point in space depends

not only on the distance from the centre of Earth, but also on the latitude and longitude of the point

concerned and the time. This is due to the irregularities in the rotation of the Earth, irregular mass

distribution (ocean tides, Earth’s crust) and internal geophysical phenomenon. The zonal and tesseral

harmonics which define the potential function, depend on the data collected via satellite tracking,

surface gravimetery and altimeter data. This data is referred to as Geopotential Coefficients. Common

Earth gravity model derived from satellite tracking data are; Joint Gravity Model (JGM) and Earth

Gravity Model (EGM). JGM-1 of order and degree 70 was issued in 1994 which was a prelaunch model

for TOPEX/POSEIDON. JGM-2 included 6 months postlaunch data of TOPEX/POSEIDEN [189]. An

increased accuracy was achieved in JGM-3 [190]. New models are continuously being developed e.g.

EGM96S (Earth Gravity Model) of order and degree 70, and EGM96 of order and degree 360 [191].

For precise orbit propagation, numerical methods employ higher order and degree models for the

Earth’s geopotential. JGM-3 is used in the numerical orbit propagator employed with order and degree

20.

• Attraction of the moon and the sun;

• Solar radiation pressure;

• Aerodynamic drag; the satellite face significant change in velocity vector due to the considerable

upper atmospheric drag force, only negligible above 3000 km. The drag force depends on the density

of the atmosphere, which in turn depends on the time of day, latitude, longitude, sun spot number and

various physical and chemical processing occurring in the ionosphere. For LEO orbit propagation,

accurately modelling the drag force is crucial. The reference model is the well known Jachia-Roberts

model introduced in 1965, then revised in 1971 i.e. J71 model [192], revised again in 1977 (J77) [193]

and in 1981 (J81) [194]. These models are based on measurements of satellite acceleration and

incorporate mass spectrometer data. Jachia-Mueller model or the series of MSIS (Mass Spectrometer

and Incoherent Scatter) models are often used in numerical simulations. For a succinct comparison of

well known models and their computational complexity see [176, Sec 3.5.4].

The actual satellite motion is due to the equilibrium formed between the forces, namely;

• the inward pulling forces of attraction by Earth’s gravitational field and the outward pushing forces by

satellite momentum,

• the well understood perturbing forces (atmospheric drag, solar radiation pressure, third body effects

and such), and

• the non conservative perturbing forces (firing of thrusters, internal momentum wheel and such).
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It is thus possible to determine the position of the satellite at each instance, by integrating equation of

motions, in a geocentric reference frame. Hence on any given day, the six orbital parameters can be

estimated.

4.1.4 Orbit Simulation

The orbit propagator requires initial conditions in terms of position and velocity vectors, or in terms of

orbital elements. The simulation determines the position and velocity at defined time instances, i.e. at

1 second in our case. The position and velocity vectors for individual satellites are saved in a file for

the duration of the simulation, which are used in determining the relative velocity vectors required in

eq. (4.1)

There are four options to propagate orbit from the initial position and velocity vectors of a satellite

which involve the use of: a) a simple two body formulation employed in preliminary analysis of orbit

dynamics; b) numerical methods to propagate the orbit trajectory under the influence of disturbing

forces also known as perturbation forces; c) linearised forms of analytical solutions called the Hill’s

equations [195, 196]; or d) analytical expressions for absolute motion [197]. We opt for the second

method (b), since we can achieve representative values for our intended application that is the study of

short and long term relative motion evolution from the point of deployment, for which simulation code

exists. Options (c) and (d) give a better insight into the evolving dynamics of orbital parameters and are

more suitable for advance orbit dynamics work, which is beyond the scope of this thesis.

The orbit propagator used in this thesis is provided by Prof. Gill from Delft University of Technol-

ogy [176], which simulated orbits with the appropriate perturbation forces.

To incorporate a real world problem, ejection of CubeSat from DNEPR is used as a case study. The

initial conditions of the CubeSat are determined, which are used in the numerical orbit propagator. Since

CubeSats come is various sizes, the simplest case is that of a 3U being ejected from P-POD. The initial

conditions are simply the position and velocity vector at the point of ejection with the ejection velocity

subtracted, in the local body frame of reference. The position and velocity vectors are in local body

frame of reference, which are then converted to ECI frame of reference, which are then used in orbit

propagation. However, when a cluster of 1U CubeSats is ejected, then the resulting velocity changes

must incorporate the push by separation springs attached to each CubeSat. Again care must be taken,

that the position and velocity vectors determined in this manner is in the local body frame of reference,

and needs to be transformed to ECI frame, before using it as input to the numerical orbit propagator.

In the following section, we estimate the initial conditions of three 1U CubeSats when ejected in orbit.
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4.2 Case Study : Deployment of CubeSats from DNEPR

A satellite is deployed in space with the help of a launch vehicle (LV) [198]. One of the launch

vehicle commonly used to deploy more than one satellite in low Earth orbits is considered for further

investigations, namely, the Russian DNEPR. The selection of the DNEPR launch vehicle is motivated

by the fact, that most small satellites being launched in polar orbits, use this vehicle. In addition,

DNEPR has the necessary interfaces and heritage to allow simultaneous ejection of very small satellites,

successfully in LEO as “piggy back ride”.

4.2.1 Cluster Deployment in Orbit via DNEPR

DNEPR launch vehicle (LV) is based on the SS-18, liquid fuelled, inter-continental, ballistic missile

technology, which has been re-engineered for use in commercial purposes, after its retirement from

military service [182]. There are three stages of rocket and an additional stage called the Space Head

Module (SHM). The three stages are in “line configuration” i.e. one on top of the other, with SHM being

the tip of LV, which carries the satellite as its payload (shown in Figure 4.3).

There are three SHM configurations that can be used to meet launch requirements. They are called, and

respectively shown in Figure 4.2

• Standard length SHM for accommodation of a mid-size satellite (Type-1),

• Standard length SHM for accommodation of a group of small satellites (Type-2),

• Extended length SHM for accommodation of a large-size satellite (Type-3).

The launcher can deploy at altitudes of 300, 500, 600 and 800 km at an inclination of 98◦. It should be

noted, that the Type-2 SHM supports cluster deployment at the desired polar orbits.

4.2.1.1 Launch Sequence

A launch sequence for the Nov 2013 cluster deployment by DNEPR is taken as the basis for studying

deployment of CubeSats. The stages in which several satellites are deployed by a LV is illustrated in

Figure 4.3, called the cluster deployment by DNEPR standards [182]. Each satellite is ejected from

upper stage of LV i.e. the SHM at a specified time with reference to the lift off time. This separation

changes the velocity of satellite with respect to the SHM, thus defining its trajectory in orbit, which

is stated as “SC Nominal Orbit Parameters” located at bottom right in Figure 4.3. Larger satellites

carry on-board fuel, which is used to adjust their orbit and attitude as desired e.g. change inclination

or altitude. This is part of the commissioning process, which takes some time often several weeks [7],

before the spacecraft is ready for conducting normal operations. It should be observed that very small

satellites such as CubeSats, do not carry on-board fuel as per the CubeSat specifications [168], thus they
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SHM for a launch of medium-size 
spacecraft (Type-1)

SHM for a cluster launch of 
several spacecraft (Type 2)

SHM for a launch of large-size
spacecraft (Type-3)

Fig. 4.2 SHM of DNEPR in three configurations [182].

are called free flying objects. The manner they are ejected, determines their final trajectories. However,

on-board attitude controller (if any), would take some time to orientate the spacecraft.

A dedicated interface is required which controls the timely ejection of satellites. For CubeSats, a

dedicated deployer has been developed, which keep the CubeSats from being accidentally deployed

and interfere with deployment of main payload, known as P-POD [22]. P-POD can be attached to

another satellite or the SHM directly. P-POD gets a deployment signal i.e. a signal which opens its

hatch, ejecting the CubeSats in orbit. Generally, each CubeSat within the P-POD is from a different

user, therefore, they are required to separate as soon as they are ejected in orbit, so that, they could be

identified uniquely, after confirmed communications links are established.

We are interested in (a) the separation of CubeSats and (b) the evolution of their orbits from the point

of deployment. Both depend on the initial velocity given to each of the CubeSats, relative to the SHM.

Therefore, deployer mechanism and CubeSat design specifications are briefly described next.

4.2.1.2 Deployer and Separation Springs

The Polytechnic Pico-Orbital Deployer (P-POD) is specifically designed to deploy CubeSats in orbit [22].

A rectangular tube like structure with a plunger spring at one end, while the other end is covered by a lid.

It can house one 3U CubeSat, or three 1U CubeSats, or a combination of 2U, 1U or 0.5Us.
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The following method can be used to determine the initial conditions for any CubeSat configuration

within the deployer.

The CubeSats are plunged out with a mean speed* of 2 m/s less than the speed of upper stage of

DNEPR [199]. The P-POD baseplate spring is much stiffer than the separation springs attached to the

legs of CubeSats. The CubeSats at this stage can be considered one packed cluster. The CubeSats start

separating from each other with the force exerted by separation springs i.e. the springs attached at the

bottom side of CubeSat legs as shown in Figure 4.4. The separation springs push away the adjacent

CubeSats changing their velocity vector thus changing the orbital elements.

Orbital parameters are stated for the satellite on which P-PODs are attached, however, for each of the

CubeSats, the position and velocity needs to be determined. By determining the acceleration imparted

by each separation spring, the change in velocity and position vectors are determined. In the following

section, the characteristics of the spring are described.

4.2.2 Motion of CubeSats at the Moment of Ejection

In order to determine the position and velocity of each CubeSat at the instance the plunger pushes all

three of them out of the P-POD, the motion of the CubeSats can be formulated as a coupled spring-mass

problem as illustrated in Figure 4.5. The plunger spring refers to the stiffer spring attached to the base of

P-POD, whereas, lesser stiffer pre-compressed springs attached to the legs of CubeSats are referred to as

separation springs. In this section the motion induced by the separation springs is modelled. Since the

springs are attached to CubeSats and lose contact as soon as the two CubeSats move away the distance

the length of the separation springs, therefore, the the motion of each CubeSat is a coupled effect of the

respective influencing springs for the duration, the springs do not lose contact.

Each CubeSat can be considered a mass mi with i = 1,2,3 representing CubeSat 1, CubeSat 2 and

CubeSat 3 respectively. Two springs are attached to one side of the mass representing the two separation

springs attached to the legs of CubeSat (Figure). In formulating the problem, two springs of equal

length and same type, are replaced by a single spring having a spring constant ki where i = 1,2,3. The

separation spring is connected to one side of the mass represented by a dot in Figure 4.5, whereas, it is

not connected to the other side. Thus, when the compressed spring has de-sprung, the mass lose contact

with the adjacent surface, no longer exerting any force. At this instance the position and velocity of each

CubeSat is determined. This position and velocity is with reference to body frame attached to P-POD.

All three CubeSats are pushed inside the P-POD, and the lid is closed, thus compressing all the springs.

For our problem CubeSat 1 is at the bottom of the cluster, CubeSat 2 is in the middle, and CubeSat 3

at the top. On opening the lid, the baseplate quickly throws all the CubeSats out of P-POD before

the separation springs are allowed to de-sprung. At this instance, CubeSat 1 is merely in contact with

*This speed is variable and can be modified as per the launch vehicle (LV) requirements.
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baseplate, however, at the next time instance the contact is lost. The governing equations of motion for

each mi due to the separation springs is formulated and numerically solved, at this instance.

Referring to Figure 4.5, each spring mass position is ri for i= 1,2,3 where index i indicates the respective

mass. The dotted line represents the state of equilibrium, when no force is being exerted by the springs.

After compressing each separation spring, when allowed to desiring, the acceleration of each mass is

governed by the coupled forces of adjacent springs in contact with the mass. For the motion of m1,

spring k2 of m2 is also effective, in addition to its own spring k1. For m2, spring k3 of m3 is also effective

in addition to its own spring k2. Whereas, for m3, only k3 is effective. The motion of each mass must be

incorporated in the equations of motion.

Firstly, we formulate the problem assuming that m1 has a contact with the baseplate (which is lost

immediately i.e. k1 becomes ineffective). The spring 1 with spring constant k1 exerts a force on the

baseplate when compressed by a length lc (see Figure 4.6 for definition of lc), whereas spring of mass

m2 exerts a force on m1, when compressed by length lc. L is the length of one side of the CubeSat. The

coupled effect is an acceleration, which is captured by the equation of motion eq. (4.3) for m1. The

position is measured from the baseplate of P-POD.

m1r̈1 =−k1(r1 −0− lc)+ k2(r2 − (r1 +L)− lc) (4.3)

where r̈i is the acceleration in terms of position ri.

L

Plunger Spring for P-POD Base Plate
much stiffer than separation springs

Separation Springs
connected at points represented by dots

Base plate

Position at any instance
of time

Force exerted by spring

Resultant motion

Equilibrium state

L

P-
P
O

D

L

Fig. 4.5 Reference frame and displacement directions of a coupled system of three masses with attached springs,
inside a tube.
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Similarly, motion of m2 is governed by its own spring exerting force Fs2, coupled to the force exerted by

spring attached to m3. Furthermore, the motion of m1 and m3 must be incorporated. Thus m2 movement

is governed by:

m2r̈2 =−k2(r2 − (r1 +L)− lc)+ k3(r3 − (r2 +L)− lc) (4.4)

Similarly m3 is governed by the equation of motion;

m3r̈3 =−k3(r3 − (r2 +L)− lc) (4.5)

The initial conditions i.e. at t=0, for the equations of motion for all three masses, are stated as follows;

r1(0) = 0 (4.6)

r2(0) = r1 +L (4.7)

r3(0) = r2 +L (4.8)

ṙi(0) = 0 i = 1,2,3 (4.9)

where L is the length of 1U CubeSat taken as 3.937 inch (10 cm).

It must be noted, that the above governing equations are also bound by the conditions when spring lose

contact with the adjacent surfaces;

• k1 becomes zero, at the very first instance, because it has no surface to push on (P-POD has moved

away already).

• k2 becomes ineffective as soon as m2 moves a distance (r2(t)− (r1(t)+L)− lc)≥ lc.

• k3 cannot exert any force as soon as m3 moves (r3(t)− (r2(t)+L)− lc)≥ lc.

The coupled equations of motion given by eq. (4.3), eq. (4.4) and eq. (4.5) are second order Ordinary

Differential Equations (ODE), which can be solved by converting them in to a system of first order ODEs

by methods outlined in [200]. However, in this formulation, we require k called the spring constant as

defined in Hooke’s law, which is determined as follows.

4.2.2.1 Separation Spring Characterisation

The McMaster (p/n 84985A76) spring used in CubeSats, is pre-compressed with the specifications stated

in Table 4.1. The nominal length of the spring is the length when the spring is neither compressed nor

stretched, also called the natural length in equilibrium. When Hooke’s law is employed in determining the

coupled motion of the mass attached to spring, then the formulation requires extension or compression
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of spring in terms of the nominal length. Therefore, nominal length of the precompressed spring is

determined in this section.

The force Fs exerted by the spring is related to the length by which the spring is compressed (or stretched)

by a factor called the spring’s constant k. Let the nominal length be defined as lnom. With reference

to the notation in Figure 4.6, and assuming a linear relationship of force and length of spring, then

by Hooke’s law, the force exerted by spring when it is pre-compressed by a length kslx inch is 0.5 lbs.

Whereas, when the spring is further compressed to allowable length of ks(lx + lc) inch, then the spring

exerts 1.5 lbs. The value of spring constant ks can be found by solving the following two equations;

1.5 = ks(lx + lc) (4.10)

0.5 = ks(lx) (4.11)

Since the data sheet gives all values in Foot Pound Second (FPS) system of units, therefore, all

calculations are carried out using FPS units. End results are converted into SI units.

The nominal length of spring is determined by solving the relationships that lnom − lx = 0.437 inch and

lc = 0.052 inch, whereas when further compressed lnom−(lx+ lc) = 0.385 inch. Solving the relationship

in eq (4.10), we find the value of spring constant of a single spring ks =
250
13

.

It is important to define the nominal length of the spring, if it is calculated wrongly we will end up using

the wrong force, and the wrong value of spring constant, leading to incorrect results.

Line (a) in Figure 4.6 gives the correct nominal length for the Vlier Spring used, where as for Line (b) it

is clear that the force is not zero at the state of equilibrium. In the numerical solution, the springs are

compressed by a length of 0.078 inch which is equal to the sum of the precompressed length and the

compressed length.

Table 4.1 Spring Properties McMaster (p/n 84985A76)

Name Value Units Value SI Units Label Comments

Force 1.5 lbs 6.67 N Fs compressed to lx + lc (Fig. 4.6)
Force 0.5 lbs 2.22 N Fs compressed to lx (Fig. 4.6)
Nominal Length 0.463 inch 0.012 m lnom Calculated
Spring’s Constant 19.23 lb/inch 3367.69 N/m k Calculated
Pre-compressed Length 0.026 inch 0.0006604 m lx Given data sheet
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Fig. 4.6 Nominal length, compressed length and the pre-compressed length, to determine the true value of springs
constant.

4.2.2.2 Velocity Changes due to Separation Springs

Matlab also provides a mechanism to solve the system of first order ODEs, numerically. To solve the

above stated equations, a script was written using MATLAB which is presented in given in Appendix C.1.

In finding the position and velocity of the CubeSats, the model is kept simple, and the following

assumptions are used, which can be modified in future studies.

• There is no frictional force between the sides of the P-POD and CubeSats,

• The separation springs are balanced and exert equal force simultaneously; note this assumption

is practically not possible, a slight change in the separation spring lengths would impart a slight

difference in force on each leg, adding direction to the otherwise tangential velocity assumed. That is

why satellites come out tumbling in reality.

• The formulation is done at the instance when the base plate of P-POD has just lost contact with the

cluster of masses (i.e. the three CubeSats). That means plunger spring is much more powerful than the

separation springs, and separation springs are not able to expand till the time plunger has expanded.

• The separation springs apply the force tangent to the orbit curve along the velocity vector of SHM.

At the instance when the cluster is pushed out, it is intact i.e. separation springs are still compressed.

CubeSat 1 separation spring could not exert any force since its spring has nothing to push onto i.e. the
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Fig. 4.7 Changes in position and velocity of CubeSats when referenced from the P-POD baseplate. CubeSat1 has
lose contact with P-POD baseplate (thus k1=0). The position and velocity after the marked locations should be

read as constant values. The numerical solver assumes all springs are attached.

P-POD has moved away at the rate of 2 m/s from the cluster of CubeSats. However, CubeSat 2 can push

on CubeSat 1 and CubeSat 3 can push on CubeSat 2. The net result is that CubeSat 1 and CubeSat 2 are

pushed away from CubeSat 2, with equal accelerations, but in opposite directions. CubeSat 3 direction

is considered positive, whereas, CubeSat 1 direction is considered negative, with respect to CubeSat 2.

In Figure 4.7, the resulting position and velocities are plotted. In the Figure, no additional condition has

been incorporated within the numerical script, rather, the code assumes that the springs are all attached

to each mass, therefore, oscillatory solution is observed (it also acts as a necessary condition to check the

numerical solution). However, in our case, the spring lose contact which is highlighted in the Figure 4.7.

It is found from evaluating the resultant position and velocity (see Figure 4.7) that the CubeSat 1 moves

0.052 inch (0.00132 m) in 0.3761 sec. The velocity of CubeSat 1 after 0.3761 sec is -0.22 inch/sec

(-0.0056 m/s). The same is found for CubeSat 3, but the direction of motion is opposite, thus the velocity

is +0.22 inch/sec (+0.0056 m/s). Now we can find the change in velocity with respect to the SHM.
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The P-POD plunger spring pushes the cluster of CubeSats out of P-POD away from SHM in the opposite

direction of SHM motion with the velocity difference of 2 m/s [22].

Therefore the resultant change in velocity ∆VT for CubeSat 1 is -1.944 m/s, whereas for CubeSat 2

is -2.00 m/s and for CubeSat 3 is 2.0056 m/s. The small difference in position has been ignored in

determining the osculating elements, which is the topic of next subsection.

4.2.3 The Orbital Parameters of CubeSats

Now that we know how P-POD ejects CubeSats, we can simulate orbits, provided, a reference orbit for

the P-POD is known. From DNEPR launch vehicle, a P-POD is assigned an orbit, whose parameters are

listed in Table 4.2.

Where R⊕ = 6378.137 km is the mean Radius of Earth as defined under JGM-3 [176]. The value of

semi-major axis a in (km) can be calculated using the equation

a =

(
µT 2

rev

4π2

)1/3

(4.12)

=

(
398600.4415×5946.92

4π2

)1/3

= 7094.46 (4.13)

where µ is the Earth’s gravitational parameter, Trev is the orbit period in sec. From the value of a in km,

it is easy to find the value of orbit parameter p = a(1− e2) = 7094.10 km. Using the vis-viva equation

of orbital energy [201, Chap 6,9]), the velocity can be stated as:

V 2 = µ

(
2
r
− 1

a

)
(4.14)

Table 4.2 P-POD A on DNEPR deployment information [199]

Apogee Perigee Period Eccentricity
(km) (km) (sec)

R⊕+772.1 R⊕+660.6 5946.9 0.0071
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we can substitute r which is the instantaneous radius (km), with the value of perigee altitude and find the

value of velocity at perigee. Also with a little manipulation, in terms of eccentricities, the velocity at

perigee, can be calculated;

Vp =

√(
µ

a

) √
1+ e
1− e

(4.15)

giving the value of Vp = 7549.055 m/s.

For the rest of the analysis the point of ejection of the CubeSat cluster can be considered as the point of

perigee, since it has been assumed that the velocity vector is tangential to the radial vector of the orbit. It

must be noted here, that the radial vector is with reference to the centre of Earth as defined in ECI frame.

The Keplerian elements (orbital parameters or osculating elements) for the P-POD A ejecting the cluster

from SHM are given in the Table 4.3.

Using the relationships derived from the variation of parameters in osculating elements as detailed in

[201], we can determine the change in osculating elements due to change in velocity i.e VT calculated

earlier. The relationships define the change in osculating elements due to a perturbing acceleration in the

S : radial, T : tangential and W : Normal direction of the satellite, aligned to the radial, velocity and

orbital specific energy vectors; then the rate of change in each parameter is given as follows;

Table 4.3 Keplerian Elements derived from DNEPR information for P-POD (A) example.

Parameter Symbol Units Value Comments

Gravitational Coefficient GM⊕ = µ km3/s2 398600.4415 JGM-3
Mean Earth Radius Roplus km 6378.137 JGM-3
Perigee radius rp km 7038.737 given in Table 4.2
Apogee radius ra km 7150.237 given in Table 4.2
Eccentricity e unit less 0.0071 given in Table 4.2
Semi-major Axis a km 7094.46 Calculated from eq (4.12)
Orbit Parameter p = a(1− e2) km 7094.10 Calculated
Inclination i rad 1.7104 DNEPR LV specs (98◦)
RAAN Ω rad 0 Assumed
Argument of Perigee ω rad 0 Assumed
Mean Anomaly M rad 0 Assumed
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Ω̇ =
r

√
µ p

sinu
sin i

W (4.16)

i̇ =
r

√
µ p

cosu W (4.17)

ṗ = 2
√

p
µ

T (4.18)

ė =
√

p
µ

S sinv+
√

p
µ

T
(

1+
r
p

)
cosv+ e

r
√

µ p
T (4.19)

ẇ =
1
e

[√
p
µ

Scosv+
√

p
µ

T sin i− e
r

√
µ p

W sinucot i
]

(4.20)

τ̇ =
r2

eµ

[
−(cosv− eN sinv)S+

p
r

NT
]

(4.21)

where N(v) is given as

N(v) = 2
p2

r2

∫ v

0

cosv
(1+ ecosv)3 dv (4.22)

Where r is the position vector of satellite at any given instance of time t, v is the true anomaly calculated

positive from periapses (point of perigee), u = ω +v is the argument of latitude, and rest are the familiar

terms in orbital mechanics [201].

With the assumption of a change in velocity in a very small duration of time (as compared to orbital

period), then the change in parameters is not gradual but can be considered abrupt, and denoted by the

symbol ∆. Since the change in acceleration is in a very small duration of time tn, then the velocity vector

associated with the acceleration can be stated as;

∆VT =
∫ tn

0
T dt (4.23)

∆VS =
∫ tn

0
Sdt (4.24)

∆VW =
∫ tn

0
Wdt (4.25)

Further more the derivative symbol in eq. (4.16) to (4.21) changes to ∆, to denote the linear increment.

Since we are considering only tangential velocity changes, therefore Vs =VW = 0. Thus from the value

of tangential velocities found earlier, and using the eq. (4.16) to (4.21), we can find the change in orbital

parameters for each of the three CubeSats due to separation springs.
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The Table 4.4 fills in the values calculated for each of the CubeSat. CubeSat 1 is the one which was first

in the P-POD, then CubeSat 2, and last in is CubeSat 3. However since there is no change in velocity of

CubeSat 2 we consider its orbit as the reference orbit and find the changed parameters for CubeSat 1

and CubeSat 3. The difference in orbital parameters with respect to CubeSat 2 are listed in Table 4.4.

Table 4.4 Change in Osculating Elements due to impulsive change in tangential velocity.

Parameter Expression CubeSat 1 CubeSat 2 CubeSat 3

∆p eq.(4.18) −5.3512×10−4 −5.3363×10−4 −5.3214×10−4

∆e eq.(4.19) −5.3704×10−4 −5.3554×10−4 −5.3404×10−4

∆a a = ∆p
1−∆e2 −5.3512×10−4 −5.3363×10−4 −5.3214×10−4

The rest of the parameters do not change because true anomaly v is zero at point of perigee rp and

tangential velocity has changed only. Therefore we get a new set of Keplerian elements for the three

deployed CubeSats given in Table 4.5. See Annex C.1.2 for a MATLAB (OCTAVE) script which

computes change in a, e, i due to change in tangential velocity.

Table 4.5 Final orbital elements for CubeSats deployed via P-POD used for simulation.

Osculating Element CubeSat 1 CubeSat 2 CubeSat 3

a (km) 7094.459464876 7094.459466370 7094.459467865
e 0.006562963 0.006564463 0.006565962
i (deg) 98 98 98
Ω (deg) 0 0 0
ω (deg) 0 0 0
M (deg) 0 0 0

4.2.4 Resulting Relative Motion of CubeSats

The values determined in Table 4.5 are used in the numerical orbit propagator. The orbit for each

CubeSat is propagated with a time step of 120 sec. The simulated orbits are assessed for inter-satellite

distance for initial 700 min in orbit, the results are shown in Figure 4.8.

It is observed from the relative motion, that the satellites are relatively close to each other during the

initial period of deployment. The satellites come closer and move away from each other, therefore,

Doppler frequency increase and decrease is expected. However, due to a slow drift, the Doppler

frequency shift is low. It is noted that CubeSat 1 and CubeSat 3 move away from CubeSat 2, with the

same rate about 100 m in 100 min. The relative distance between CubeSat 1 and CubeSat 3 increases at

a rate of 200 m in 100 min. The separation distance increases beyond 1 km within the first eight orbits.

So for the sensor to sensor communications link experimentation, separation springs need to be removed.

Then the drift rate would be only due to differential drag as discussed by Barnhart [29].
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The Doppler frequency shift is calculated by subtracting the actual frequency from the observed

frequency. The Doppler shift observed over the simulated period is plotted for 430 MHz in Figure 4.9

and for 900 MHz in Figure 4.10. CubeSat 2 is considered the source, while the other two CubeSats act

as observers, so the Doppler shift observed by CubeSat 2 and CubeSat 3 are calculated from the relative

distance.
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Fig. 4.8 Relative distance of each CubeSat.
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Fig. 4.9 Doppler Shift due to relative motion.

4.3 Case Study : Sensor Satellite with respect to a Relay Satellite

Orbital configurations are possible in many ways. Therefore the Doppler Frequency shifts are determined

from simulating selected orbits in the following cases:

• The first is a Relay satellite at a higher altitude and sensor satellites at a lower altitude, both in LEO.

The relative motion of the relay and sensor satellite is studied.

• The second is a “string of pearls” configuration, in which several satellites are in the same orbit but

separated e.g. Disaster Monitoring Constellation (DMC) [114].
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Fig. 4.10 Doppler Shift for 900 MHz due to relative motion.

A scenario is selected, in which a ReSat is placed at a higher altitude say about 800 km in a polar orbit.

The SenSats are placed at an initial altitude of 500 km, and their orbit decays.

We assume that the antenna on the ReSat has a beam width of 40 deg. The projected coverage area on

the surface of a sphere can be simulated in Savi using Geomview at the back end. However, the sphere

typically represent the Earth of radius 6378.14 km. If we do not change this radius to incorporate the

altitude of the SenSat, the visible coverage area is incorrect. In the settings the radius is corrected to

include 500 km altitude, and then the projection is observed. In this manner, we can visibly assess link

availability time for our preliminary design, which allows the selection of antenna parameters easier.
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4.3.1 Link opportunity window for ReSat and SenSat

Simulating the orbits with Savi, for a constellation of ionosphere monitoring mission, with only two

orbital planes selected, and a relay satellite placed in between them is illustrated in the Figure 4.11. In

the illustration, the coverage area by the Relay Satellite is based on its projection on Earth. A wider area

of coverage is visible. In reality, the SenSat is at about 500km altitude, and is much nearer the ReSat.

Therefore the coverage area of the antenna radiation cone is reduced equivalent to the ratio of 800/500.

(a) SenSat1 Link opportunity start. (b) SenSat1 Link opportunity end.

(c) SenSat2 Link opportunity start. (d) SenSat2 Link opportunity end.

Fig. 4.11 ISL opportunity window for ReSat with SenSat1 and SenSat2, simulated with J2 perturbations only
using SaVi. The cones depict the coverage zone of the antenna field of view on Earth (about 40 deg beam width).

4.3.2 Relative motion of Relay Satellite and Sensor Satellite

For the relay satellite and the sensor satellite set, relative motion assessment shows interesting results.

The relative distance and Doppler shift for 430 MHz between the Relay Satellite (Sat 1) to the sensor

satellites (Sat 2 and Sat 3) is illustrated in Figure 4.12. The satellites tend to move very far as they

traverse other side of the Earth, that is why large relative distances are observed in the plotted data.

Although it is not clearly visible, but the SenSats gradually lose attitude in free flight, so does ReSat

in free flight mode. In reality, ReSat are assumed to have on-board fuel to maintain their orbits. Thus,
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SenSats fall back to Earth as free flying objects, whereas ReSat maintains its orbit till its expected EoL

and then forced to lose altitude.

The small oscillations in Doppler Shift indicate one orbit of SenSats with respect to ReSat. The sharp

edges indicate the times when ReSat and SenSat approach from opposite sides, because of the different

precession rates of the orbits at different altitudes. That is why abrupt change of relative distance and

Doppler shift is observed. Since the relative velocity is significantly high, therefore, high Doppler shift

is observed in this case.
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Fig. 4.12 Relative motion and Doppler Frequency shift observed after simulation using numerical orbit propagator.
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4.3.3 Discussion of relative motion between ReSat and SenSat

Doppler frequency shifts computed over several orbits, are illustrated in Figure 4.13 for carrier frequency

of 430 MHz. The high shift rate is evident when the satellite approach each other and also with higher

operational frequencies. Optimal link availability would be few minutes before and after the maximum

shift rate.

Taking the numerical derivative of the Doppler shift, results in shift rate. The Doppler shift rate is

maximum at two occasions, (a) when the satellites are moving closer to each other, and (b) when the

satellites are moving away from each other. This behaviour is observed in ground stations tracking LEO

satellite passes, which endorses the results obtained.

At high Doppler shift rates, the PLL design is a critical factor in successful communications link (for

details referred to [202]). The opportunity window to establish the link is between the times, when

Doppler shift and its rate of change is in the acceptable levels of PLL design. Assuming PLL is correctly

designed, then the link opportunity windows is less than 20 min.
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Fig. 4.13 Relative motion, Doppler shift and Doppler shift rate at closest approach for ReSat with respect to
SenSat1 430 MHz.
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4.4 Relative Motion of a Relay Satellite with respect to a Relay Satellite
in the Same Orbit

Inter-satellite links between two ReSats is considered here. For the ReSat, a string-of-pearls type orbit

is perceived. Satellites move in the same orbit (path), but spaced out, therefore each satellite follows the

other in the same orbit. In this way they resemble pearls on a string, where each pearl can move along

the path defined by the string.

The Rapid Eye constellation (also known as Disaster Monitoring Constellation (DMC)), is selected for

preliminary evaluation purposes, depicting ReSats.. It comprises of 5 equally spaced similar satellites in

polar orbit at 650 km launched in 2008, from a single launch. Visuals of the constellation are shown in

Figure 4.14. The yellow colour in Figure 4.14b is the footprint of antenna radiation pattern, whereas, the

greenish dots represent the ground tracks and the blue represents the region yet to be traversed by the

satellites.

It is clear, that although the constellation is at the same altitude as is desired for IMM, however, they are

unable to establish a clear line of sight for ReSat to ReSat inter-satellite link. The first observation is to

increase the number of satellites per orbital plane. The second observation is that, in these simulations,

the ReSat are being assumed to be in free flight mode as well. That is why the relative distance is

changing, and there is a Doppler shift.

(a) Constellation of 5 equally spaced satel-
lites.

(b) Ground Coverage (green dots) after a few
hours of simulation. Radio coverage repre-

sented by yellow circles.

Fig. 4.14 Rapid Eye constellation of 5 equally spaced similar Earth observatory satellites (650 km Sun Synchronous
orbit).
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However, it is being perceived, that ReSat being a larger satellite, shall be carrying on-board fuel, and

would be able to maintain its orbit. Of course, then the relative distance would also be maintained, not

as precisely as is required in FF missions. Therefore, the Doppler shift would be low.
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Fig. 4.15 Relative motion and Doppler shift 430 MHz of two adjacent satellites in a “String-of-Pearl” orbital
configuration.

The relative displacement and the associated Doppler shift at 430 MHz for only two adjacent satellites

is given in Figure 4.15. To assess the Doppler shifts, it is being assumed, that the satellites are in free

fall. Although, in reality, these larger satellites would have orbit control, and 3-axis stabilised attitude

controllers. Point to point links between relay satellites would require directional antennas, with nominal

beamwidth, which may not need fine pointing, since the relative motion over the orbits is not significant.
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4.5 Summary and Conclusion

In this Chapter the relative motion is studied with the help of numerical methods projecting the motion

of a satellite from initial conditions, under the influence of 20×20 gravitational model, high precision

atmospheric model (modified Jachia 71 model), third body effects and solar radiation pressure. Unlike

analytical methods where close proximity approximations are assumed to be under the influence of

same force fields, a high precision numerical orbit propagator incorporates variation of force fields, thus

providing a better insight to the evolution of satellite orbits.

The following three cases have been investigated for evaluating the Doppler Frequency shift arising

from the relative motion of communicating satellites.

• The case of free flying sensor satellites is studied by evaluating in-depth the deployment of 1U Cube-

Sats by DNEPR in LEO polar orbits.

• The case of satellites in the same orbit i.e. the position in orbits is similar to a “string of pearls ”,

is studied emulating the effects on relative motion of Relay Satellites in the same orbit (Disaster

Monitoring Constellation uses these orbits, which are perceived to act as orbits for Relay satellites).

• Relative motion of Relay satellite and Sensor Satellites is also simulated for a simple case.

In conducting the study, the launch sequence has been studied in depth, the deployment mechanism

commonly employed for pico/nano class of satellites has been investigated, and in the process a numerical

orbit propagator suitable for high precision / accuracy studies utilised, unlike similar studies where focus

is on the use of analytical methods. Although analytical methods do provide an insight to the expected

trajectories of satellites, they are unable to cater to the minor differences arising due to use of simple

Earth’s gravitational field models (commonly J2 term of the harmonic potential function representing

gravitational field is used, where as we have used 20×20 terms with the capability of using 70×70 or

higher terms in the numerical code).

In the second case, since the satellites are in the same direction therefore the relative motion of the

satellite is slow, and the Doppler frequency shift observed is tens of Hz. However, for the third case,

where SenSat approaches ReSat high Doppler shift in kHz is observed. The Doppler shift is low, when

the satellites communicate within the orbital plane, however, it is high, for intra-orbit links as observed

in ReSat and SenSats. For, satellites in GEO, the case would be of a very high Doppler shift, exceeding

that which is observed at the ground station for passing LEO satellites. A second and third order PLL

based design would be required, in the first stage of radio, which should be checked during preliminary

evaluation of COTS.

In order to technically evaluate SBWSN enabling technologies, an alternative controlled method of

deploying CubeSats in orbit needs to be determined. The satellites be deployed in a manner, that the

separation does not exceed a certain limit. CubeSats may be deployed from international space station

(ISS) using its robotic arm.
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Relative motion plays a critical role in the design and development of ISL hardware, and selection of the

transmission schemes. The most important factors, that need to be addressed are the following dynamic
factors:

• the link opportunity window

• the Doppler shift and shift rates

Mission design can be optimised on the basis of the above two factors. Constellation design tools, such

as Walker Constellation are available, however, a new tool for free flying objects is deemed necessary

for optimised mission orbit designs.

In the next chapter, the environment and its impact on propagating waves is investigated.



CHAPTER 5

WAVEFORM CHANNEL MODEL FOR

INTER-SATELLITE LINKS IN LOW

EARTH ORBITS

The purpose of this Chapter is to study the effects of the environment in Low Earth Orbits (LEO) on

the propagation of the electromagnetic waves and determine the inter-satellite communications channel

characteristics. The investigation is aimed at: (i) identifying possible causes of electromagnetic wave

reflection, refraction, or scattering by studying in-orbit environment and (ii) identifying appropriate

waveform channel model depicting the impairments caused due to interaction of in-orbit constituents

during wave propagation. Based on the outcome of the study, an appropriate waveform channel model is

defined.

5.1 Introduction

A wireless digital communications systems comprises a transmitter and receiver. The transmitter signal

undergoes distortions as it interacts with the circuits making up the transceiver (hardware). After

radiation, the propagating waves interact with the environment, further distorting the transmitted signal,

and at reception after passing through the receiver circuit a similar set of hardware processes cause

distortions before the baseband signal is available for message extraction. The impairments thus caused

due to circuit effects are named hardware impairments, whereas, impairments caused by environment

interactions with propagating wave, are called channel impairments. Both types of impairments distort

the signal, for which the mitigation techniques are accordingly devised.

Hardware impairments are due to the signal processing circuits such as filters, amplifiers, multipliers,

transistors, diodes and such, which are used for analogue signal processing. Some of the impairments

are briefly discussed as follows. In analogue to digital conversion, quantisation losses are a major
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concern in analogue to digital conversion, whereas, fixed point representation in digital signal processes

is also one of the concern. The nonlinear effects due to the use of power amplifier (prior to radiation),

operating close to its saturation mode distorts signals with non-constant envelopes. Therefore signals

with constant envelopes such as phase and frequency modulation are preferred. In processes other than

the power amplification, the local carrier frequency offsets, phase changes, imbalances in the two paths

being followed in I/Q architecture, offsets in local sampling clock, all contribute to distorting the signal.

This operational mode is common in satellite operations, and the distortion is simulated using Saleh

model [203]. Each impairment and its effect are well addressed in literature, unfortunately they are not

within the scope defined for this thesis, however, interested readers can begin investigations by referring

to the references provided in books [66, 75, 204].

The channel impairments are caused by several factors. In the wireless channel, the first impact on signal

as it propagates away from the source is the loss of signal strength as a function of distance, wavelength

and the properties of media. Same is true for wired medium, its attenuation factor depends on the make

and type of the wire (different for copper wires, twisted pairs, coaxial wires). In its simplest form the

media is considered void of any other particle i.e. free space, Friis devised a simple means of detecting

this loss known as Friis transmission model [52] or free space path loss. However, for a medium with

constituent molecules and particles, the attenuation tends to vary again as a function of the time, space

and frequency of the signal, a phenomenon called fading in land-mobile communications [205] and

scintillation in radio astronomy as well as in satellite to ground communications [206, 207].

The known sources of impairments can thus be modelled in baseband, for computer simulation based

study, as depicted in Figure 5.1 (moving from transmitter to receiver). The identified blocks of the

channel model can all be used in simulation based studies, or where possible, impairments caused

by hardware can be eliminated reducing the simulation complexity and simulation run-time. Where

hardware is available, and the simulation environment can be interfaced to the hardware, a hardware-in-

the-loop (HIL) co-simulation method is fruitful. The code actually runs on the hardware, thus removing

the need for hardware effect simulation, reducing the complexity of channel model to only propagation

impairment modelling. Hardware impairments thus can be ignored in the preliminary design evaluation

of baseband modem.

In evaluating the channel characteristics, the environment needs to be studied, for each path that is

followed by the signal from the transmitter and receiver, must be identified. In wireless transmissions,

the analysis of the received signal simplifies significantly, by identifying a path the wave takes from

the transmitter to the receiver. The environment in its path can then be studied to identify the possible

sources distorting the wave. The nature of distortion can then be ascertained with the help of existing

knowledge accumulated over the years. The nature of medium or any other physical object present

along the path can then be studied individually for its impact on the propagating wave. In wireless

transmissions the wave can propagate taking one of the possible paths from transmitter to receiver,

namely; (i) a single direct path, (ii) a single indirect path, (iii) multiple paths including a direct line of
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Fig. 5.1 Types of hardware and channel impairment from [208].

sight path (from transmitter to receiver), or (iv) multiple paths without a direct line of sight path, signals

reach while passing through indirect paths. When ascertained that there are multiple paths, then each

path is characterised for its propagation delay, the attenuation type (static or dynamic) and sources of

interference on that path. For several paths, a path profile is thus formed, where each path characteristics

are described.

While undertaking computer based simulation studies, the digital communications system is broken

down in to manageable sub-systems. A complete end-to-end system simulation is possible provided a

resourceful computer is available. Depending on the need of the sub-system analysis, the communications

channel can be modelled either as a discrete channel, or waveform channel, following the definition

of Meyr [209]. The outer receiver works on the bits identified by the inner receiver working on the

electrical waveform demodulated by the analogue front end of the receiver side. The functional blocks

of both receivers and the type of channel model requirements are depicted in Figure 5.2. The discrete

channel is used when channel encoding performance is being studied i.e. the performance of error

correction codes (number of errors detected and corrected in bit sequence). The need is to randomly flip

the bit sequence to test the performance of error correction codes. Whereas, when baseband modem

performance is to be studied, the need is to distort the electrical waveform by changing its time and

frequency domain characteristics depicting the changes as would be observed in real world.

The demodulator estimates the sent message from the distorted waveform. The performance metric for a

demodulator is the bit error rate. When the message is correctly received, with in acceptable BER, then

its performance is acceptable. The acceptable BER depends on the type of message and the channel.

For example commands being uploaded to satellites, cannot tolerate a single bit error, whereas, bulky

images or science data downloaded from satellites can tolerate a certain amount of error. The certain
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Fig. 5.2 Inner and Outer receiver definitions by Meyr [209] and the associated digital channel models.

amount of error is defined. Therefore, performance of the receiver is based strictly on the channel under

which the type of service is being provided*.

In subsequent discussions, the terms waveform channel and channel are used interchangeably, referring

to waveform channel. The baseband modem performance would vary according to the channel model

employed, whereby, the channel model should correctly depict the propagation environment in which

the modem is to operate. Hence, the knowledge of channel is critical to the design of modem. Particular

care must be given to deriving the channel model. Waveform channel is the topic of this chapter.

The waveform channel model is derived either from measurements or is based on the theory of physical

propagation, latter approach is followed in this thesis, since in-orbit experiments are outside the scope

of the research. Published literature sources are studied first to determine the channel model. The

characterisation of the channel in time or frequency domain often involves statistical descriptions

(random processes defined by probability distribution functions first published as a uniform theory of

stochastic process to model random time varying channel behaviour by Bello [55]). The parameters

*Further information on the availability of telephony circuits can be found in ITU-T Recommendation G.821. In general
data service cannot tolerate BER < 10−2, recommended is to achieve BER > 10−6. Again it depends on the type of channel
being used, see [210, 211] for detailed discussion on performance i.e. BER in fading type channels vs AWGN type channels.
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of the underlying distributions and power spectral densities are usually estimated from measured data.

Developing mathematical models for the propagation of signals in space environment requires a good

understanding of the underlying physical phenomenon. To develop a model for an ionospheric radio

channel, one must understand the physics of radio wave propagation (magneto-ionic theory [212, 213]

governing propagation of radio waves). “One of the challenges in channel modelling is the translation

of a detailed physical propagation model into a form that is suitable for simulation. Communication

engineers rely on experts in the physical sciences to provide the fundamental models for different types

of physical channels. For example, the mathematical model of a radio channel may take the form of

the Maxwell’s equations (as is the case in magneto-ionic theories). While accurate, this model must be

simplified and converted to a convenient form, prior to its use in simulation” [66].

When converting into a “convenient form”, one of the important consideration is the accuracy vs

performance. Non-linear functions require time consuming numerical methods, whereas, linear functions

are easier to solve numerically. The first decision is to assume that channel can be characterised in terms

of linear functions, for the sake of simplicity. The second is the variation of channel properties with

time and space; time varying functions are more complicated than time-invariant functions, whereas,

variation with space means incorporating spatial dependency in functions as well. A simpler approach

is to evaluate the performance for a space for its characteristics at one instance at a time, selecting the

worst case scenario in this regards is the right approach, since the system can perform better in other

scenarios if it can sustain the worst case.

5.1.1 Assumptions and Considerations for Channel Characterisation

The channel is evaluated for its characteristics in the light of the following assumptions;

1. The sensor satellites use isotropic antennas, therefore, signals can be received from any direction

about the antennas i.e. the field of view can be considered a 4π sr sphere (Figure 5.3).

2. The relay satellites may use directional antennas.

3. Several sensor satellites may be in close proximity of each other.

4. There is a possibility that several clusters of sensor satellites may operate in proximity not necessarily

very close but at a reasonable communications range.

5. The sensors would gradually lose their altitude till they reach 150 km, below which the satellites

rapidly enter Earth’s atmosphere. The region of interest is therefore, between 150 km and 1000 km.

The factors which must be considered in the context of the antenna radiation pattern i.e. the field of view,

are:-

• The antenna types at both the transmitter and receiver dictate the maximum communications range;

that is the distance in which acceptable communications (message ) takes place.
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• The significance of objects present within the communications coverage area is important when the

radiation pattern is isotropic, since they influence channel by becoming sources of multiple reflectors,

causing multipath effects. Whereas, in the case of directional antennas, their presence may be ignored,

depending on the number of objects and their location within the radiation pattern, distance between

the transmitter and receiver.

• The type of antenna being used also dictate the role of attitude and orbit control design of satellite. In

other words, when the satellite is tumbling without any attitude control mechanism, isotropic antenna

is preferred, which is used for engineering data acquisition during the initial commissioning phase.
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Fig. 5.3 Considerations for radiation pattern. (a) Directional antenna, narrow beam width, objects cause little effect.
(b) Isotropic radiation pattern, limited range, objects cause multiple reflections (scattering) causing multipath

fading.

5.1.2 Channel Transfer Function Definition

For the purposes of analysis and study, the communications system for the transmitter receiver pair can

be modelled as illustrated in Figure 5.4. The message from the source is converted to a time domain

signal x(t) which is the input to the channel represented by h(t), and the receiver extracts the message

from the distorted received signal y(t).
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Fig. 5.4 Notation of the input and output signal through the channel.
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Consider the channel as a system of signal processes (amplification, filtering, sampling, transformations,

interference, impedance mismatching and such) which change the incoming signal properties in an

undesirable manner. The undesirable effects are captured in mathematical expressions called channel

transfer functions; h(t) when time domain analysis is being carried out, and H(f) for frequency domain

analysis; where H(f) is Fourier transform of h(t).

The received signal y(t) is outcome of the convolution (⋆) of channel transfer function h(t) and transmitted

signal x(t), expressed as:

y(t) = h(t)⋆x(t) (5.1)

The intrinsic noise w(t) is added to Eq. (5.1), resulting in a generic representation of received signal as:

y(t) = h(t)⋆x(t)+w(t) (5.2)

In computer based simulations, time domain signals are discrete forms of the signal, stated as:

y[n] = h[n]⋆x[n]+w[n] (5.3)

When the transmitter and receiver are non-stationary then the surrounding environment may change as

is the case in land mobile communications [214] or satellite to mobile communications [215]. In both

cases the deteriorating effects are incorporated within the channel transfer function applicable to the

coverage area. In this manner, the transfer function becomes simpler to implement. The temporal and

spatial dependence of channel transfer function is generated stochastically (see Annex B.2 for examples

of fading channel transfer functions).

The objective of this chapter is to determine the form of h(t).

The simplest and well known form is described first, to illustrate the over all process of channel

modelling.

5.2 Signal Attenuation

Consider the transmitted signal x has an amplitude A, then how does the channel attenuate this amplitude

as it reaches the receiver. In this case the channel response h only attenuates A which can be modelled

as an attenuation factor α , then the received signal can be stated as;

y[n] = α A x[n]+w[n] (5.4)
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The nature of attenuation function α in eq (5.4), is determined after further investigations.

When the signal has a constant level A representing the mean voltage level, then the power in the

signal over that time duration is P =V 2/R, where R is the resistance across which the voltage is being

measured, generally 50 ohms for antenna interface.

For a given distance, when the received signal strength measured remains same irrespective of the time,

or place, then the environment can be considered ideal. Such an environment would only exhibit loss of

energy due to propagation from the source to the receiver.

5.2.1 Free Space Path Loss

To determine the attenuation when a transmitter and receiver are a distance d apart, consider the antennas

being isotropic i.e. the radiation pattern is uniform all about the antenna, then the power radiated per

unit solid angle when Pt is fed to the antenna is

Pt

4π
(Watt/steradian) (5.5)

In the case when an antenna amplifies the radiated power by a factor called the gain of the antenna Gt ,

then the effective isotropic radiated power (EIRP) is

EIRP = (PtGt)/4π (5.6)

An antenna with the surface area Aaper situated at a distance d from the transmitter subtends a solid

angle Aaper/d2 at the transmitting antenna. It receives a power equal to

Pr =
PtGt

4π

Aaper

d2 = Φ Aaper (W) (5.7)

The magnitude Φ is called the power flux density expressed in W/m2, which are used in determining

the power captured by the antenna.

The receiving antenna captures the radiated power on an effective surface area Are f f expressed in terms

of the gain as

Are f f =
Gr

4π/λ 2 (m2) (5.8)
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Hence the received power using eq. (5.7) and eq. (5.8) gives;

Pr = PtGtGr

(
λ

4πd

)2

(5.9)

Separating the terms not associated with the antenna or assuming that the gains of the antenna are unity,

a relationship of the loss of signal power can be stated as;

L f ree =
Pr

Pt
=

(
λ

4πd

)2

(5.10)

where L f ree is the free space path loss, and the simplest form describing the attenuation function α ,

relating transmitted power and received power by the distance and the operational frequency. The

dependent factors are distance and wavelength. Note this is a time invariant function i.e. there is no

relationship with time.

In eq. (5.10), the medium is assumed to be vacuum, therefore, any cause of attenuation due to medium

can be incorporated.

In the next section, attenuation of wave due to ionised gas in Earth’s magnetic field is considered.

5.2.2 Loss of Power in Plasma

In inter-satellite links, the medium is ionised gas comprising of electrons and ions moving freely. When

the satellite transmits, the electromagnetic wave interacts with the free moving charged particles. This

interaction is complex, and a full wave theory is required to describe the interaction with a single

particle, which is then simplified to describe multiple phenomenon. The propagation of wave through the

ionised gas is well described in magneto-ionic theory see for instance a treatise by Ratcliffe [213] and

Budden [216, 212]. We shall follow the treatise by Ratcliffe to describe the fundamental expressions.

The EM propagation depends on the density of electrons and ions, the collision of electrons with ions,

whose motion is governed by the imposed magnetic fields. To investigate the absorption, the complex

refractive index is written as

η = µ − i χ (5.11)

so that the wave propagating in z-direction in the medium is represented by:

E = A exp{i ω (t −η z/c)} (5.12)
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and written with the complex refractive index

E = A exp(−ωχz/c) exp(iω(t −µz/c)) (5.13)

This wave is attenuated to exp(−χ) within a distance of z = c/ω = λ/2 π , while travelling with a

velocity c/µ . The absorption coefficient κ is stated as

κ = ωχ/c (5.14)

Where the relationship of absorption coefficient is determined from the complex refractive index.

5.2.2.1 The Appleton-Hartree Equations

The complex refractive index η of a magneto-ionic medium was derived from the works of Lorentz

by Appleton [213, pg.5]. Considering the effects of particle collisions (which cause attenuation), the

refractive index takes the form as follows;

η
2 = (µ − iχ)2 (5.15)

= 1− X

1− iZ − Y 2
T

2(1−X − iZ)
±
(

Y 4
T

4(1−X − iZ)2 +Y 2
L

) 1
2

Simplified nomenclature commonly used in magneto-ionic studies is used:

ω
2
N = 4πNe2/ε0me (5.16)

ωH = µ0B⊕|e|/me (5.17)

ωL = (µ0B⊕e/m)cosΘ (5.18)

ωT = (µ0B⊕e/m)sinΘ (5.19)

X =
ω2

N

ω2 (5.20)

Y =
ωH

ω
(5.21)

YL =
ωL

ω
(5.22)

YT =
ωT

ω
(5.23)

Z =
ν

ω
(5.24)
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where N is the electron concentration along the path of observed EM wave propagation. e and me are the

charge and mass of electron. εo is the permittivity of free space; ν is the electron collision frequency;

Θ is the angle between B⊕ and Oz; Oz is the direction of propagation of wavefront; ± sign refers to

the ordinary mode and the extraordinary mode. When a linearly polarised wave passes through an

assembly of charged particles in the presence of a magnetic field, it causes electrons to move round in

circles. If the composite wave (addition of re-radiated wavelets from electrons) whose field also rotates

in the original way, then the polarisation has not changed, hence is a characteristic ordinary wave. If the

polarisation of the composite wave is opposite to the original wave’s polarisation, its the characteristic

extraordinary wave.

The velocities, the absorption, and the wave polarisation depends amongst other parameters on the

quantities YL and YT i.e. on the angle between the direction of propagation and the direction of the

imposed Geomagnetic field B⊕, the density of charged particles, the number of electrons along the wave

path, the collision of electrons with heavy ions and the irregular structures of plasma.

In order to deduce a relationship of attenuation factor, simplify the relationship. It is convenient to

consider the magnitude of χ in the special case when the wave propagates along the direction of Earth’s

magnetic field, i.e. YT = 0, then eq. (5.15) becomes

(µ − iχ)2 = 1− X
(1±|YL|− i Z)

(5.25)

Expanding the left hand side and equating the real and imaginary parts with right hand side in eq. (5.25),

the following relations

µ
2 −χ

2 = 1− X(1±|YL|)
(1±|YL|)2 +Z2 (5.26)

2µχ =
XZ

(1±|YL|)2 +Z2 (5.27)

A useful expression is obtained for the absorption coefficient κ;

κ =
ν

2c
I

(1±|YL|)

{
1−µ2 −χ2

µ

}
(5.28)
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Ratcliffe elaborates, “that at places where µ departs appreciably from unity*, it is feasible for practical

applications to assume that χ2 ≪ 1−µ2, otherwise the wave would become so heavily attenuated in a

distance of one or two wavelengths that it can not be detected.”. Therefore eq.(5.28) is reduced to

κ =
ν

2c
I

(1±|YL|)

{
1
µ
−µ

}
(5.29)

It is evident from eq. (5.29) that the attenuation function depends on several variables which vary with

the time and location. The dynamic relationship indicates that the loss of a signal is not constant which

is an observed fact in satellite to ground links, as well as long distance HF radio links.

5.2.2.2 Simplified Forms for Absorption

There is little published literature regarding the absorption factor for inter-satellite links. A relevant

paper is from Middlestead [145]. He studied the impact of man made disturbance in ionosphere, on ISL

for a network of satellites operating at an altitude of 700 km. His network operates in the extremely

high frequency (EHF) band, much higher than the gyro-frequency of plasma. The attenuation factor in

decibels per meter (dB/m) at EHF is given as a good approximation as;

α(z) = 1.16×10−19 Ne(z)
f 2
g

(dB/m) (5.30)

where z is the direction of propagation, fg is frequency in GHz and the total attenuation is calculated

over the path length d. He concludes that the attenuation at these high frequencies is negligible even

when a high intensity nuclear blast occurs. Davies [150] follows the same approximation as by Ratcliffe

and Budden.

Nathan [184] uses a similar set of approximations in their studies. The absorption of radio waves in the

regular ionosphere is defined in terms of intensity of radio wave as;

I(k) = I0 exp(−2
ω

c

∫
αdz) (5.31)

where I0 is the intensity of incident wave. For frequencies of interest, ω ≫ ωN and ω > ωH , the

coefficient of absorption can be presented as;

α =
1
2

ω2
H(ν)

ω(ω2 +(ν)2)
(5.32)

*The real part of refractive index is unity outside the plasma depicting free space, whereas the complex part is zero.
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where ν is the collision frequency having both electron with ions and neutrals. The magnitude of

absorption over the path other than the F region* is given by

α = 10log10
I0

I(k)
=

4.3
c

∫
ω2

H(ν)

ω[ω2 +(ν)2]
dz (5.33)

Furthermore, for the ionosphere at altitudes greater than the altitudes of D and E layers, the absorption

of radio waves in the irregular ionosphere, is stated as follows;

α ≈ 4.58 ·10−5

ω2

∫
Ne µdz (5.34)

“It is further noticed, that absorption usually cannot exceed values of about 0.2-0.3 dB on days without

magnetic disturbances, sometimes increasing up to 0.5 dB during small magnetic disturbances, whereas

for strong magnetic storms the value can reach up to several dB” [184, pg.405]. The above statement

assumes satellite to ground links.

To the best of the author’s knowledge no details were available in the literature at the time of the writing

of the thesis regarding absorption values related to inter-satellite links. There might be a substantial

difference between attenuation for an ISL and a space to ground link (or sensor to relay link which is

mostly vertical) as a limb viewing payload sees about 50 times as much atmosphere as a nadir viewing

imager†.

Therefore, these values must be considered in the link budgets being calculated for inter-satellite links,

especially operating over polar and equatorial regions, to determine worst case scenarios. But the

absorption of energy by plasma is not the type of impairment. Other forms of transmission impairments

due to plasma are described in the following section.

5.3 General Transmission Impairments due to Plasma

The plasma is not an isotropic medium but is anisotropic i.e. the wave properties when travelling in a

direction may differ when travelling in the opposite direction. It is particularly observed in satellite to

ground links for frequencies less than 10 GHz [53, 217, 218]. Inter-satellite links in LEO would be

affected, whereas, ISL for Geo to Geo satellites, would not be concerned, because plasma density and

Earth’s magnetic field reduces its strength farther away from the Earth.

*The distinct density of ionised gas allows us to distinguish Earth’s ionosphere into regions called the D (60 - 90 km
(during the day only)), E (90 - 150 km (during the day)) and F (150 to ≥ 500 km ) layers, see section 5.4.1.1.

†Dr S.E. Hobbs, private correspondence, March 2019.
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“The radio wave suffers both large-scale changes due to variations in electron density and small-scale

irregularities. The effects include the scintillation, absorption, variations in the direction of arrival, group

path delay, dispersion, Doppler shift, polarisation rotation, refraction and phase advances.All of the

effects are proportional to the total electron content (TEC)” [219].

The Total Electron content (TEC) is the total number of electrons in a column of unit area along the

path from the transmitter to the receiver, and is measured in TEC =
∫

Ndl, having units of electrons/m2,

along the traversed path length l. Nominal values of electron densities for concerned altitudes are quoted

for reference in Table 5.1.

Table 5.1 Electron Density for concerned altitudes on a typical day and night [219, ch.2].

Altitude N-day N-night
[km] electrons/m3 electrons/m3

400 1012 3×1010

600 1010 5×109

800 109 9×108

For frequencies well above the critical frequencies of plasma, the following simple relationships are

applicable, useful in preliminary system design.

RF Carrier Phase Advance: Delaying the arrival of a signal is similar to advancing the phase of the

received signal; i.e. it appears to have travelled further than it actually has. The phase advance ∆φ is

given as

∆φ =
8.44×10−7

f
×T EC (radians) (5.35)

where f is measured in Hertz.

For a 600 km altitude, using value of TEC = 1×1015, the phase advances for relevant frequencies at 0.5,

10 and 100 km inter-satellite distances are stated in Table 5.2.

Table 5.2 RF Phase advance on relevant frequencies for a 600 km altitude, during day time, for selected inter-
satellite distances.

Frequency ∆φ (rad) for distance
(MHz) 0.5 km 10 km 100 km

130 0.032 0.65 6.49
430 0.0098 0.20 1.96
2400 0.00176 0.0352 0.352
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Group Path Delay: The phase path length through a medium does not equal the true path length.

Since the phase path length is directly proportional to the refractive index, which in turn is a function

of frequency, a transmitted signal having a bandwidth will suffer a group delay. So when the signal

bandwidth is wide, the delay within the spectrum is significant. The group delay acting on a single

frequency (pulse) will cause the signal to arrive later than it would have done if transmitted in vacuo.

The excess time delay over the vacuo transit time is given as

∆t =
40.3
c f 2 TEC (sec) (5.36)

where c is velocity of light.

Distortion of Pulse Waveforms: The ionospheric dispersion causes pulse broadening by virtue of the

differential time delay across the signal bandwidth, ∆ f according to the following relation.

∆t =
80.6×106

c f 3 ∆ f TEC (sec) (5.37)

Faraday Rotation: At operational frequencies above 100 MHz the approximate rotation in the

polarisation is given as

Ω =
2.365×10−5

f 2 BL TEC (radians) (5.38)

where BL is the Geo magnetic field (nT ) component parallel to the wave direction taken at the mean

ionospheric height.

Doppler frequency: The rate of change of phase is defined as frequency, therefore

f =
1

2π

dφ

dt
(Hz) (5.39)

Then the approximate Doppler frequency shift [219] as

fD =
1.34×10−7

f
d(T EC)

dt
(Hz) (5.40)

A simple discussion highlights the propagation effects of ionised gas on wave at three different frequen-

cies. Increasing the frequency has an advantage that distorting propagation effects due to interaction with

ionised gas reduce. For the same antenna gains, more RF power is required to achieve the same BER
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(digital transmission) when using a higher frequency when compared to a lower frequency. Increasing

operational frequency means, improving the pointing accuracy of directional antennas used. Mechanical

structures or electrical beam forming is required to direct the main beam towards the target. Therefore, a

tradeoff has to be made in actual link design.

Smaller satellites (pico class) have less on-board resources as compared to larger satellites (nano class)

in terms of electrical power and on-board space and/or volume. However, if the effective area of antenna

be increased by some means, then more transmitted power can be captured. It must be noted, that for

IEEE 802.11 based networking protocols, the radiation pattern of transmitter and receiver has to be close

to isotropic, since a single frequency is shared amongst the network.
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Table 5.3 Summary of ionospheric effects for frequencies from 100 MHz to 10 GHz, for a one-way link at a 30◦ elevation angle [217] based on the data collected
over several years for Geostationary satellite ground links.

Effect Freq. 100 MHz 250 MHz 500 MHz 1 GHz 3 GHz 10 GHz
Depend.

Faraday rotation 1/ f 2 30 rotations 4.8 rotations 1.2 rotations 108◦ 12◦ 1.1◦

Propagation delay 1/ f 2 25µs 4µs 1µs 0.25µs 0.028µs 0.0025µs
Refraction 1/ f 2 < 1◦ < 0.16◦ < 2.4′ < 0.6′ < 4.2′′ < 0.36′′

Variation in the
direction of 1/ f 2 20′ 3.2′ 48′′ 12′′ 1.32′′ 0.12′′

arrival (r.m.s)
Absorption
(auroral and/or ≈ 1/ f 2 5 dB 0.8 dB 0.2 dB 0.05 dB 6×10−3 dB 5×10−4 dB
polar cap)
Absorption
(mid-latitude) 1/ f 2 < 1 dB 0.16 dB < 0.04 dB < 0.01 dB < 0.001 dB < 10−4 dB
Dispersion (ps/Hz) 1/ f 3 0.4 0.026 0.0032 0.0004 1.5×10−5 4×10−7

Scintillationa > 20dB pk-pk ≈ 10 dB pk-pk ≈ 4 dB pk-pk

aValues observed near the Geo magnetic equator during early night time hours at equinox under conditions of maximum sunspot number.
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5.4 The Fading Phenomenon

Fading is a well known phenomenon whose root cause is either microscopic changes in the medium

or multiple replicas of the same signal reaching the receiver (either due to reflections from objects or

refraction due to turbulent medium such as neutral atmosphere, water, and ionised gas in ionosphere).

The channels which exhibit fading as a function of time are called time varying channels, and the

stochastic theory presented by Bello [55] is the basis of modelling such channels [220, 221, 222, 223,

224, 225]. To model fading effects, means determining the requisite probability distribution functions

which govern the dynamic attenuation of the signal at any given time. When multiple paths are observed,

then each path has its own dynamic attenuation. The dynamics of the attenuation factor is therefore

governed by the auto-correlation properties of the probability distribution function representing dynamic

attenuation. These functions are referred to as “power spectrum functions” in the literature studying the

scintillation effects due to turbulent media.

Mason [226] developed an mathematical expression to determine the error probability of a Differential

BPSK modem, used in satellite to ground and satellite to aircraft links. The fading channel is simulated

by adding a fading component after the transmitted signal x(t), of the following form:

sr(t) = Re{ζ (a)a(t − tD)exp [ j2π( fc + fD)(t − td)] (5.41)

where tD is the time delay, and fD is the Doppler shift of sr(t) relative to the direct component. The

function ζ (t) is a complex, stationary, zero mean, Gaussian, random process. Since the channel is

being considered Rician, therefore this component being added to the direct line of sight component,

has a Rayleigh amplitude distribution and uniformly distributed phase. Mason assumes that the ζ (t) is

assumed to have the auto-correlation function

Rζ (τ) =
1
2
⟨ζ ∗(t)ζ (t + τ)⟩ (5.42)

= Dρζ (τ)

where D is a constant and ρζ (τ) is the normalised correlation function of ζ (t) with ρζ (0) = 1. The

average power in the fading component is D. An important parameter in comparing system performance

in fading environment is the ratio of the direct component to the multipath power D, often referred to as

the k-factor [227]. Various forms of the auto-correlation function has been assumed in the literature.

Five of them are stated along with their spectra. All of these forms involve a parameter BD which is

called “fading bandwidth” [226] since it is a measure of the width of the spectrum Sζ ( f ).

These forms are pre-programmed functions in the Communications Tool Box of MATLAB, using it is

a matter of identifying the average power in the fading component, the path delays expected and the

auto-correlation function (spectrum).
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Table 5.4 Spectra and Auto-correlation function of Fading Process ζ (t) [226].

Denotation Spectrum Sζ ( f ) Auto-correlation Function Rζ (τ) Comments

Rectangular D/(2BD) for | f |< BD,
0 elsewhere

D
sin(2πBDτ)

2πBDτ
Simplest form of Fading used
by Hummels and Ratcliffe [228]
while studying coherent MSK
and OQPSK detection.

Gaussian Dexp
(
− f 2

B2
D

)
Dexp(−(πBDτ)) Discussed by Bello [229], Miya-

gaki et.al. [230]
Land Mobile D/

(
πBD(a+ f 2/B2

D)
)

D J0 (2πBDτ) J0 is zero-order Bessel Function
of the first kind. Well known
model see Jakes [205]

First-order Butter-
worth

D/

(
πBD

(
1+

f 2

B2
D

))
Dexp [−2πBD|τ|] Bello and Nelin [231] discussed

this spectrum.

Second-order Butter-
worth

D/
(

1+ 16 f 4

B4
D

)
Dexp(−β |τ|) [cos(βτ)+ sin(β |τ|)] Where β = π

BD√
2

. Salwen [232]

used it to define time-varying
channels (fast fading).

In the following section, scintillation i.e. rapid changes in amplitude and phase is discussed, which is

similar to fading in communications channel.

5.4.1 Scintillation Due to Turbulent Plasma

Fading can be called a time varying attenuation, as the signal strength varies with time and space.

Two causes of fading have been identified in inter-satellite links. The first being multiple reflections due

to reflectors in the vicinity, and the second is the changes in refractive indices due to disturbances in

plasma density.

When the electromagnetic wave (radio) traverses drifting ionospheric irregularities, the radio wave

experiences fading i.e. enhancement of amplitude, angle of arrival variations and phase fluctuations;

collectively the effect is called ionospheric scintillation. The scintillation effects vary widely with

frequency, magnetic solar activity, time of day, season and latitude. The irregularities producing

scintillation are predominantly in the F layer at altitudes ranging from 200 to 1000 km with the primary

disturbance observed at high latitude and equatorial regions.

A survey of the morphology of irregularities by regional division by Aarons [178] divides the globe into

three major sectors of scintillation activity (Figure 5.5); (i) the equatorial regions an area with in ±20◦

of the magnetic equator; (ii) the high latitude region comprises the area from the high-latitude edge of

the trapped charged particle boundary in to the polar region. (iii) all other regions are termed as middle
latitude.
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Fig. 5.5 Depth of scintillation fading at 1.5 GHz during solar maximum and minimum years [233].

Fig. 5.6 At the top, the envelope of received signal is plotted. Intensity of signal undergoes fading due to its
passage through the ionosphere irregularities. The lower left plot is the percent of time signal that exceed mean
signal value. The lower right plot is the number of fades for the fade duration in seconds for 3 dB and 6 dB fade

(from [178]).

The intensity fading and its characteristics can be best discussed with the help of an illustration e.g.

Figure 5.6. The root mean square (RMS) also known as the envelope of the received signal is plotted

in dB over a time interval. Suppose the receiver cannot lock on the signal when the received signal

strength is 5 dB less than the average value i.e. 0 dB. Therefore it is important to estimate the frequency

when signal fades below fade margin called the number of fades. In addition, the time for which the
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fade persist is called the fade duration or "dwell time". The impact is loss of signal tracking and the

acquisition of signal starts again, disrupting the communications link. The result is a loss of data

throughput rate. Even when the signal is above 0 dB line, it can cause saturation at the receiver, which

also result in erroneous reception. Therefore, estimating the signal fade, fade rate and fade duration is

particularly significant in the case of high data rate transfer.

5.4.1.1 Irregular Structures in Ionosphere

The form or structure of ionosphere plasma is of great interest to researchers [178, 234] and operators

alike [150, 184].

Ionosphere can be divided in to distinct regions distributed spatially, as well as with altitude. Distinct

dense regions of charged particles form the D, E, F layers and Van-Allen belts. The D, E, F layers are

part of the Earth‘s ionosphere and is within the low Earth orbit region. Furthermore, it is known that

irregular propagation effects are observed at the poles (auroral regions), magnetic equator (equatorial

region) and the South Atlantic Anomaly (SAA), illustrated in Figure 5.5. Severe fading is shown in

darker shades where as lighter shades depict fading of about 1 dB.

Aarons declares that “in their intensity and their effect on trans-ionospheric propagation, equatorial F
layer irregularities dwarf those of the high latitude regions. Fluctuations from ionospheric irregularities

in the F layer have been reported at frequencies as high as 7 GHz.”

A plume like equatorial irregularity develops after sunset, which result in a orange segment like shape.

The patch expands in east-westward dimension of 100 to several hundred kilometres. It comprises field

aligned elongated rod or sheet like irregularities. The vertical thickness of the patch is 50 to several

hundred kilometres. The patch has maximum intensity irregularities in a height region from 225 to

450 km with irregularities to over 1000 km. Its north-south dimensions are of the order of 2000 km.

Once formed the patch drifts eastward with a drift velocity of 100 to 200 m/s. The patch duration is

greater than 2 1
2 hours, whereby effects have been observed for 8 hours [178].

Middle-latitude scintillation activity is not as intense as that encountered at equatorial, auroral or polar

latitudes. The activity observed at mid-latitude is generally an extension of phenomenon at equatorial or

auroral latitudes in general, however, sporadic E is considered the cause of intense scintillation during

day time resulting in a second maximum of scintillation [178].

It is evident that the irregular structures in ionosphere are the main cause of fading which grow to altitude

up to 1000 km and are effective to frequency less than 10 GHz in severe cases. The experimental facts

have enforced our understanding of the theory behind the structures and the fading in the waves.
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5.4.1.2 Scintillation Index

The scintillation is characterised by the variance in received power with the S4 index commonly used for

intensity scintillation and defined as the square root of the variance of received power divided by the

mean value of the received power. An alternative less rigorous but simple measure of scintillation index

has been adopted by workers in the field defined as follows, from [178]

SI =
Pmax −Pmin

Pmax +Pmin
(5.43)

where Pmax is the power level of the third peak down from the maximum excursion of the scintillation

and Pmin is the level of the third peak up from the minimum excursion measured in dB. The equivalence

of selected values of these indices is indicated in Table 5.5.

Table 5.5 Equivalence of scintillation indices with peak to peak variation.

S4 dB

0.075 1
0.17 3
0.3 6

0.45 10

The parameter fade coherence time is pertinent to digital communications see section 5.5.2.2 for more

details. If coherence time is long compared to the time interval corresponding to one bit, the average bit

error can be computed in terms of S4. The knowledge of coherence time, the coherence bandwidth and

the scintillation index S4 is sufficient for evaluating the performance of digital transmission scheme in

transionospheric propagation [53, pg.1-52].

5.4.1.3 Altitude of Turbulent Ionosphere

Recent studies [29] have shown that turbulence does travel upward, as shown in Figure 5.7, where

the plasma bubbles cause disturbances observed as high as 800 km and beyond, lasting several hours

after local sunset. The plasma turbulence at the altitude of the satellite is significant enough to cause

scintillation in ISL as well.

Increasing interest in the accuracy of global positioning system based on satellites (GPS), has insti-

gated research in simulating the ionospheric scintillation to determine the performance evaluation of

ground based GPS receivers, particularly important when solar storms are expected every 11 years.
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Fig. 5.7 Plasma depletion as high as 800 km altitude, starting right after sunset, observed over Jicarmarca, Peru,
by backscatter RADAR 1996 [29].

Humphrey et.al [180] presents a method of simulating the ionospheric scintillation for computer studies.

When S4 is less than 1, then it can be related to the Rician K factor, by the following relationship;

K =

√
1−S2

4

1−
√

1−S2
4

, for S4 ≤ 1 (5.44)

which means that Rician p.d.f. can be used in the simulation modelling.

However, Humphrey simulated scintillation using the Butterworth filter Type-II as the spectrum func-

tion(Table 5.4) to generate the tap weights for amplitude changes, which when compared with the data

generated using phase screen models [59, 56, 57, 58], showed good match.

5.4.1.4 Discussion

The channel coherence time and coherence bandwidth can be obtained via measurements,analytical

analysis or numerical methods to propagate wave through the turbulent medium. Unfortunately, in this

thesis, these values could not be ascertained. However, an educated guess is being made, that is, to take

into consideration fading from multiple reflected signals as the base for determining channel model

and further modem evaluation. The determination of such parameters for satellite to ground have been

known, but not published for satellite to satellite links.



5.4 The Fading Phenomenon 145

Based on this assumption, a simple channel model is derived using geometrical methods assuming that

multiple waves either due to refraction or reflection reach the receiver, from all sides, in the next section,

keeping in view the presence of physical objects which are strong candidates for the above assumption.

5.4.2 Fading Due to Physical Objects In-Orbit

From the perspective of inter-satellite communications, the in-orbit objects other than the ionised gas can

act as a source of electromagnetic wave reflections and/or scattering the wave energy, directly causing

severe distortion to the received signal. . The presence of space debris, meteors and the fellow satellites

in the close proximity are considered.

5.4.2.1 In-orbit Debris

Space debris is a mixture of various size and shape objects. They include man made metal and non

metal objects as well as small to medium sized natural objects. Examples of orbital debris includes spent

rockets, clamps, de-spun cables, metallic fragments, paint, rocket exhausts, and remnants of launch

vehicles and exploded spacecraft.

The debris as a source of reflection can be assessed by their presence in the orbit. The average density

of orbit debris of size 1 m and 10 cm is very low as shown in Figure 5.9 and Figure 5.8. Such a low

average density of these objects does not qualify them as significant contributors as wave reflectors.

However, the average does not mean that their contribution be ignored completely. A worst case scenario

can be when two or more pieces of significant dimensions find themselves in the vicinity of spacecraft.

The only time they would be a cause of interference or multiple reflections, when the debris orbit and the

free flying satellites move in the same direction. This scenario is highly unlikely, unless a rendezvous is

attempted. Therefore, we can ignore the presence of debris as a source of interference.

Interested reader is referred to the details and its predictive modelling covered elsewhere [236, chap

11]. Meteors leaving a large tail of highly charged particles falling on Earth, are not part of this data,

therefore, they are included in the next section.

5.4.2.2 Meteors

Meteor trails have been used in Meteor Burst Communications systems [237], their presence cannot be

ignored in the case of ISL, if they are within the communications range of ISL.

Davies [238] refers to the term "meteor" as particles that are completely burned up by frictional heating

upon entering the Earth’s atmosphere. They are composed of metallic atoms (predominantly sodium,
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Fig. 5.8 Spatial Density variation between 1991 and 2010 for debris size > 10 cm . The densities are benchmarked
from U.S. Space Command Data and the future projections are estimated from EVOLVE [235].

Fig. 5.9 Spatial Density variation between 1991 and 2010 for debris size > 1 m . The densities are benchmarked
from U.S. Space Command Data and the future projections are estimated from EVOLVE [235].
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calcium, silicon and iron) [239]. Particles in the mass range of 10−7 and 103 g with dimensions in the

range of 40 µm to 8 cm are primarily responsible for radio reflections. Before being swept up by the

Earth’s atmosphere these meteors are in elliptical orbits around the Sun and their origins are thought to

be from comets.

Meteor presence can be divided into two classes:

• Meteor showers are collections of particles whose occurrence is predictable. They are all moving

with the same velocity in fairly well-defined orbits around the Sun, and are observed when the Earth

cut their path. These meteors account for only a small fraction of the total incidence of meteors.

• Sporadic meteors are those which are not predictable, and can be spotted when they enter Earth’s

upper atmosphere. These meteors seem to move in random orbits, and their origin is assumed to be

beyond our solar system. Therefore, in contrast to the meteor showers which appear to come from a

specific radiant point in the sky, sporadic meteors have radiant that appear to be randomly distributed.

This distribution is not uniform but are for the most part concentrated toward the ecliptic plane and

move in the same direction around the Sun as the Earth moves.

The mass distribution of sporadic meteors is such that, there are approximately equal total masses of

each size of particle. The approximate relation between particle mass and number is given in Table 5.6.

The mass distribution of shower meteors is somewhat similar to that for the sporadic meteors with the

important difference that there are more large particles relative to the number of smaller ones than for

the sporadic meteors.

Mention has been made in the literature to the fact that in VHF forward scatter strong bursts of signal

are frequently superimposed on the background signal reflected from turbulent irregularities. These

bursts are due to the reflections from ionised "trails" produced by meteors mostly in the height range of

80 to 120 km [150] but trails have been observed as high as 246.9 km [240].

The ionised trail in the 80-120 km altitude is the result of conversion of the kinetic energy of meteor into

potential energy of ionisation as the meteor is slowed down by collisions with the neutral molecules.

Whereas, the atmospheric density above 120 km is too low for drag heating to sufficiently heat the

surface temperature of the meteor. The possibility that the high-altitude meteor phenomena are produced

by physical sputtering is accepted in the meteor research community [240]. The ionisation is distributed

in the form of a long, thin paraboloid of revolution with the particle at the head [238], which for practical

modelling perspectives can be considered as long tubular structures. It can be inferred that re-entering

satellites or debris could also cause plasma trails.

The electron density per unit length of the trail is proportional to the mass of the particle. A VHF echo

at the monitoring frequency of 224 MHz becomes observable when the generated plasma reaches the

critical density of 6×1014 m−3. At the UHF frequency of 931 MHz a critical density of 1016 m−3 is

reached where the echoes become observable [240]. Brosch implies that the high-altitude (> 150 km)
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Table 5.6 Order of magnitude estimates of the properties of sporadic meteors [238].

Mass Visual Radius Number of this mass Electron line density
(grams) magnitude or greater swept up (electrons per meter

by the earth each day of trail length)

Particles pass 104 -12.5 8 cm 10 –
through
the atmosphere
and fall
to the ground

Particles totally 103 -10 4 cm 102 –
disintegrated in 102 -7.5 2 cm 103 –
the upper 10 -5 0.8 cm 104 1018

atmosphere 1 -2.5 0.4 cm 105 1017

10−1 0 0.2 cm 106 1016

10−2 2.5 0.08 cm 107 1015

10−3 5 0.04 cm 108 1014

10−4 7.5 0.02 cm 109 1013

10−5 10 80 µm 1010 1012

Approximate limit 10−6 12.5 40µm 1011 1011

of radar 10−7 15 20µm 1012 1010

measurement→ 10−8 17.5 8µm ? ?

Micrometeorites 10−9 20 4µm Total for this Practically none
(Particles float 10−10 22.5 2µm group estimated
down unchanged 10−11 25 0.8µm as high as
by atmospheric 10−12 27.5 0.4µm 1020

collisions)

Particles removed 10−13 30 0.2µm – –
from the solar – – – – –
system by
radiation pressure

meteor population may be 0.05% of the total meteor detected which implies that a significant number is

present in LEO. Whereas, as the altitude decreases the meteor trails become significant.

First row of Table 5.6 indicates that out of the many meteors which would eventually fall, indirectly

means, that rest remain in orbit, where the SBWSN is to operate. This implies that when the wavelength

of propagating EM wave is comparable with the size of the meteors, the meteors may reflect or scatter the

energy of the wave fields. Therefore their impact on the propagating waves depends on their probability

of occurrence at the time of propagation as well as at the actual frequency (wavelength) of the carrier in

use.
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5.4.2.3 NanoSats in Close Proximity as Reflectors

It is envisioned that when several pico/nano/femto class of satellites are deployed in a controlled manner,

so that the sensors are in close proximity, say less than a km, then there is a possibility that NanoSats

may act as reflectors. This is particularly true when the operational frequency is higher than 10 GHz.

the deployment in the form of clusters operating in close proximity that is less than 1 km radius, then

the satellite structures themselves may act as reflectors of electromagnetic signals. The cluster may be

formed either by the use of tethers attached to each sensor satellite, or by the use of on-board propellant

to maintain relative distances in orbit.

5.5 Fading Channel Model

It has been established in the previous discussions, that the received signal will exhibit fading type

phenomenon, during the life of the IMM mission. Be it when the ionosphere gets disturbed after

sunset, and the turbulence moves upward from 400 km towards 800 km altitude; or be it the presence

of in-orbit debris, or be it the presence of other satellites in close proximity. The phenomenon of

scintillation is similar to the concept of fading type channels extensively studied in terrestrial mobile

communications. Scintillation is being investigated anew, for degradation of GPS signals [241], as well

as for precise inter-satellite distance control [87]. Scintillation observed in the satellite to ground links

have also been extensively studied where it has been concluded, that the received signal statistics follow

Rayleigh probability distribution functions in extreme cases or Nakagami-m distribution for less extreme

cases [242, 180, 243, 241, 206, 61, 244].

MATLAB has an extensive library that can model a fading channel using both Rician and Rayleigh

fading channels taking the mathematical forms described by [245]. A general description for the channel

model is given in [246].

Therefore, in this section, the fading channel models used by Matlab are studied, so that they could be

altered to our needs.

5.5.1 Brief Description of Channel Models used in MATLAB

“The Rayleigh and Rician multipath fading channel simulators used in MATLAB use the band-limited

discrete multipath channel model described in [247, ch.9].”* The assumption that the delay power profile

and the Doppler Spectrum of the channel are separable, allows the model to take the form of an FIR

filter (with a linear impulse response).

*Taken from the online help of MATLAB 2008 on fading channel simulation setup.
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For the sampled input signal si the output of the filter is a recursive relationship, given as

yi =
N2

∑
n=−N1

si−n gn (5.45)

where gn is the set of tap weights given by

gn =
K

∑
k=1

ak sinc
[

τk

Ts
−n

]
, −N1 ≤ n ≤ N2 (5.46)

In the set of equations above

Ts is the input sample period to the channel,

τk where 1 ≤ k ≤ K is the set of path delays, and K is the total number of paths in the multipath fading

channel,

ak is the set of complex path gains* of the multipath fading channel,

N1 and N2 are chosen so that |gn| is small when n is less than −N1 or greater than N2.

Each path gain ak is subsequently generated by the following process;

1. A complex uncorrelated (white) Gaussian process with zero mean and unit variance is generated in

discrete time.

2. The complex Gaussian process is filtered by a Doppler Filter with frequency response H( f ) =
√

S( f )

where S( f ) denotes the desired Doppler power spectrum (selected by user).

3. The filtered complex Gaussian process is interpolated so that its sample period is consistent with that

of the input signal. A combination of linear and polyphase interpolation is used.

4. The resulting complex process zk is scaled to obtain the correct average path gain.

a) In the case of Rayleigh channel the fading process is generated using

ak =
√

Ωkzk (5.47)

where Ωk = E[|ak|2] (expected value defined in stochastic process).

b) In the case of Rician channel, the fading process is obtained as

ak =
√

Ωk

[
zk√

Kr,k +1
+

√
Kr,k

Kr,k +1
e j (2π fdLOS+ΘkLOS )

]
(5.48)

*The path gains are not correlated with each other.
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where Kr,k is the Rician K-factor of the kth path, fdLOS is the Doppler shift of the line of sight

component in Hertz (Hz), and ΘkLOS is the initial phase of the line of sight component in radians

(rad).

5. At the input to the band-limited multipath channel model, the transmitted symbols must be oversam-

pled by a factor at least equal to the bandwidth expansion factor introduced by pulse shaping.

• For example, if sinc pulse shaping is used, for which the bandwidth of the pulse-shaped signal is

equal to the symbol rate, then the bandwidth expansion factor is 1, and, in the ideal case, at least

one sample-per-symbol is required at the input to the channel.

• If a raised cosine (RC) filter with a factor in excess of 1 is used, for which the bandwidth of the

pulse-shaped signal is equal to twice the symbol rate, then the bandwidth expansion factor is 2,

and, in the ideal case, at least two samples-per-symbol are required at the input to the channel.

Assuming that reflectors are present in the vicinity of transmitter and receiver, channel model is presented.

To characterise the parameters we shall follow the definitions as given by Sklar [210, 211].

5.5.2 Multipath Intensity Profile

Knowledge of multipath-intensity profile S(τ) answers the question; “For a transmitted impulse how

does the average received power vary as a function of time delay τ?”. The maximum delay is τmax. The

relationship of symbol time Ts and τmax is such that, when τmax > Ts then the channel exhibits frequency

selective fading, otherwise the frequency response is flat.

If multiple copies of the transmitted signals reach the receiver, a sum of time-delayed signals result in a

faded signal, whose amplitude and phase varies with time. The faded signal can then be generated with

the help of a path profile given as input to communications channel model implemented as a function in

Matlab.

Path profile can be generated using many assumptions. The distribution of scatterers / reflectors is the

main consideration. A simple geometry for the problem takes the form of a circle or an ellipse [221].

The reflectors can be assumed to be distributed about a transmitter (or a receiver) or both. Lets assume

the reflectors are all gathered about the transmitter, as is in the case of multiple sensors deployed in close

proximity. To simplify the problem, all reflectors are assumed to be point reflectors, and are distributed

in the form of a circle about the transmitter. The transmitter is assumed at the centre of the circle and

reflectors on the perimeter of the circle, equally spaced out. The receiver is also placed on the perimeter

of the circle (for simplification). So when the sensors move away from each other, the radius of the

circle increases. It is being assumed, that the communications range is more than 1 km. Therefore

this simple case * assist in determining a path profile which can be used in channel models. The direct

*The above stated scenario is just one possibility amongst many physical topologies. Path profiles for each possible
topology is left for future works.



5.5 Fading Channel Model 152

and indirect paths are shown in Figure 5.10. The wave directly reaching the receiver (Rx) is the direct

path. The waves reaching after reflecting from other objects are the reflected waves. The path profile is

calculated in the following section.

Tx Rx

a

a

b

Reflectors

(direct path)

Comm

s 
Ra

ng
e

Fig. 5.10 Geometry used in calculating path profile delay.

5.5.2.1 Path Profile

A channel is referred to as frequency-selective if B0 < 1/Tsym (B0 coherence bandwidth), where the

symbol rate 1/Tsym and the signal bandwidth W depends on the baseband modulation type (BPSK,

M-ary PSK, M-ary QAM, MSK etc.).

With reference to the Figure 5.10, the delay profile for each path is calculated assuming free space, for

respective carrier frequency e.g. 430 MHz in this case. The shortest distance between the Tx and Rx is

taken as the reference path called path 0. Signal reaching the receiver over other paths is delayed with

respect to the reference path, that is why, 0 delay is shown in path 0 in Table 5.7. For the 0.1 km radius

of circle, the signal reaching the Rx is delayed by 0.14 µsec over path 1, similarly another copy of signal

reaches Rx delayed by 0.28 µsec and so on. Similarly the delay path profile for radius of 0.5 km, 1 km

and so on are also stated. A complete list of the simulated multipath profile and their coherence band

width is stated in Table 5.7. The path profile for paths 1 km and less are illustrated in Figure 5.11.

Say for the low data rate corresponding to bandwidth less than 20 kHz, the channel is flat fading for

Case 1 but frequency selective fading for Case2. However, as data rate is increased to say 1 MHz,

both cases become frequency selective fading. Appropriate mitigation is thus required in the design of

communications systems. Hence B0 sets an upper limit on the transmission rate that can be used without

incorporating a channel equaliser.

Using basic trigonometric relationship the following values are found for τmax;

• Case1 : when the reflectors are close together at 1 km (circle radius), τmax = 6.67 µsec,
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Table 5.7 430 MHz ISL channel delay path profile in LEO. Path 0 is the direct path, and other paths with respective
excess delay, delay spread r.m.s and coherence bandwidth.

Delay at various ranges
Path Angle Gain 0.1 km 0.5 km 1 km 100 km 400 km
No. (rad) (dB) (µsec) (µsec) (µsec) (µsec) (msec)

0 0 0 0.00 0.00 0.00 0.00 0.0
1 0.4488 -6.39 0.14 0.74 1.48 148 0.5934
2 0.8976 -10.85 0.28 1.45 2.89 289 1.1570
3 1.3464 -14.06 0.41 2.08 4.16 416 1.6626
4 1.7952 -16.35 0.52 2.61 5.21 521 2.0849
5 2.24399 -17.89 0.60 3.00 6.01 601 2.4026
6 2.69279 -18.79 0.65 3.25 6.50 650 2.5998
7 3.14159 -19.08 0.66 3.33 6.67 667 2.6667

Delay Spread RMS στ (µsec) 0.47150 2.357 4.715 471.5 2000
Coherence Bandwidth B0 (kHz) 381.67 67.524 33.755 0.337 0.079
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Fig. 5.11 Path profile for Tx-Rx direct distances of 0.1, 0.5 and 1 km. Direct path has gain 1, all delayed path
gains are less than 1. 8 paths are plotted based on data in columns 5 to 7 Table 5.7.

• Case2 : when the reflectors are far at a range of 400 km (circle radius), τmax =2.67 msec.

5.5.2.2 Coherence Bandwidth

Coherence Bandwidth B0 is a statistical measure of the range of frequencies over which the channel

passes all spectral components with approximately equal gain and linear phase. As an approximation
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B0 ≈
1

τmax
. The delay spread is often characterised in terms of root mean squared (RMS) delay spread

στ , which is the square root of the second central moment of S(τ) [210], where

στ =

√
τ̄2 − (τ̄)2 (5.49)

An exact relationship between coherence bandwidth and delay spread does not exist, and must be derived

empirically from received signals in respective channels. Bogusch [61] uses the following relationship

for investigating the frequency selective fading effects on digital communications in ionosphere channel;

B0 =
1

2πστ

(5.50)

From eq. (5.50) the coherence bandwidth for the two cases are;

• Case1, B0 = 33.755 kHz

• Case2, B0 = 79.577 Hz

5.5.2.3 Motion Induced Channel Time Variance

The time varying nature of the channel is caused by the relative motion between the transmitter and

receiver, or by movement of the medium or the objects within the channel. The relative motion causes

an apparent change in all path lengths, which result in variation in signal’s amplitude and phase. This is

prominent when multi-paths are present.

The spaced-time correlation function specifies the extent to which there is correlation between the

channel’s response to a continuous wave (CW) sent at time t1 and the response to signal sent at t2. The

coherence time T0 is a measure of the expected time duration over which the channel’s response is

essentially invariant.

Doppler frequency shifts measured of the signal can be employed to determine the time-variant nature of

the channel. The coherence time can be inversely related to the Doppler shift fd within a multiplicative

factor. A popular rule when the correlation function of the channel’s response to sinusoids is not available

[210] is;

T0 =
0.5
2 fd

(5.51)
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The literature defines the width of the Doppler power spectrum as Doppler spread, fading rate, fading

bandwidth or spectral broadening, and is essentially twice the maximum Doppler shift about the

carrier [74].

Using the estimates of Doppler frequency shifts from the relative motion assessments, we deduce the

coherence time of the channel given in Table 5.8.

The channel is said to be fast fading if the symbol rate 1/Tsym is less than the fading rate 1/T0 i.e.

Tsym > T0. Conversely the channel is referred to as slow fading if the signalling rate is greater than the

fading rate. The Doppler spreading, the channel fading rate, sets a lower limit on the signalling rate that

can be used without suffering fast-fading distortion. To mitigate the effects of fast fading would be that

we desire Tsym << T0. If this condition is not satisfied, the random frequency modulation (FM) due to

varying Doppler shifts will degrade system performance significantly. The effect yields an irreducible

error rate that cannot be overcome by simply increasing Eb/N0 [210, 211].

5.5.3 Channel Model Simulation

With the basic parameters in hand, now we are able to use them in MATLAB [68]. Using the parameters

deduced for two cases in the previous section, we use them in the inbuilt system functions, and take

snapshots of the time varying behaviour of the stochastic channel.

There are two bandwidths used in simulation to visualise the effect of the anticipated channel, narrow

band and wide band. The channel impulse response and the frequency response snapshots are shown for

illustrative purposes in Figure 5.12 for Case 1 (close proximity satellites) and Figure 5.13 for Case 2 (far

distant satellites). The frequency response of the channels Figure 5.12b shows that channel behaves as

flat fading over the 20 kHz bandwidth. Although in the Figure 5.12 and Figure 5.13 empirical result is

plotted, it refers to the channel response simulated in Matlab.

In Figure 5.13b deep fades are observed which means that the channel exhibits frequency selective

fading. Another interesting point to note is that the Doppler Spectrum is not a close match to the Jake’s

Doppler spectrum, as shown in Figure 5.12c, and Figure 5.13c.

Table 5.8 Coherence Time from Doppler Shifts estimated from relative motion of satellites in various scenarios at
430 MHz.

Doppler Shift Doppler Spread Coherence Time Comments
fd (Hz) 2 fd T0 (msec)

1 2 250 Close proximity cluster
5 10 50 Close proximity cluster (Free flying)
10 20 25 ReSat to SenSat (Long Distance)
20 40 12.5 Twice the value of ReSat to SenSat
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(a) Case1 Channel Impulse Response (IR).

(b) Case1 Channel Frequency Response (FR).

(c) Case1 Channel Doppler Spectrum.

Fig. 5.12 Channel Impulse Response, Frequency Response and Doppler Spectrum for Case 1.
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(a) Case2 Channel Impulse Response (IR).

(b) Case2 Channel Frequency Response (FR).

(c) Case2 Doppler Spectrum.

Fig. 5.13 Channel Impulse Response, Frequency Response and Doppler Spectrum for Case 2.
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5.5.4 Channel Model for MODEM Testing

We consider two extreme cases of the channel model, to be used by modem simulations. The two

channels are designated as Chan1 and Chan2. The characteristics are summarised in Table 5.9 and

coherence time defined in Table 5.10. The path loss for both channels is normalised, by dividing the

path loss by the max path loss.

These gains are the absolute maximum, whereas the channel exhibits random behaviour, which is

simulated by changing the gains governed by the Rayleigh or Rician probability distribution functions.

Since there is a Doppler spread associated with the mobility, it is assumed to be following Jake’s Doppler

Spectrum, bound by the maximum frequency shift of 20 Hz and 10 Hz for the specular (direct line of

sight) path.

The Rician factor is set to 10 because of the strong line of sight component as compared to weak non

line of sight. The gain of the other paths is a random variable governed by Rayleigh probability density

functions, whereas initial values are stated.

Since the digital modulation scheme is mostly affected by the small scale fading manifests, therefore

only these characteristics are used in simulation. The bit to noise energy ratio is varied between 0 to

20 dB.

Table 5.9 Channel path delays and r.m.s delay spread and coherence frequency Chan1 (1 km range), Chan2
(400 km range) operating at 430 MHz.

Path No.
Normalised Path Gains Path Delays in (µsec)
(dB) linear Chan 1 Chan 2

Direct 0 1 0.00 0.0
1 -6.39 0.47889 1.48 593.4
2 -10.85 0.28665 2.89 1157.0
3 -14.06 0.19806 4.16 1662.6
4 -16.35 0.15215 5.21 2084.9
5 -17.89 0.12737 6.01 2402.6
6 -18.79 0.11492 6.50 2599.8
7 -19.08 0.11111 6.67 2666.7

RMS Delay spread : 4.7 µsec 200 µsec
Coherence Frequency : 33.8 kHz 79.6 Hz

The said channels shall be used in performance measures for the modem. It is important to note here,

that these are one set of several possible path profiles, so as the scenario changes so does the path profiles.

However, since the channel behaviour is a stochastic process, therefore, the fading remains random. But

the coherence bandwidth and coherence time may change with new path profiles as well as the region of

operation (where spacecraft are deployed).
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Table 5.10 Coherence Time from Doppler Shifts estimated from relative motion of satellites in various scenarios
at 430 MHz.

Doppler Shift Doppler Spread Coherence Time Comments
fd (Hz) 2 fd (Hz) T0 = 1/(2 fd) (msec)

1 2 250 Close proximity cluster
5 10 50 Chan1
10 20 25 (Long Distance)
20 40 12.5 Chan 2

The fading is simulated for 9 path interference causing fading at the receiver. Although Doppler

frequency shifts have been selected based on selected orbits, as soon as the orbital configuration changes,

the Doppler shift need to be reassessed. Since there is no published data about coherence time and

coherence bandwidths for inter-satellite links, therefore the values determined in this chapter can be

used as a starting channel model for further investigations.

5.6 Noise Simulation

All electrical circuits generate random fluctuations due to the intrinsic movements at the atomic level,

generally called thermal noise. The resistance in electrical circuits which have intrinsic thermal agitation

observed as random fluctuations, even when there is no signal being generated. Noise is an unwanted

but unavoidable signal, and it rides the wanted signal in a manner exhibiting additive properties.

In frequency domain, the noise power is observed over all frequencies, therefore it is called white noise.

In our simulation studies the thermal noise is a fundamental parameter, since the wanted signal should

be distinguishable from intrinsic noise, which is only possible, when the signal to noise energy or power

ratio is significantly high.

The simulation of noise involves two basic ideas:

• the first is the generation of the time series of random variables, and,

• the second is shaping the spectrum of the time series to produce the desired correlation properties.

Consider the first problem – that of generating the time series, i.e. a sequence of random variables.

The randomness of the variables is assumed to be identically distributed, and that the generation is

independent of each other. Such sequences are referred to as “iid” — independent, identically distributed.

Therefore for a “iid” sequence, it is assumed that each random number is drawn independently from a

population having a probability density function.
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The noise w[n] is a random variable described by Gaussian or normal probability density function (p.d.f.)

stated as,

p.d.f(w[n]) =
1√

2πσ2
exp

(
− 1

2σ2 w2[n]
)

(5.52)

The random variable has a zero mean value and a spread about the mean with a variance σ2. The square

brackets indicate that the sequence is made up of discrete samples.

Since noise is observed as random fluctuations “riding the signal envelope”, it is modelled as additive,

therefore the received signal takes the form;

y[0] = h[0]⋆ x[0]+w[0] (5.53)

A single sample at n = 0 is used as an example.

Thermal noise is modelled as a zero-mean, stationary, Gaussian random process, with the power spectral

density that is flat over a very wide range of frequencies. The process is called white noise in analogy to

white light, whose spectral density is broad and uniform over a wide frequency range. The power spectral

density of thermal noise is [115, ch. 3] kT , where k = Boltzmann Constant and T is the temperature in

Kelvin. The Gaussian distribution function cannot be integrated in closed form, therefore numerical

methods are used.

Uniform random number generators are available in high-level computing languages such as C, and

scripting languages such as MATLAB. Ziemer shows, that a uniform random number can be generated

of arbitrary probability density function provided an invertible transformation can be found [204, pg

119]. The analytical expression eq. (5.52) is directly used in simulation. In MATLAB, the function

randn() and awgn() are extensively used for generating random noise.

5.7 Conclusion

In this Chapter, it is identified, that ionised gas causes fading which is due to rapid changes in the

refractive index of the ionised gas; particularly in turbulent regions in orbit. The signal may fade as

deep as 20 dB from the mean signal strength being received at times of extreme turbulence, causing the

communications link to disrupt. It has been highlighted, that the turbulent nature of plasma is observed

as high as 1000 km altitude, the same altitude where the satellites are to operate. Therefore necessitating

the need to incorporate fading type channel in performance evaluation of digital transmission schemes

and modem testing.

It is revealed that space debris and in-orbit meteors can be a cause of concern when the carrier frequency

is above 10 GHz, because, of the small wavelengths, they can act as a scatterer or a reflector. Meteor

trails are of concern when the SBWSN operates at altitudes of 300 km or less, because at this altitude
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they are known to leave long trails of highly ionised trails. The size of satellites itself is also of concern

which can act as reflectors depending on the frequency used in ISL. 3U CubeSat is of concern for

frequency of operation of 10 GHz whereas, its if of little concern for frequencies at 2.4 GHz or below.

The channel characteristics are found to be a subject of attenuation, exhibiting both fast and slow fading,

due to the relative motion of the satellites with respect to the dynamic nature of plasma in ionosphere, as

well as due to possible reflectors in the vicinity of communications range. Therefore, as is generally

assumed in literature, inter-satellite communications links below 10 GHz cannot be modelled as simple

free space path loss models, rather, the fading effects both fast and slow must be incorporated in the

evaluation of modem design and performance.

Time varying fading channels are easily modelled using Tapped Delay Line (TDL) structure, in which

the tap gains and delays, depict the real world scenario. TDL is a general structure, it is the determination

of number of taps, and the probability function which governs the tap gains, and tap delays, which make

it environment specific. In the context of SBWSN, where inter-satellite links are observed as inter-orbit

and intra-orbit, the path profile is determined on two extreme cases. Firstly when the satellites are in

close proximity of each other and there are multiple path effects due to reflectors in the vicinity are

considered. Secondly, for inter-orbit links, where several scatterers or plasma refraction causes multipath

effects.

To the best of the knowledge, this is the first time, inter-satellite links have been evaluated by considering

the fading effects, for which channel model has been described. The channel model would allow the

design engineer to better select the digital modulation scheme and its design parameters, so that a robust

digital modem be designed / selected for the mission scenario.

This chapter also contributes to the state of the art, by elaborating the steps involved in assessing the

environment effects, which are useful for evaluating mission scenarios where deployment is carried out

in other regions. It is also pertinent to note here, that the operational frequency plays an important role

when considering the fading effects either due to refractive index changes in plasma or due to reflections

due to space debris / meteors within the communications range. The role of antenna radiation pattern

is also critical, since isotropic antenna is considered purely for the reason, that wireless networking

protocols such as IEEE 802.11, LTE are designed for such operations.

OFDM based modem which is the primary modulation scheme in most wireless technologies supporting

networking such as IEEE 802.11 and LTE, is evaluated in the next Chapter for its design and performance

in the light of the channel characteristics identified and modelled in this Chapter.



CHAPTER 6

EVALUATION OF A BASEBAND MODEM

FOR INTER-SATELLITE LINKS IN LEO

This chapter evaluates the impact of the channel modelled in Chapter 5 on a baseband design using

orthogonal frequency division multiplexing (OFDM). OFDM is one of the physical layer specified for

data transmission over wireless links in the IEEE 802.11 protocol, being considered for use in SBWSN.

The OFDM design is studied in depth to address the following two objectives: (i) investigate if the

OFDM design can be modified “on-the-fly”, so that the link remains operational even when the channel

behaviour changes severely, i.e. in the presence of variations in the channel coherence time and coherence

bandwidth; (ii) evaluate the performance of the OFDM modem under the anticipated influence of the

channel characteristics, modelled in Chapter 5. The term “on-the-fly” refers to an electronic system

which can be updated or reconfigured, without disrupting on-going operations in the event of a system

restart (either soft or hard). The modem and channel are both modelled in MATLAB.

6.1 Introduction

Communications channel characteristics have been identified to be changing both with time and space,

therefore, the communications system must be adaptable or reconfigurable — the cause of which is not

channel fading rather poor design, to incorporate an unforeseen channel behaviour. Reconfigurability

can be achieved at each level of the communications system, however it results in costly and bulky

system designs. A hybrid software defined radio (SDR) architecture reduces the cost by fixing the

analogue part and allowing changes in the baseband digital modem, which is relevant to the purpose

of this research. Therefore, in this thesis, it has been assumed that the physical transmission scheme

suggested by IEEE 802.11 (modified) shall be implemented in the form of a hybrid software defined

radio. IEEE 802.11 suggests using two transmission schemes, (a) OFDM and (b) DSSS. The former is
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selected in this investigation, since a considerable in-house know-how had been developed, including an

OFDM implementation on an FPGA interfaced to SpaceWire.

In this Chapter the design parameters that govern the generated waveform are the primary topic of

discussion, rather than the implementation aspects. The waveform has to be generated within the

limitations posed by the physical communications channel identified earlier (section 5.5.4), i.e. the

coherence bandwidth and coherence time should be met. Otherwise, a severe fading would be observed

resulting in a link disruption that would be caused by an inadequate design of the underlying modulation

scheme, and not the channel fading.

6.2 Overview of OFDM Design

Traditionally, a single carrier is employed in modulation and transmission of data. When more than

one carrier is used, then the modem is referred to as a multi-carrier modulator with a corresponding

demodulator. The modulator - demodulator pair referred to as modem, is not inter-operable between

different modulation schemes. However, with the use of a software defined radio (SDR) architecture, the

modem can be implemented in a soft form, which can be upgraded to support other modulation schemes.

When the OFDM concept was floated initially, the implementation was analogue, consisting of several

oscillators working in phase, which was not only costly but technically cumbersome. However, the

same effect could be realised easily using a Discrete Fourier Transform pair the idea first proposed by

Chang [248, 249]. However, at that time, signal processors were neither powerful enough nor cheap,

which resulted in a limited use of OFDM mostly confined to military or defence projects. The advances

in the micro-electronics and very large scale integrated circuits (VLSI) technology produced powerful

but cheap digital signal processors in the mid 90s, and efficient discrete Fourier transform algorithms

rejuvenated the interest in utilising OFDM as a main-stream transmission scheme.

In the following section the design concept is described in depth, as it is essential to addressing the

research questions posed in this chapter.

6.2.1 Theoretical Background

Fundamentally, the available bandwidth for data transmission is divided into Ñ independent sub-bands

called sub-channels (Figure 6.1). The transmit signal is the sum of Ñ independent sub-signals, each of

equal bandwidth and with centre frequency fi, i = 1 , ..., Ñ. Each of these sub-channels are considered

to be either of M-ary PSK* modulated signal or M-ary QAM modulated sub-symbols. In all cases Ñ is a

power of two so that efficient versions of the Fast Fourier Transform (FFT) can be used and the size of

*M-ary refers to 2,4,8,16... 2n integers which can be used to define the constellation diagram.
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FFT is N = 2Ñ. The Ñ depends on how rapidly the transfer function of band-limited channel varies with

frequency.
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Fig. 6.1 Sub-bands in frequency bandwidth [250] .
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Fig. 6.2 OFDM Transmitter functional block based on the use of iFFT proposed by Chang.

Figure 6.2 illustrates the transmitter path. An input bit stream* of data rate R bps is buffered into blocks

of b = RT bits, where T is called the symbol† period in seconds, and 1/T is the symbol rate. Of these b

bits, bi (i = 1, ..., Ñ) are intended for use in the ith sub-channel for transmission.

b =
Ñ

∑
i=1

bi (6.1)

These bi bits are translated into complex (PSK) sub-symbols Xi,k which are sent over the kth transmitted

symbol. The mean-square value of Xi is called the sub-symbol energy Ei, and the sub-symbol power

*We shall follow the notation of Cioffi [250] in the rest of the section to describe the system.
†The symbol here after refers to the OFDM symbol. M-ary PSK output is referred to as sub-symbol.
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is defined as Pi = Ei/T . The N = 2Ñ point inverse Fast Fourier Transform (iFFT) combines the Ñ

sub-symbols into a set of N real valued time-domain samples, xn,k, where (n = 0, ...,N −1). The set of

N successive time domain samples is the kth transmitted symbol (OFDM symbol). These N samples are

converted from parallel to serial format and pass through a digital to analogue converter (DAC). DAC

samples at sampling frequency fs = 1/T ′ = N/T , and the output is a continuous time modulated signal

x(t). This is passed to the analogue front end or the channel as appropriate.

At the receiving end, the reverse process takes place. The transmitted symbol x(t) after passing through

the channel is distorted, therefore the received symbol is denoted by y(t). The analogue to digital

converter (ADC) takes samples of y(t) in digital form, which is fed to Fast Fourier Transform (FFT).

The output of FFT is N complex sub-symbols of which Ñ are used in decoder. The memory less decoder

as shown in Figure 6.3, determines the symbol, from which bits are extracted. In this manner, bits are

received.

The inverse Fourier transform (iFFT) is an example of an orthogonal transformation that preserves the

energy of the frequency-domain symbol. The energy of transmitted symbol [250] is the sum of each

sub-symbol energies (eq.(6.2)).

Ñ

∑
i=1

|Xi,k|2 =
N

∑
n=1

x2
n,k (6.2)

The transmit power is deduced from sub-channel energies using eq.(6.3).

P =
E
T

=
∑

Ñ
i=1 Ei

T
=

Ñ

∑
i=1

Pi (6.3)
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Fig. 6.3 OFDM Receiver functions as a reverse process of Transmitter. Functional blocks except Synchroniser
based on the FFT transform proposed by Chang.
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In the above treatise, the OFDM transmitter and receiver is assumed to be perfectly synchronised,

which is not the case in practice. The “synchroniser” estimates the start of symbol, after which the

demodulation and decoding takes place. OFDM is sensitive to timing offsets in the time domain and

frequency offsets in sub-carriers in the frequency domain. Therefore, the synchroniser is considered

an integral part of OFDM system performance evaluation, that is why it is discussed in a separate

section 6.4.

6.2.2 The Significance of Sub-Channels

A channel with an impulse response h(t) and additive (Gaussian) noise u(t) is illustrated in the form of

a block diagram in Figure 6.4. In the following analysis of the inter-symbol-interference (ISI) channel,

the channel output is denoted as y(t).

When Ñ is large, the continuous transfer function of the channel response H( f ) can be approximated by

the discrete curve illustrated by rectangles in Figure 6.4. Each of the rectangles is a band of frequency

1/T Hz wide. The value of the transfer function H( fi) is abbreviated as Hi at the centre frequency of

sub-channel.

When Ñ is sufficiently large then the rectangles are very narrow, and it is mathematically correct to write

Yi,k = HiXi,k +Ui,k (6.4)

where Yi,k i = 1, ..., Ñ are the complex outputs of the N-point FFT and similarly Ui,k denote the noise

samples. When Ñ is large, the noise components can be shown to be independent when u(t) is Gaussian.
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Fig. 6.4 Channel and multichannel decomposition of channel response [250].
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We note that then, because the sub channels are independent, they can be individually decoded using a

memory less detector for each. This set of memory less detectors is the optimum maximum-likelihood

detector for the transmitted signal. Maximum-likelihood detection is then achieved with no equalisation

nor any use of sequence detection. The price paid is the iFFT / FFT, which is often implemented at a

small fraction of the cost of digital filtering or sequence detection for comparable situations [250].

6.2.3 Design Parameters

The important parameters which define an OFDM symbol are described in this section.

6.2.3.1 Sub-Carrier Spacing

The selection of N dictates the sub-carrier spacing. The selection is made on the basis of estimated

frequency offsets observed by the system. Usually the extent of the channel coherence determines the

maximum sub-carrier spacing. Due to parallel transmission, the OFDM symbol is longer than that of the

single-carrier symbol. Unfortunately, time-selective fading compromises the long OFDM symbol, by

introducing inter-channel-interference (ICI). Therefore the OFDM symbol is upper bound by the length

of the interval that the channel stays stationary. As the symbol period is the inverse of the sub-carrier

spacing, the minimum sub-carrier spacing is thus determined by rapid changes in channel impulse

response.

6.2.3.2 Guard Interval

When many delayed replicas of the transmitted signal are received, then the signals may interfere with

the original in a random manner. The phenomenon is called inter-symbol-interference (ISI) and is the

primary cause of fading. The fading gets severe when transceivers are mobile.

To eliminate the ISI, guard interval of Ng samples is inserted at the beginning of each OFDM symbol

as depicted in Figure 6.6. These are the last Ng samples of the OFDM symbol, making the transmitted

symbol of N +Ng sample length. This “cyclic prefix” enables the symbol to retain orthogonality of

sub-carriers, when FFT is taken at the receiving end.

The guard interval depends on the channel’s maximum excess delay.

6.2.3.3 Null Sub-Carriers

Some of the sub-carriers near the zero frequency (also called Direct Current (DC)) and the end Ñ, are not

used. This helps avoiding interference of unwanted frequency components generated by the analogue
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front end during the amplification and frequency up conversion. The DC component is a manifest in

communications systems, since it can lead the amplifiers to operate in saturation region and clip the time

domain signals. The unused sub-carriers are called null sub-carriers, which reduces data rate, but must

be incorporated.

6.2.3.4 Spectrum Shaping

Wireless standards regulate the out of band signal power by specifying spectrum masks, which must be

adhered to by the transmitting end. A time domain windowing is applied. A popular window applied is

the raised cosine window of the form

w(t) =


0.5+0.5cos(π +π(t +NgT )/(βT ) −NgT ≤ t ≤ (−Ng +β )T,

1 (−Ng +β )T ≤ t ≤ NT,

0.5+0.5cos((t −NT )/(βT ) NT ≤ t ≤ (N +β )T

(6.5)

where βT is the length of the roll-off region and N and Ng are the number of OFDM symbol and guard

interval samples, respectively. Windowing reduces the effective guard interval therefore extra samples in

the guard be left for unwanted window effects.

6.2.3.5 Peak-to-Average Power Ratio

The peak-to-average power ratio (PAPR) is defined in eq (6.6).

PAPR =
max|x(t)|2

E{|x(t)|2}
(6.6)

In the worst case, in which all the sub-carriers are coherently and equally summed up, the time-domain

OFDM symbol can have a PAPR of about N. Say for 256 point FFT based sub-carriers, PAPR can be as

high as 24 dB where as for 64 sub-carriers it can be about 18 dB.

The problem arises, when the peak causes the RF power amplifier to operate in its saturation mode,

causing distortion not because of the channel, but due to clipping of the signal.

Several methods have been discussed to reduce the PAPR a summary can be found in [208]. We shall

not consider any of the reduction techniques, to deduce raw performance evaluation.
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6.2.4 Example Systems

A summary of the telecommunication services utilising MCM or OFDM is summarised in Table 6.1,

which acts as a reference and guide for system designer. It also highlights the usage of OFDM in current

and future telecommunications systems.

Consider the digital video broadcasting-terrestrial (DVB-T) system, operating in the 400-800 MHz

bandwidth. It supports 2K and 8K FFT. In 2K mode, 1705 out of 2048 sub-carriers are used to carry

data and pilot signals. As the symbol period is shorter, this mode tackles the fast-changing channel

conditions. On the other hand, 8K mode has a longer guard interval, making it more capable of coping

with multipath channels, with a long delay spread. Of all the 8192 sub-carriers, 6817 are used. With

64-QAM, highest data rate achieved is 31.67 Mbps with a code rate of 7/8.

The IEEE 802.11a/g operate in ISM band of 2.4-2.5 GHz. A total of 64 sub-carriers divide the whole

20MHz bandwidth. The guard band ratio and guard interval ratio are 0.1875 and 0.25 respectively

supporting an adaptive modulation rate with a maximum data rate up to 54 Mbps.

The 3GPP-long-term evolution (3GPP-LTE) evolved universal terrestrial radio access (E-UTRA) project,

intending to improve the UMT mobile phone standard to meet the so called fourth-generation (4G)

requirements, adopts OFDMA with various FFT sizes in the downlink transmission. Its bandwidth caries

from 1.25 to 20 MHz to provide flexible allocation. The sub-carrier spacing is fixed at 15 kHz, which

results in possible FFT sizes ranging from 128 to 2048 points. The optimal cell size is 5 km so that

16.67 µsec is reserved for the guard interval. The target data rate is 100 Mbps in the 20 MHz bandwidth.
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Table 6.1 OFDM design parameters used in wireless services provided by Digital Audio Broadcasting (DAB), Digital Video Broadcasting - Terrestrial (DVB-T),
Wireless Local Area Network (WLAN), WMAN and Mobile Communications long term evolution networks [208].

DAB DVB-T 802.11 802.16e-OFDM 3GPP-LTE EUTRA

Carrier Frequency (GHz) 0.375 1.5 1.5 3 0.4 0.8 2.5,5.8 2 – 11 2

Sample Frequency (MHz) 2 6.8,8,9.14 20 8/7*B, 7/6*B 1.92 3.84 7.68 15.36 23.04 30.72

Bandwidth (MHz) 1.5 6,7,8 20 1.5 28 1.25 2.5 5 10 15 20

FFT size 2048 1024 512 256 8192 2048 64 256 128 256 512 1024 1536 2048

Used Sub-carriers 1536 768 384 192 6817 1705 52 200 76 151 301 601 901 1201

Guard band Ratio 0.25 0.1678 0.1675 0.1875 0.2185 0.41

Sub-carrier Spacing (kHz) 1 2 4 8 1.116 4.464 312.5 125 15

FFT Period (µsec) 1000 500 250 125 896 224 3.2 8/7*B, 7/6*B 66.7

Guard Interval (µ sec) 246 123 62 31 224 56 0.8 2 4.67

112 28 1

56 14 0.5 16.67

28 7 0.25

Guard Interval Ratio ¼ ¼ ¼ ¼ 9/128

1/8 1/8

1/(16) 1/(16) ¼

1/(32) 1/(32)

Constellation DQPSK QPSK BPSK BPSK

16-QAM QPSK QPSK QPSK

64-QAM 16-QAM 16-QAM 16-QAM

64-QAM 64-QAM 64-QAM

Maximum Data Rate (Mbps) 1.8 31.67 54 M 104.7 > 100
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6.3 Reconfigurable OFDM System

Table 6.2 lists down the effect of increasing the bandwidth of the OFDM transmission scheme by

increasing the sampling frequency, and keeping other OFDM parameters constant. This is the proposed

method of changing the OFDM symbol time duration to match the channel characteristics. With the
channels defined earlier, the acceptable sampling frequency rate is 128 kHz and above.

It is deduced, from the above observation, that since the sampling frequency is easily configurable in

DSP, therefore, just by changing the sampling frequency also reconfigures the complete OFDM symbol,

which can overcome the degradation effects of channel. This method is useful, since, without changing

any other flow, or parameter in the implementation or design, OFDM symbol characteristics can be

made to conform to the changing channel characteristics i.e. channel coherence bandwidth and channel

coherence time.

It is highly desirable, that the reconfigurable feature should not add complexity to the existing design

implementation of OFDM modem. The identified feature, meets the said desired features, and is

considered a novel contribution to the ISL modem design.

Furthermore, it can easily be deduced, that commercially available IEEE 802.11 compliant devices cannot

be used as it is in space application, rather, a DSP or FPGA implementation — already implemented

in-house (SSC) by Paul [35].
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Table 6.2 Dependence of OFDM Symbol duration and Guard Interval time on the selection of sampling frequency. Second part of the table indicates expected
data rates with stated preambles, number of sub-carriers used, and bits per symbol.

DAC Sampling Freq (kHz) 8.00 16.00 32.00 64.00 128.00 256.00 512.00 1024.00 20000.00

N points 128 128 128 128 128 128 128 128 128

Usable BW (kHz) 4 8 16 32 64 128 256 512 10000

No of Sub Channels (N) 64 64 64 64 64 64 64 64 64

Sub Carrier Spacing (Hz) 62.5 125 250 500 1000 2000 4000 8000 156250

Samples per Guard (N/4) 32 32 32 32 32 32 32 32 32

Samples per Symbol 160 160 160 160 160 160 160 160 160

Symbol Duration (sec) 0.02 0.01 0.005 0.0025 0.00125 0.000625 0.0003125 0.00015625 0.000008

Guard Duration (Sec) 0.004 0.002 0.001 0.0005 0.00025 0.000125 0.0000625 0.00003125 0.0000016

No of Used Sub Carriers 36 36 36 36 36 36 36 36 36

Bits per Carrier 1 1 1 1 1 1 1 1 1

Bits per Symbol 36 36 36 36 36 36 36 36 36

Symbols per Second 50 100 200 400 800 1600 3200 6400 125000

Preamble Symbols 10 10 10 10 10 20 100 100 200

Data Carrying Symbols 40 90 190 390 790 1580 3100 6300 124800

Max Data Rate (bps) 1440 3240 6840 14040 28440 56880 111600 226800 4492800
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6.4 The Synchroniser

In a communications system, the synchroniser is a critical functional block of the receiver. In the idle

state, the receiver is waiting for a valid transmission, that is expected to be in bursts, in which a “packet”

comprising several OFDM symbols would arrive. Several packets can be grouped together to form a

“frame”. The purpose of the synchroniser is to first establish whether the transmission is valid or just

noise. Then it must estimate the start time of the transmission, from which symbols are detected, based

on their known time duration. Since each symbol has a particular time duration and repetition rate, the

time synchronisation must keep track of the timing for the complete duration of transmission.

The power of each symbol is designed to be higher than the average noise power. To distinguish

incoming symbols from noise, their power level is being measured, and compared with the average

noise level. As soon as the average power increases a fixed threshold, it marks the start of a transmission.

However a more complex processing is required for symbol start time estimation, which depends on the

type of transmission.

When a distinct carrier is available at the baseband level, then the phase-lock loop (PLL) can lock on the

carrier, and provide the necessary time synchronisation. This is used in “coherent” receiver architectures,

such as BPSK, QPSK, FSK. However, when a carrier is not present, then “non-coherent” detection

approaches are used utilising the “correlation” methods to determine the timing information. The theory

of estimation and detection of parameters such as time offsets, frequency offsets and phase offsets is

described well by Kay [251, 252].

There are two basic types of synchronisers, namely, data aided (DA) and non data aided (NDA).

DA scheme requires a dedicated symbol transmitted, whose properties and content are known to the

receiver, which is used for synchronisation purposes. NDA scheme exploits the repetition properties of a

symbol. DA scheme outperforms NDA for all practical purposes, and is extensively used in wireless

communications as recommended by standards such as IEEE 802.11, LTE and Cellular networks. The

dedicated symbol is called “pilot”, which is easy to detect, and lock onto. A set of pilot symbols

appended to the data carrying symbols is often called “preamble” in OFDM literature.

The existing techniques use extensive use of “phase-locked loop” (PLL) and “correlation” to establish a

start of symbol. Take for instance the BPSK or QPSK receiver which uses “Costas Loop” an extension

of PLL, to not only synchronise but also demodulate. For such devices to operate, a constant envelope

of symbols is desirable, with a significant power in the carrier. The transition of phase from symbol to

symbol establishes a local clock. However, for symbols with no constant envelope, nor any repetition of

amplitude, or phase or frequency, the correlation technique is used. The known symbol is correlated with

the incoming signal. When the two signals are aligned, the output of correlation function is maximum,

often called “peak”. The peak establishes the start of symbol. The technique relies on the fact, that noise

is uncorrelated, however the transmitted signals have a good correlation measured as its coefficient. So
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whenever a high correlation is found, above a threshold value, a valid symbol is detected, and the start

of symbol is calculated from the location of peak. This method is used in OFDM and spread spectrum

code division multiple access (CDMA) systems, where symbols do not have a distinctive time domain

repetition.

PLL is useful for main RF carrier frequency offset estimation, but for fine N sub-carrier offsets within the

OFDM symbol, it is not a viable option. Therefore, an alternate method for sub-carrier offset estimation

is required. Today, joint timing and frequency offset estimation algorithms are reported in literature. We

shall utilise one such algorithm, for our OFDM performance evaluation. It is not within the scope of this

work to evaluate or improve existing algorithms.

The algorithms which could readily be implemented in MATLAB were from VanDeeBeek [253], Troya

[254, 255] and Schmidl & Cox [256, 257]. Since Troya [255] implemented the algorithm in an FPGA,

specifically for low powered devices, his synchroniser is modelled in MATLAB which forms the basis

for our OFDM modem performance evaluation.

The synchroniser requires a predefined set of symbols, which are correlated with incoming symbols,

to determine the start of symbol where the correlation is maximum. The predefined set of symbols is

called pilot symbol which includes data required for data aided synchronisation and channel estimation

purposes. The pilot symbol used in our studies is described in the following subsection.

6.4.1 Pilot Symbol

The objective of the pilot symbol is to provide information for the synchroniser to establish timing, and

the sub-carrier to assist in frequency offsets. Furthermore, the pilot generated uses the same process as

a normal OFDM symbol does. Using only three sub-carriers, equally spaced apart, pilot symbol with

a constant envelope is formed. The sub-carriers provide crude frequency offset estimation. The pilot

symbol can therefore provide a crude channel transfer function. A better channel response is possible by

using all sub-carriers.

The advantage of such a pilot is that individual sub-carriers can be detected with the help of bandpass

filters. The use of three bandpass filters tuned to the centre frequencies, can provide a simple solution to

detection of valid symbol. It can then switch the rest of the digital signal processing circuitry on for

further processing, saving power consumption.

The number of pilot symbols to be used as a preamble, is determined from field experiments using

actual hardware. The radio based transmissions from a car, and with in the laboratory, we found that the

first two to three pilot symbols got distorted beyond recognition, therefore twice of that and additional

symbols for safer operations, we selected 10 pilot symbols for transmission. The alternate symbol is



6.4 The Synchroniser 175

multiplied by -1, causing it to shift the phase by π rad. Two of the pilot symbols* in time domain

illustrate this property in Figure 6.5.

The pilot uses sub-carriers fi = {1,1,1} where i = {8,16,32} , and rest of sub-carriers are multiplied

by zero (unused sub-carriers). The subsequent pilot symbol is loaded with fi = {−1,−1,−1} where

i = {8,16,32}. In addition to the pilot, 5 symbols to denote start of data and 5 symbols to denote end

of data are used. These symbols use all the sub-carriers loaded with known bits, which allows channel

estimation. So basically the burst of transmission starts with 10 pilot symbols, start of data, variable

length data, and end of data, illustrated in packet form in Figure 6.6. Although for testing, the data

length is set variable, but recommended practice is to set the number of data symbols. In this manner,

the receiver can keep a count of data symbols, and can request for a resend, if for some reason, all data

symbols are not received.

The power spectral density of the above mentioned symbols is shown in the Figure 6.7. It is noticed

that the power of the OFDM symbol decreases significantly when only three sub-carriers are used as

compared to 36 sub-carrier. This is due to the distribution of signal energy to subsequent frequency

channels, as is known in Frequency Division Multiplexing (FDM). Single carrier modulated with 1

Watt, is divided into the number of sub-carriers in the same channel. So when 3 sub-carriers are used

(Figure 6.7a, 6.7b) the power is divided by 3 hence the average is computed as 0.33 W; similarly for 36

sub-carriers (Figures 6.7c, 6.7d, 6.7e, 6.7f), it amounts to 1/36 ≈ 0.02W .

The average power is calculated using the definitions in eq. (6.3). The y-axis is the power density per Hz

calculated by the area under the curve method used by "psd"†.

6.4.2 Joint Timing and Frequency Offset Estimator

The synchroniser must accomplish the following operations:

1. Distinguish start of transmission from noise.

2. Start of the OFDM symbol, so that cyclic prefix (guard samples) be extracted, and data symbols

determined.

3. Sub-Carrier frequency offset estimation and correction. The inter-carrier-interference (ICI) is caused

due to undue frequency offsets.

4. Channel estimation and correction.

There are several OFDM synchronisers reported in literature such as [258, 259, 260, 261, 253, 262,

263, 257, 264, 265, 266, 267, 268, 269, 225, 249]. Of the algorithms, Schmidl and Cox algorithm is

implemented in GNURadio, and Troya [255, 254] is shown in Figure 6.8. The latter algorithm has been

implemented in VLSI on FPGA, for low power wireless transceivers, which is desirable in our study.

*This pilot provides necessary transitions which can assist a PLL to be used as well, although not verified in this study.
†"psd" is an inbuilt MATLAB function.
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Fig. 6.5 Two Pilot symbols in time domain (32+128=160 samples), illustrating constant envelope, and phase shift
between symbols. Ten pilots form the preamble of our burst.

... ...

Fig. 6.6 A burst of OFDM symbols starting with pilot, data start, data and data end symbols, used in testing.

The joint symbol and frequency offset estimator has its own limitations, which are discussed following

the analysis and description by Troya [255].

Let r represent the received signal from the radio, after ADC. If the In phase (I) and Quadrature phase

(Q), is used then the I/Q combined form a complex signal. Other wise take Hilbert transform [75] of the

real input. The samples at a sampling frequency fs, have a residual frequency offset. To determine the

frequency offset from the auto-correlation function, Troya proceeds as follows. Let the carrier frequency

offset (CFO) be fε = εδ f , where ε is the normalised CFO , and δ f is the sub carrier spacing. The

symbols are made such that sub-channels see flat fading, then we can safely assume that the gain of
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(b) Pilot 2
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(c) Start Symbol 1.

−3 −2 −1 0 1 2 3 4
−50

−45

−40

−35

−30

−25

−20

−15

−10

−5

0

Frequency (kHz)

P
o

w
e

r/
fr

e
q

u
e

n
c
y
 (

d
B

/H
z
)

Periodogram Power Spectral Density Estimate

Avg Power 0.23 Watts

−9.36 dBW

(d) Start Symbol 2.
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(e) Packet End Symbol 4.
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(f) Packet End Symbol 5.

Fig. 6.7 Power Spectral Density Estimation known OFDM symbols.
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Fig. 6.8 Joint frequency and timing synchronisation algorithm as proposed by[254] implemented in this study.

channel response affects amplitude of the symbol. The AWGN noise distorts the symbol. The received

signal samples can be written as [255];

r(m) = s(m) · e j2πε
δ f
fs

m +n(m) (6.7)

The auto correlation of r with its delayed version, Jx(k) would be of the form [255];

Jx(k) =
Navg−1

∑
l=0

r∗(l − k) · r(l − k−Nd) (6.8)

Nd is the fixed delay, whose value is set for a specific pilot symbol, in our case the pilots repeat after Nd

representing the periodicity of s(m). Navg is the value chosen in the moving sum average. More values

in the average means more accuracy, however, it also means more time to establish a peak. When the

symbol s(m) is uncorrelated under the AWGN condition then eq. (6.8) can be approximated as [255],

Jx(k)≈ e j2πε
δ f
fs

m ·
Navg−1

∑
l=0

|s(l − k)|2 (6.9)

In eq. (6.9), it is evident that CFO error ε causes a phase shift in auto-correlator’s output. Where

s(m) = s(m−N) the periodicity would cause the magnitude of auto-correlation highest, there the phase

of Jx(k) can be used to determine the frequency offset. To estimate the frequency offset ε , rearrange the

terms in eq. (6.9) to get;

ε =
fs

2π ·Nd ·δ f
· arctan(J∗x (k)) (6.10)

The arctangent is bounded in the range [−π,+π), which also bounds eq. (6.10) [255],

|ε̂| ≤ fs

2 ·Nd ·δ f
. (6.11)
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The channel impulse response and the automatic gain controller settling time would affect the periodicity

i.e. s(m) ̸= s(m−Nd). The noise also contributes, but by taking the average, its effects are compensated.

The arctangent operation is restricted to the range [−π,+π), hence the frequency can only be estimated

within the range [255]

−π ≤ 2 ·π · ε ·N · δ f
fs

< π (6.12)

or equivalently

|ε|< fs

2 ·N ·δ f
(6.13)

Since the ratio fs/δ f is a fixed parameter, the range of possible estimated valued for ε only depends on

the selected delay in the auto-correlator. When no oversampling is considered at the receiver, then for

fs = 20 MHz, and δ f = 312.5 kHz (case of IEEE 802.11a), then the resulting |ε|< 0.5 for the delay

Nd = 64 and |ε|< 2.0 for delay Nd = 16 samples.

6.4.3 Synchroniser Testing

The synchroniser was tested before the main end-to-end simulation was carried out. Although a thorough

investigation was not carried out, but frequency offset of 1 kHz and phase offsets of 45 deg were detected

and compensated for.

The power spectral density, the rotation in baseband signal space (constellation diagram of BPSK), and

the corrected BPSK constellation after synchronisation is shown in Figure 6.9. Similarly a frequency

offset is also detected, and compensated. The illustrations are captured when the synchroniser was

being tested independent of a channel manifest, except manual frequency and phase offsets were being

changed for the receiver input. The input to receiver was also manifested with AWGN. This baseband

synchroniser is tested for functional adherence, keeping the frequency offsets deliberately low, because

it is assumed that the first stage PLL will compensate for larger frequency shifts.

6.5 Baseband MODEM Performance

The end-to-end system for OFDM has been divided in to sub-systems at the functional level. As it is

with any simulation based study, the depth or level of simulation is defined by the user. In this study, the

functional blocks are simulated for functionality and not circuit level effects. The flow of transmission is
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(a) Power Spectral Density of detected OFDM
frame.

(b) Constellation diagram of BPSK before compen-
sation.

(c) Constellation diagram of BPSK after compensa-
tion.

Fig. 6.9 OFDM power spectral density, and compensation of the estimated phase and frequency for a single
sub-carrier. Illustrates the correct detection of frame, and channel estimate after synchronisation.

thus . Furthermore, since the purpose had been to evaluated end to end system, therefore, the practical

functions which are not considered in the theoretical concepts of OFDM have need to be incorporated.

To confine the scope of work, the performance evaluation is carried out for a baseband modem simulated

in MATLAB, only. The Analogue Front End (AFE) components have not been considered in this

evaluation study, however, the impairments have been considered, by conducting hardware-in-the-loop

simulation studies, separately. The additional functional block i.e. the Synchroniser is also incorporated

in the model, as documented in the section 6.6.

Therefore in a summarised form, it is being assumed, that the generated OFDM symbol, is modulated

onto a carrier in AFE, which passes through the channel, getting distorted on its way to the receiver AFE,

where it is demodulated to baseband signal. The baseband signal is then further processed to extract the

OFDM symbols, from which the transmitted message is extracted.
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The received message comprises bits, which are compared with the actual message bits, and the number

of errored bits determined. The simulation is carried out by varying the SNR in a range of 0 to 20 dB. In

this manner, the SNR for best performance can also be evaluated.

The performance tests begin with the effects of free space path loss.

6.5.1 Simulating Free Space Path Loss

In order to simulate the free space path loss an experimental setup has been developed consisting of two

personal computers (PC). Each computer has the MATLAB package installed, and is equipped with a

sound-card. MATLAB utilities required to interact with the sound-cards are also necessary (Data I/O

toolbox). A stereo cable is used to connect both sound-cards. The speaker output is connected to an

input line (or a microphone jack). One of the PCs acts as the transmitter, and the other one – as the

receiver. Since the sound-cards can only be used for operating frequencies less than 20 kHz, therefore,

this setup can serve the purposes of validating a low data rate communications system operating in

space, when there are no sources of fading. The sound-cards are connected via a stereo audio cable.

The speaker out is connected to line in (or mic if line in is not available). Thus, one of the PC acts as a

transmitter, and the other receiver.

The audio output is first checked using an oscilloscope, to visually inspect the waveform being generated.

If there is clipping, then th audio levels are reduced. Similarly, at the receiver side, audio signals are

recorded and visually inspected within MATLAB for signs of clipping. An important point to highlight

here is that the audio level of the sound card must be set so that the output on the oscilloscope is within

0.4V pk-pk , as to not cause clipping.

At the receiver side, AWGN channel is configured so that the received signal once captured can be

further simulated at various SNR levels (0 to 10 dB)*. For each SNR level, the receiver is tested for its

performance. The additive white Gaussian noise was generated in simulation, and added to the received

signal prior to OFDM receiver.

The BER is calculated by sending OFDM symbols between the two PCs. The OFDM symbols are

generated carefully, keeping the occupied bandwidth within the audio sampling frequency supported

by the sound-cards. For each SNR level, the receiver is tested for its performance. The additive white

Gaussian noise was generated via simulation, and added to the received signal prior to the OFDM

receiver. Since the sound-cards can only be used for operating frequencies less than 20 kHz , therefore,

this setup can be considered as a practical demonstration of a low data rate system operating in space,

where there are no sources of fading.

*The MATLAB AWGN function is used with the parameters setting as ’measured’.
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The transmission is configured in “Burst Mode”, i.e. the transmission is initiated after random time

intervals in between transmissions. The configured OFDM baseband system parameters are defined in

Table 6.3 and the results are tabulated in Table 6.4.

The synchroniser lose synchronisation for SNR lower than 3 dB.

6.5.2 Fading Channel Performance

In the previous section free space path loss was emulated. In this section, the channel is assumed to

exhibit fading properties and their impact on the OFDM symbol design is discussed. The transmission

scheme used for the simulation has the specifications given in Table 6.3. The simulation was carried out

using Rician factor of 10, and maximum Doppler shift of 20 Hz.

Table 6.3 OFDM Parameters for Burst Communications Test

Parameter value Comments
N 128 N-point FFT, number of channels
Ng 32 Guard samples, cyclic prefix
fs 8kHz PC sound Card: Creative Sound blaster

pro, 128 bit.
ix f [5:5+36-1] Used sub carrier Index, rest are loaded

with zero
ixp [8;8*2;8*3] Pilot symbol carrier index
M−PSK 4, D-PSK Differential phase shift keying, with

Gray coding
Preamble 10 OFDM symbols for synchronisation
Data 63 Data OFDM symbols, generated using

random numbers

Table 6.4 Symbol Errors for various Signal to Noise Ratio via sound-cards between two PCs. The Symbol Error
Value is a mean of 50 runs.

SNR (dB) Symbol Errors Symbol Error Rate

3 404.3 0.1812
4 291.8 0.1307
5 197.3 0.0884
6 122.8 0.0550
7 70.7 0.0317
8 36.3 0.0163
9 16.2 0.0073
10 6.5 0.0029
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The transmitted burst data is illustrated in Figure 6.10. It starts with a pilot symbol, and then the data

symbols follow.

As it is known from theory, the channel manifests itself depending on the characteristics. The OFDM

symbol bandwidth is directly linked to the sampling frequency so by increasing the sampling frequency,

we increase the bandwidth. Therefore, the transmitted burst is affected differently for various sampling

frequencies.

The smaller bandwidth is less than the coherence bandwidth, and is severely distorted as is observed

in time domain. As the transmission bandwidth increases, the channel manifestation is less obvious

in time domain (compare start of frame which is the pilot signal in Figure 6.10 with Figure 6.11a to

Figure 6.11b).

As it can be observed from Figure 6.11a, transmission bandwidth, which is less than the channel

coherence bandwidth, leads to severely distorted symbols in the time domain, respectively. Comparing

the start of the frame in Figure 6.10, which is the pilot signal, with Figure 6.11a, Figure 6.11b,

Figure 6.11c it can be seen that as the transmission bandwidth increases, the degrading effect is less

obvious in the time domain.

It has also been observed, although not visible in the Figure 6.11, that long duration packets undergo

deep fading occasionally, which leads to severely corrupted data frames.
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Fig. 6.10 OFDM Burst comprising of two frames, each frame consists of a header and data.
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Fig. 6.11 Faded signal in time domain. Signal bandwidths (8,16 and 1024 kHz) under the influence of channel
coherence bandwidth of 33 kHz.
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Synchroniser Performance

The OFDM burst was transmitted 100 times and manifested with the Rician channel. The synchroniser

performance was evaluated, based on the number of dropped frames out of the 100 transmitted. The

number of dropped frames for the two channels are depicted as bar graph in Figure 6.12a and Figure 6.12b

respectively. It can be seen in Figure 6.12a as the symbol energy increases, the number of detected

frames also increases, however, for the bandwidth less than the coherence bandwidth, the performance

is worse even when ample symbol energy is present e.g. for sampling frequencies 8 and 16 kHz). It can

further be observed that about 100% frames are detected for sampling frequencies 128 kHz and 512 kHz.

Whereas, for 1024 kHz, there are a few frames are dropped. A similar but slightly different performance

is observed in the case of Chan2 in Figure 6.12b , where for all transmission bandwidths the receiver is

able to detect the incoming transmission.

Bit Error Rate Calculations

The end-to-end performance of the transmission scheme is determined by the performance measure “bit

error rate(BER)”. BER is plotted against Eb/N0 varying from 0 to 20 dB, for the two fading channels.

Figure 6.13a plots the BER for the case of Chan1, for varying OFDM bandwidth. The worst case BER is

for the OFDM symbol bandwidth 8 kHz, which is less than the coherence bandwidth of channel. Similar

BER is found for 16 and 32 kHz, as well, that is why they are not plotted. It shows, practically there is

no communications link, even though the pilots were detected, since the BER is 10−1. Whereas, when

OFDM bandwidth is higher than the channel coherence bandwidth for 64, 128, 512 and 1024 kHz OFDM

symbols. It highlights our main point, that if OFDM symbol is not designed properly in accordance with

the channel coherence bandwidth, the modem performance is poor, and generally not acceptable as is

clearly visible for different OFDM bandwidths under the influence of Chan2.

It can also be deduced from here, that if the communications channel coherence bandwidth varies

spatially or temporally, then, a reconfigurable OFDM modem is required, which could adjust its

bandwidth accordingly. The algorithm required to adjust the OFDM bandwidth is out of the scope of

this thesis.

When we consider 10−3 an acceptable minimum requirement for a highly fading case, then the OFDM

performance is considered acceptable for Eb/N0 > 13 dB in the case of Chan1, but its performance is

not acceptable in the case of Chan2. An error correction and detection code would definitely improve

the overall BER when compared to resulted stated here. Thus, these results act as the bare minimum

level, which should be improved using additional techniques.
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The above treatise also highlights the fact, that communications channel estimator, which is an inherent

component of OFDM modem, plays a critical role in a dynamic channel such as anticipated in LEO

inter-satellite links.

The performance evaluation reported in this section included only the fading channels, leaving out the

hardware impairments. Rather than simulating the hardware impairments as models in MATLAB, a

hardware-in-the-loop method is employed, the topic of discussion of the next section.
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Fig. 6.13 End to end performance of OFDM transmission under the influence of two Channels defined in
Section 5.5.4 (a) Case 1 and (b) Case 2.
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6.6 Hardware-in-the-Loop Simulations

A method, referred to as hardware-in-the-loop (HIL), has been employed to incorporate the hardware

impairments along with the simulated channel effects. The technique allows distributing the overall

functionality to a selected hardware system supporting HIL, running all or part of the simulated functions.

Two cases were addressed. In the first case, only the baseband modem runs on an FPGA, whereas, in

the second case, a complete system including the analogue to digital converters, analogue amplifiers,

passband modulators, and antennas (complete analogue front end) is accomplished, with one unit acting

as the transmitter, and the other unit acting as the receiver, emulating a complete end-to-end system

performance.

6.6.1 Co-Simulation using Programmable Logic

The baseband modem is modelled in MATLAB [68] from where it has been converted to hardware

blocks in the Simulink environment. The Xilinx System Generator (SysGen) tool [270] was used for the

creation of the building blocks to be implemented on programmable logic in the form of Xilinx FPGAs.

During the hardware in the loop simulation, the code runs on the FPGA and the output is fed back to

MATLAB/Simulink. In particular, the Xilinx Spartan3S1500 FPGA device was used as part of the Nu

Horizon FPGA board [271] which has been configured to support Hardware Co-Simulation. The board

also houses a two channel 16 bit DAC supporting 100 ksps, Linear Technologies DAC LT-1654, which

can be linked to analogue front ends for simulating low data rate modem configuration.

6.6.1.1 OFDM Transmitter

The block diagram of the OFDM transmitter implemented in Matlab/Simulink using Xilinx FPGA

supported intellectual property (IP) cores via SysGen, is shown in Figure 6.14.

The blocks with a Σ sign in the middle are SysGen blocks, whereas, rest of the blocks in the Figure 6.14,

are Simulink standard library components. To control the operations of the FFT block from SysGen,

extra control signals had to be generated such as enable, start, and FFT number configuration. The FFT

block by SysGen has an additional feature that it is reconfigurable for N values. If it is implemented for

N = 1024, then it can be configured to operate in lower divisors of power of 2 e.g. 64, 128, 256 etc. This

is a handy feature which can be used to increase or decrease the sub-channels i.e. increase of decrease

the sub-carrier spacing. The significance of sub-carrier spacing is discussed in section 6.2.3.1.

The system was tested by passing the code for generating a pilot symbol to both the Simulink model and

the FPGA implementation, and compared. The top two subplots in Figure 6.15 are the output of iFFT

using MATLAB/SIMULINK, for both the real and imaginary parts (consecutively), and the bottom two
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Fig. 6.14 OFDM Transmitter implemented in MATLAB/SIMULINK plus SysGen blocks, using Hardware in the
loop simulation method.

figures are the output of FPGA. Note there is a delay between the two outputs, which is one time only,
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and does not affect the output. Another point to note is the output of iFFT from SysGen is inverted as

compared to the output of iFFT.

All data is represented in fixed point notation in FPGA, therefore, when compared to floating point

representation used by Matlab models, there is a reduced precision. This introduces a slight distortion

in the waveform similar to quantisation noise (conversion of analogue continuous signal to discrete

sampled signal). The result of HIL is shown in Figure 6.15. When the waveform was sent to a receiver

modelled in MATLAB, the receiver was able to synchronise and decode OFDM (fading channel is not

used). The fixed point implementation is thus considered acceptable.

6.6.1.2 OFDM Receiver

The model of synchroniser using both MATLAB/SIMULINK and Xilinx SysGen is shown in Figure 6.16.

The synchronisation algorithm is described earlier in section 6.5.2.

The receiver takes input from the transmitted OFDM Burst Data which requires real and imaginary

parts. Since MATLAB/SIMULINK supports complex number notation, therefore its blocks can take in

complex numbers. Whereas the hardware treats and manages real and imaginary parts of the complex

number separately. Therefore, there is an additional conversion of complex numbers into real and

imaginary parts, and vice-versa (to and from Simulink to FPGA).

Since there was only one hardware, therefore, it could either be used as a transmitter or a receiver. So

to test the receiver, the OFDM burst is generated on another PC, linked to a receiver PC setup for HIL

interfaced to FPGA. The transmitter and receiver side were linked via sound-cards using a stereo cable.

OFDM symbols being transmitted via sound-cards, captured by MATLAB, but tested for demodulation

via FPGA. No fading type channel was used, since only the impairments caused by hardware was to

be studied. Since the receiver was able to correctly demodulate the OFDM symbols, means that, the

impairments caused by sound-cards and FPGA implementation, were not severe enough to disrupt the

receiver functionality.

For the purpose of verifying the correctness of the decoded output, the received signals were co-simulated

in a batch processing mode.

6.6.2 Wireless Link over a Software Defined Radio

In addition to the MATLAB / FPGA HIL scheme described above, a software defined radio based

implementation was also carried out using GNURadio with the USRP N210 hardware. It is a software

defined radio architecture type, with both the OFDM transmitter and receiver implemented in C++ code,

running as an application under the Linux operating system (OS). The USRP N210 alongwith a wide
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Fig. 6.15 OFDM transmitter pilot tone generation from FPGA.

band radio front end from Ettus Research [272, 273] is used as the AFE in the radio based end-to-end

hardware based system performance evaluation.

GNURadio [274] is an open source software defined radio whose modules have been written in C++ for

optimal performance. It can be interfaced to a hardware such as USRP N210 from Ettus Research Inc.
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Fig. 6.16 OFDM Synchroniser modelled in MATLAB/SIMULINK and implemented in FPGA using SysGen.
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USRP N210 supports several AFE available as RF daughter cards. One of the daughter cards called

SBX [273], can transmit from 400 to 4000 MHz, which have been used.

Since GNURadio is implemented as software, running all its modules written in C++, while operating

on the underlying operating system (OS), its processing speed is inherently limited by the OS support

for real-time operations. GNURadio on Linux (e.g. Ubuntu or Debian based Linux) is not real-time.

Therefore, while running an OFDM modem directly with hardware, there were visible glitches, dropped

packets which generated an ambiguity whether, it was the problem of OS or the problem in modem, or

the interface.

To systematically test, we changed the OS first. To overcome the issues of long delays in processes within

the operating system, a small foot print and efficient (still non real-time) operating system was required,

so that most of the system resources be made available to GNURadio, particularly the processing and

memory. In GNU Radio we can set parameters on the fly, however, when the OS does not pass control

to the input devices, then the application becomes unresponsive. After a significant search, a Linux

distribution called Puppy [275] Linux (TahrPup) not only allowed easy installation of GNURadio, but

an easy interface to the Ethernet based interface to USRP N210 as well. No previously observed issues

such as dropped packets, non-responsive GNURadio modules, were observed after using the new OS.

6.6.2.1 GNU Radio Based Implementation

The experimental setup is shown in the Figure 6.17. The cart was made of LEGO blocks, to allow the

movement of the transceiver. This experimental work fulfilled successfully the purpose of verifying the

basic functionality of the hardware based transmitter and receiver.

However, the movement was not fast enough to cause an observable deterioration. The relative motion

can be emulated using a mobile platform carrying this hardware. This detailed testing has been left for

future work.

GNU Radio comes with a basic implementation of a configurable OFDM transmitter (Figure 6.18),

complete with synchroniser at the receiving end (Figure 6.19). The synchroniser used the Schmidl and

Cox [257, 264] method of peak detection. We hardly tweaked the code, and it operated very well not

only over the air, but also when simulated for our case channels (Figure 6.20).

The packets were sent at a sampling frequency of 1 MHz with the radio configured to operate at the

frequency of 900 MHz. The receiver was turned on first, and then the transmitter, and the log displayed

the number of packet being received and any invalid packets.

The same code was simulated to run with the Chan1 using a multipath fading block. The receiver worked

just as it was simulated, working flawlessly for a decent signal to noise ratio.
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Fig. 6.17 GNU Radio with USRP N210 software defined radio implemented in Linux, to test OFDM transmission.

6.6.2.2 Frequency / Phase-Locked Loop

So far we have considered the frequency shifts in the OFDM receiver, which assumes that the major

frequency shift is catered to by an external frequency lock loop or phase lock loop, which keeps a track

of the carrier frequency whose major shift is due to relative motion called Doppler Frequency Shift.

The impact of the frequency shift on the carrier system is that the receiver is unable to tune in to the

transmitter frequency, and thus it seems as no transmission has been detected.

A Phase-Locked Loop (PLL) or the Frequency-Locked Loop (FLL) is able to lock on to the frequency

even if the carrier is shifted. The main functional block diagram of the PLL is a comparator which

discriminates the phase, gives the error signal to a filter which acts as the controller smoothing out the

comparator output to be given to a frequency generator which updates its frequency according to the

error signal. The generated frequency is again compared with the incoming signal an error signal is

generated, whose magnitude controls the frequency shift of the local generator, and this carries on and

on in the loop. The loop bandwidth essentially defines the working of the PLL [202].
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Fig. 6.18 GNURadio: Transmit side OFDM blocks

GnuRadio comes with many built in modules, particularly a functional phase-locked loop (PLL) which

not only operated very well over 15 kHz frequency shift range, its reconfigurable loop bandwidth can be

tuned to desired properties.

The functional block diagram in the GnuRadio Companion( a graphical front end to GNU Radio)

is shown in Figure 6.21. This particular implementation is given in detail by the author on his web

page [274]. While testing it for PSK data, it worked very well. Testing it was by changing the frequency

and it would still lock on the frequency. By tweaking the bandwidth of the loop filter it would lock

and retain the shifted frequency within the range of 15 kHz. When PLL achieves a lock on the receiver

frequency even when it is shifted is shown in Figure 6.22a and Figure 6.22b displays the PLL unable to

lock on the shifted frequency.

Thus by adding all the functional blocks of a radio and baseband modem in our testing, we complete

our end-to-end performance evaluation of the proposed OFDM to operate in LEO environments for

members of SBWSN to form inter-satellite communications links.
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Fig. 6.19 GNURadio: Receive side OFDM blocks.

6.7 Discussion

OFDM has been previously proposed by Sidibeh [31] as part of IEEE 802.11 physical layer transmission

scheme, and Paul [35] implemented an IEEE 802.11 compliant OFDM on FPGA. This chapter actually

goes beyond that analysing the design of the OFDM, in the context of the communications channel

characteristics, which are specific to the LEO space environment.

It has been shown that a dedicated OFDM modem needs to be properly designed as per the channel

characteristics, otherwise severe degradation is observed in the simulation results. The OFDM timing

synchronisation shows robust behaviour. Two hardware in the loop simulations, helped in incorporating

issues arising from the actual hardware, which also showed promising results. Xilinx FPGA supports

a configurable FFT core, which makes the module configurable. The second hardware-in-the-loop

simulation is based on a GNU Radio interfaced with USRP N210. Over-the-air duplex transmissions
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Fig. 6.20 Receive packets for the OFDM symbol.

Fig. 6.21 GNU Radio frequency lock loop functional block.

were tested. Even one unit was placed on a cart which was moved about the receiver, but no substantial

errors observed.
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(a) FLL locked to the frequency.

(b) FLL not locked on the frequency.

Fig. 6.22 Operations of GNU Radio FLL.
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With the current implementation the OFDM baseband receiver had a requirement of Eb/N0 of at least

10 dB, for operations without an error correction scheme. Lower requirements can be achieved by

further improving the receiver. This chapter does not attempt to build the receiver algorithm, which has

been done extensively for reference [255, 256, 208, 276, 253, 262, 277, 257, 264, 265, 267, 269, 268].

One method is to reduce the threshold value used in detecting the occurrence of peak correlation value

also known as peak detection in literature. However, this increases the probability of false detection,

therefore, the threshold is kept at 0.6, for a normalised correlation coefficient.

For converting to carrier to noise ratio, we can relate the bit energy Eb to carrier power C by the data

rate R, occupying bandwidth B using the following relationships [115]:

C
N

=
Eb

N0
× R

B
(6.14)

C
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= 10 log10

(
Eb
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)
+10 log10

(
R
B

)
(dB) (6.15)

When normalised noise power density is used, then the relationship becomes:

C
N0

=
Eb

N0
×R (6.16)

6.8 Conclusions

This chapter justifies the use of OFDM as a strong candidate amongst the many possible physical layer

transmission schemes existent today in terrestrial wireless technologies such as LTE, WiFi and such.

Although OFDM has been proposed previously it has not been evaluated and characterised. In this

chapter the OFDM design is analysed in the context of communications channel characteristics as

perceived in LEO. It is the first study, which incorporates channel fading in inter-satellite links design

for the LEO environment. The main novelty of this work is that it considers the coherence time and

coherence bandwidth of the communications channel in the OFDM design, which were not taken into

account previously and illustrates the deteriorating effects in case if the channel characteristic parameters

are not incorporated in the OFDM design. In addition, by presenting the complete design process and

demonstrating the effectiveness of the hardware-in-the-loop simulation methods, the first building blocks

of an inter-satellite link testbed are proposed. This is a significant contribution to the emerging space

based wireless sensor networks comprising pico/nano forms of satellites, and more generally to the area

of inter-satellite links design.



CHAPTER 7

CONCLUSION AND FUTURE WORK

In the final chapter, after a summary of research, novel contributions are outlined, and a future research

works extending the depth of investigations carried out in this thesis are indicated.

7.1 Summary of Research

Although the concept of wireless sensor networks for space (SBWSN) is appealing and several concurrent

developments have enhanced the current state of the art of enabling technologies for SBWSN, but the

physical aspects of the communications links between the satellites are generally left out on the grounds

that they are considered mission specific. The communications channel characteristics for such ISL,

depend on the in-orbit environment, the type of antenna used for ISL, and the operational frequency of

the carrier wave. No suitable testing mechanism existed at the time of writing the thesis, which would

allow performance evaluation of networking protocols for SBWSN, taking into account the ISL channel

impairments caused by the relative motion and the interaction of the propagating waves with the in-orbit

environment.

Therefore, based on the proposed ISL evaluation methodology in Chapter 2, a SBWSN testbed was

suggested consisting of an environment generator, an orbit propagator, and a channel emulator, whose

purpose is to generate impairments for the ISL. It is envisioned that the testbed would operate in the

following sequence. First a SBWSN mission scenario would be identified, and the relative motion of the

orbiting bodies would be evaluated based on that, then the environment in the identified orbit would be

assessed, and the communications channel characteristics would be determined.

In Chapter 3, the SBWSN concept is applied to monitoring the Earth’s ionosphere, so as to improve the

spatial and temporal resolution of measurements, not possible with current single platform missions.

The mission design revolves around the use of low cost mass producible satellite platforms, equipped

with a minimal set of identical instruments. The proposed mission scenario aims at deploying a large
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number of sensor satellites, so that fine scale turbulence could be captured. A mother-daughter sensor

satellite configuration is proposed, in which the daughter satellite could be ejected out of the mother

satellite, allowing for finer measurements that could provide a considerably better understanding of the

dynamics of turbulent plasma. The mission scenario identifies highly possible physical topologies in

orbit for ISL.

In Chapter 4 the impact of relative motion on inter-satellite link design is studied with the help of

numerical methods projecting the motion of a satellite from initial conditions, under the influence of

20×20 JGM-3 gravitational model, high precision atmospheric model (Harris-Priester), incorporating

third body effects and solar radiation pressure. Three cases are investigated to determine the Doppler

frequency shift experienced between the two communicating member satellites of a SBWSN: (a) relative

motion of free flying CubeSats in LEO deployed at the same altitude, (b) relative motion of a sensor

satellite with respect to a relay satellite in different altitudes in LEO and (c) relative motion of a relay

satellite with respect to a relay satellite in the same orbit (string of pearl configuration in orbit).

Since the orbits have been selected where the motion of satellites was in the same direction, therefore the

Doppler frequency shift observed in the first and third case is tens of Hz. Whereas, in the third case, it is

tens of kHz, with high shift rate. Therefore, a third order PLL be used in the first stage of the receiver.

Where possible, a second order PLL be also incorporated where nominal Doppler shifts are anticipated.

Therefore, a flexible design of PLL is anticipated in SBWSN ISL communications receiver design.

The effects of the LEO environment on the propagation of the electromagnetic waves and the inter-

satellite communications channel characteristics are investigated in Chapter 5. The effects are studied

separately for interaction with ionised gas, space debris, meteors, and the presence of member satellites

in close proximity. It is identified, that the ionised gas causes fading which is not because of multiple

paths, but due to rapid changes in the refractive index of ionised gas during turbulent periods. The

disturbances have been observed at 1000 km altitude, the same altitude where satellites are to operate.

The space debris can be a cause of concern when the carrier frequency is above 10 GHz, because it is of

the same size as the wavelength, therefore, it can act as an EM wave scatterer or reflector. The meteors

and their trails are a cause of concern as they act as reflectors when SBWSN operates near 300 km

altitude. The size of member satellites e.g. 3U CubeSat is again a cause of concern when the carrier

wave frequency is about 10 GHz and above.

The communications channel has been found to exhibit dynamic attenuation, showing signs of both fast

and slow fading, due to the relative motion of the satellites with respect to the dynamic nature of plasma

in ionosphere, as well as due to possible reflectors in the vicinity of communications range. At times

fading depth of 20 dB for short spans of time are anticipated, which may lead to communications outage.

Therefore, as is generally assumed in literature, inter-satellite communications links using 5 GHz of less

carrier waves cannot be modelled as simple free space path loss models, rather, the fading effects both

fast and slow must be incorporated in the evaluation of modem design and performance.
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Time varying fading channels are easily modelled using Tapped Delay Line (TDL) structure, in which

the tap gains and path delays are selected such that the resulting impaired signal, depict the real world

communications channel behaviour. TDL is a general structure, it is the determination of number of taps,

and the probability function which governs the tap gains, and tap delays, which make it environment

specific. In the context of SBWSN, where inter-satellite links are observed as inter-orbit and intra-orbit,

the path profile is determined on two extreme cases. Firstly when the satellites are in close proximity of

each other and when there are multiple paths due to reflectors in the vicinity. Secondly, for inter-orbit

links, where several scatterers or plasma refraction cause a faded signal.

The impact of the waveform channel model on the baseband design using orthogonal frequency division

multiplexing (OFDM) is evaluated in Chapter 6. OFDM is one of the physical layers specified for data

transmission over wireless links in the IEEE 802.11 b protocol, being considered for use in SBWSN.

The modem and channel both are modelled firstly in MATLAB, and the performance of the modem is

assessed.

Performance evaluation was carried out not only in the MATLAB simulation environment, but where

possible hardware impairments were also included in the design stage. Two hardware in the loop simula-

tions, helped in incorporating issues arising from the actual hardware, which also showed promising

results. A Xilinx FPGA supports a configurable FFT core, which makes the module configurable.

The second hardware-in-the-loop simulation is based on a GNU Radio interfaced with USRP N210.

Over-the-air duplex transmissions were tested. Even one unit was placed on a cart which was moved

about the receiver, but no substantial errors observed.

It has been shown that a dedicated OFDM modem needs to be properly designed as per the channel

characteristics, otherwise severe degradation is observed in the simulation results. The OFDM timing

synchronisation shows robust behaviour, when the OFDM symbol is appropriately designed taking into

account the channel coherence time and coherence bandwidth.

Although extensive work has been done during the course of this study, however, owing to the many

possibilities arising in physical topologies, which govern the channel characteristics, the channel model

presented in this thesis is only applicable for the following conditions:

• when isotropic radiation pattern is being used as is required for using IEEE 802.11 based network

protocol,

• when the SBWSN operates in Earth’s ionosphere in LEO, for the said physical topologies, when the

carrier frequency is less than 5 GHz.

At carrier frequencies above 10 GHz, space debris as well as member satellites in close proximity may

act as reflectors or scatterers, so care should be taken to incorporate the multipath effects at such high

frequencies, provided isotropic radiation pattern is used.
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7.2 Novelty Contribution

The following contributions to the current state-of-the-art have resulted from the research:

1. A novel study has been conducted in which the environment is evaluated for possible fading scenarios

either caused by multiple paths or ionised gas scintillation. The following new findings have been

established:

• The communications channel is identified as a time varying “fading channel”, as opposed to the

simple free space path loss model commonly used in the literature for ISL.

• The channel is also found to exhibit multi-path effects at locations in orbit where space debris and

meteor trails are present within communications range.

This is the first work in which channel fading is incorporated in inter-satellite links design for the

LEO environment.

2. In addition, for the first time, the performance of inter-satellite links has been evaluated using a fading

type channel model. According to the open literature, until now only free space path loss models

have been employed and physical layer issues have not been taken into account.

3. By presenting the complete design process and demonstrating the effectiveness of the hardware-in-

the-loop simulation methods, the first building blocks of an inter-satellite link testbed are proposed.

This is a significant contribution to the emerging space based wireless sensor networks comprising

pico/nano satellites, and more generally to the area of communications system design using software

defined radio architectures.

4. The OFDM has been justified as a strong candidate amongst the many possible physical layer

transmission schemes existent today in terrestrial wireless technologies such as LTE, WiFi and such

like. Although OFDM has been proposed previously, it has not been evaluated and characterised. In

this thesis the OFDM design is analysed in the context of communications channel characteristics as

perceived in LEO.

• The main novelty of this work is that it considers the coherence time and coherence bandwidth of

the communications channel in the OFDM design, which were not taken into account previously

and illustrates the deteriorating effects in case if the channel characteristic parameters are not

incorporated in the OFDM design.

• A simple but robust reconfiguration method is proposed, which allows OFDM symbol to meet the

changing channel conditions.

7.3 Future Work

This research addresses the multidisciplinary field of inter-satellite communications for SBWSN appli-

cations. Although several aspects of ISL have been covered, further work is needed to increase the depth

of investigation at various levels.
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1. SBWSN mission scenarios: Although a mission scenario has been presented in this thesis, however,

more elaborate mission scenarios based on the SBWSN concept would improve understanding of the

requisite platforms, types of on-board instruments, and possible physical topologies. LEO has been

used as a basis for further investigations of inter-satellite channel characteristics, however, in the

same manner, investigations should be extended for MEO, GEO, interplanetary space and planetary

surface sensor networks.

• In doing so, a software tool should be developed, in which mission scenarios could be developed

with ease, and interfaced to SBWSN testbed.

• In particular, the impact of tumbling satellites on the measurements taken by DC and AC instru-

ments be studied in depth.

• A graphical user interface, in which inter-satellite links could be visualised, would greatly assist

mission scenario developers and ISL design engineers, for line of sight issues, and out of range

estimations. In this regards, SAVI interfaced with GEOMview can be extended, or other third party

libraries can be used.

2. Relative Motion Assessments: In addition to the polar orbits, non polar orbits should be evaluated

in depth for LEO, MEO and GEO type orbits. Configurations like LEO to MEO, MEO to GEO to

LEO, and LEO to GEO, be identified, and studied in depth for Doppler frequency shifts and shift

rates. In the similar manner, planetary rover motion, inter-planetary orbital configurations can be

further investigated.

3. Controlled Deployment of Pico/Nano satellites: Since for free flying satellites, the deployment

mechanism plays a critical role, it should be studied in depth. A controlled mechanism to deploy

several very small satellites in predefined orbits, while being ejected from SHM of a LV is interesting,

and would prove to be very useful. The orbits could be predefined, so that the inter-satellite distances

could be maintained even in free flight mode.

The CubeSat deployment mechanism can be further improved to incorporate realistic friction forces,

and study the ejection by incorporating uneven pressures on the two legs. A simulation tool, can be

developed which could provide forces required to exert, so that a predetermined orbital trajectory is

achieved.

4. Channel Characteristics in LEO: A simple TDL based channel model has been used in this thesis,

which can be further elaborated by using ellipses to mark locations of members in SBWSN. A reverse

problem identified during research, is to generate a channel model, which generates the requisite taps

and path lengths in accordance to the desired fade depths, and fade duration, and link outages.

On the same lines, channel characteristics for MEO, GEO and other planetary based orbits be carried

out.

5. MODEM for ISL: OFDM has been described in detail, however, other MCM modulation schemes

and single carrier modulation schemes should also be investigated on the same lines as described in

this thesis. In particular energy efficient and continuous envelope modulation schemes be also tested.
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6. Channel Estimator for MODEM: A robust channel estimation method for the dynamic channel

behaviour would allow quick decisions for the onboard controller to change the OFDM modem

configuration.

7. Testbed : An application interface be developed to pass the channel deterioration effects to network

simulators such as NS-2 and NS-3 or any commercial tool of choice.
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APPENDIX A

A.1 Selected Missions using Inter-Satellite Links

In the subsequent discussions, selected missions with a brief overview of their communications systems

illustrates the wide variety of mission specific architectures in use.

A.1.1 Lincoln Experimental Satellites (LES 8&9) — A Pair in GEO - (1978)

The MIT* Lincoln laboratory‘s space communications program developed the LES-8&-9 identical

satellites and its terminal under one roof. The two satellite were placed 90 deg apart in GEO. Several

experiments were successfully demonstrated, including ground links with small terminals, and data relay

via inter-satellite links [278] between the pair. The spacecraft using steerable parabolic dish antenna,

fed with K-band (36/38 GHz) horn antenna feed, demonstrated precise pointing, initial acquisition of

signal, and data transferred at rates of any one of the two modes 1 or 10 Mbps. The modulation scheme

used is differential phase shift keying (DPSK). Although not stated, it is being assumed the underlying

transmission scheme is spread spectrum to avoid unnecessary jamming (military application), which can

be considered a remarkable achievement with the discrete component technology of that era. Salient

features of the spacecraft, antenna, transmitter, receiver are summarised in Table 2.2.

A steerable antenna generates torque, which must be compensated by the spacecraft, a technically

complex problem. Furthermore, with directional antennas, establishing a communications link requires

scanning a predefined region for possible target and then establishing a link. In GEO the range between

the two satellites is about 53475 km, aligning at such distances is a remarkable achievement, illustrating

the attitude, and orbit control for precise pointing.

*Massachusetts Institute of Technology, Cambridge USA
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(a) LES-8/9 Satellite Strtucture (b) LES-8/9 Communications System

K Band
Dish Antenna 

K Band
Horn Antenna

Radio Thermal Generator (RTG)
Power Source

Fig. A.1 (a) LES-8&9 identical satellites in stowed position. Gyro based high gain antennas shown at the bottom.
(b)The functional block diagram of communications system.(courtesy of [279, ch.1]).

A.1.2 Tracking and Data Relay Satellite (NASA) — A Fleet of 9 Satellites in GEO -
(1983)

Tracking Data Relay Satellite (TDRS) programme, started in early 1970s, with the first deployment in

1983*, is the space segment of the NASA Space Network, providing tracking and data relay capability

for fast moving spacecraft in lower Earth orbits, particularly the ones which are not visible to the ground

station. Currently the fleet consists of 9 spacecraft, with the 3rd generation launched in 2014 TDRS-12

(TDRS-L). TDRS-L weighs about 3400 kg, with dimensions of 21.0 meters long by 13.1 meters wide,

can generate power of 2200 watts. It houses two single access steerable dish antenna and an array with

beam forming for multiple access, to provide inter-satellite link. A separate ground link antenna and an

omni-directional antenna is used for spacecraft tracking, telemetry and telecommand (TT&C).

The TDRS can view the satellites above 1200 km altitude for 100% coverage, whereas, for spacecraft at

altitudes less than 1200 km, Earth blocks the view for 15% of the orbit. The TDRS provides bent-pipe

relay links, from user spacecraft to ground station, and vice versa. This service is based on successful

experiments that involved ATS-6 † and the Nimbus-6 ‡ during the mid 70s. In order to use the TDRS

service, a custom transponder is required by the user spacecraft [280].

*TDRS-A launched in April 1983, retired Fall 2009, disposed off in June 2010
†Advanced Technology Satellite (ATS) launched in GEO orbit carrying steerable 9.15 m dish antenna
‡One of the meteorological satellites of Nimbus programme launched in LEO at 1000 km altitude, inclined at 100◦
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A.1.3 Surrey Nanosatellite Applications Platform (SNAP-1) (SSTL) – Single Satellite in
LEO - 2000

It was designed and built as a research mission by a joint academic-commercial team at the Surrey Space

Centre (SSC) and Surrey Satellite Technology Limited . The SNAP-1 nanosatellite was designed to

develop a modular, multi-mission nanosatellite bus (mass range of 1-10 kg), to demonstrate the use of

miniature electrical and mechanical COTS (Commercial-Off-The-Shelf) product technologies in space

and their use as autonomous robots for observing orbiting space vehicles. SNAP-1 is merely 6.3 kg,

deployed in a circular orbit at about 680 km altitude, inclined at 98.13 deg. The SNAP program was also

intended to demonstrate the feasibility of using clusters of low-cost satellites that can fly in formation

and conduct multipoint remote sensing.

Fig. A.2 Isometric drawing of the SNAP-1 spacecraft (courtesy of SSTL).

The inter-satellite link with Tsinghua-1 (a microsatellite 50 kg) launched together, was to be tested. The

communications systems uses S-band monopole antenna, and strip antenna for UHF and VHF links.

The S-band data rate supports 38.4 kbps and 76.8 kbps (selectable) using BPSK and QPSK. The S-band

transmitter is 0.5 kg the size of 120 mm x 160 mm x 20 mm operating at at 5.2 V DC drawing 670 mA.

In addition VHF spread spectrum is also tested.

A.1.4 IRIDIUM — A Constellation of 66 Satellites in LEO (Motorola Inc. USA) -
(1999)

Moving closer to Earth, in lower Earth orbits*, one of the successful use of continuous inter-satellite link

is by IRIDIUM constellation. Comprising of 66 operational satellites, with 14 backup satellites, each

weighing 690 kg, provides L-band links to Earth based users. Each spacecraft (Figure A.3) is linked with

*IRIDIUM constellation has 11 satellites phased out in one orbit at altitude of 670 km, inclined at 86.6◦, each orbital
plane spaced 30◦ apart from the other, thus a total of 66 active satellites (4 spares) cover the globe.



A.1 Selected Missions using Inter-Satellite Links 230

four adjacent satellites, two in-orbit while two cross-orbit links. Due to near circular orbits, the in-orbit

inter-satellite distance remains constant (Figure A.4) , whereas cross plane distance varies, becoming

closer near the poles, and moving farther away till they reach the equator. The ISL provides dedicated

links operating at 22.55 to 23.55 GHz at 25 Mbps. Since the satellites are 3-axis stabilised, therefore,

the horn antennas are fixed to the sides, no need for steering. The bidirectional links are continuous,

unlike TDRS where links are available on demand.

The constellation design aspect stems from the requirement of constant ISL. The research is to provide

complete ground coverage with the lowest number of satellites, optimising the communications systems

power, antenna structures, and on-board propulsion for longer life time operations. That is why 700 km

altitude in polar orbits is selected.

A.1.5 Advanced Relay and Technology Mission (ARTEMIS) (ESA) - (2001)

ARTEMIS is ESA’s first GEO data relay communication satellite. It is designed to to demonstrate

new communication technologies, principally for data relay and mobile services. “The technology

demonstrations include an optical inter-satellite link, first European operational use of an electric ion

Fig. A.3 The IRIDIUM spacecraft structure indicating phased array antenna (courtesy of unknown).
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Fig. A.4 The IRIDIUM Constellation generated by Savi[179].

propulsion system, and a transponder for the support of EGNOS (European Geostationary Navigation

Overlay Service) for signal enhancement of the GPS/GLONASS navigation satellite constellations.”*

The spacecraft structure consists of a box-shaped three-axis bus of Italsat heritage (Alenia Spazio bus

family, Alenia is also the prime contractor to ESA). The primary structure consists of the central cylinder

*From ESA Webportal: “https://directory.eoportal.org/web/eoportal/satellite-missions/a/artemis”.

Table A.1 Artemis Spacecraft Characteristics.

Spacecraft Characteristics

Mass at launch, power 3100 kg, 2.5 kW
Size: height, length, width 4.8 m, 25 m (solar array tip-to-tip), 8 m (antennas deployed)
Design life 10 years
Orbital position 21.5 deg East (GEO)
Communications: Data Relay Payload
Feeder/downlink coverage Western Europe

Inter-Satellite Link Experiment SKDR (S/Ka band Data Relay)

Coverage Approximately 65% of orbits up to 1000 km altitude
S-band (2 GHz) Up to 1 Mbps in the forward direction (i.e. Artemis to low altitude

spacecraft).
Up to 3 Mbps in the return direction (i.e. low altitude spacecraft to
ARTEMIS)

Ka-band (23/26 GHz) 10 Mbps in the forward direction
3 x 150 Mbps in the return direction

Optical link (800 nm) 2 Mbps in the forward direction
50 Mbps in the return direction
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(aluminium honeycomb skinned with carbon fibre), the main platform, the propulsion platform, and

four shear panels. The secondary structure is made up of the N/S radiators, the E/W panels, and the

Earth-facing panel. The central propulsion module houses the propellant tanks, LAE (Liquid Apogee

Engine), the East panel with the L-band antenna feed, the West panel with the IOL (Inter Orbit Link)

antenna.

Spacecraft (S/C) electric power of 2.8 kW (at equinox after ten years to a 42.5 VDC bus) is provided by

two solar wings (span of 25 m). BSR (Back Surface Reflecting) solar cells are mounted on each of the

two solar wings. Two NiH2 batteries provide energy of 60 Ah for eclipse protection. A S/C design life

of 10 years is provided. The S/C launch mass is 3100 kg (550 kg payload, 1538 kg propellant) The two

antenna reflectors (2.85 m diameter) for Inter-Satellite link (ISL)* support are dominant features of the

S/C structure.

Artemis established a successful optical link with SPOT-4, using its optical link via SILEX payload.

It relayed images taken by EnviSat in 2003, using its Ka (23 GHz) inter-satellite link, demonstrating

technology readiness levels.

A.1.6 Mars Reconnaissance Orbiter (NASA) - (2002)

ISL have been accomplished by the data link from rover to orbiting satellite (MRO) to NASA Deep

space network ground stations on Earth. This is an example of great distances, and successful use

of relay to overcome the limitations of direct ground links degraded by planetary atmosphere. The

MRO and Odyssey are two NASA orbiters equipped with Proximity-1 [281, 282] relay communications

capability, implemented in the Electra payload operating in UHF band. The X band and Ka band ground

link is achieved via high gain steerable antenna, travelling wave tube (TWTA) amplifier. The X band

transponder is called Small Deep Space Transponder (SDST).

A typical inter-spacecraft link is established when the orbiter passes over the rover for approximately 8

min, during which the link is initiated, data transferred and link closed. The orbiter relays the rover data

to Earth using its high gain X band or Ka band transmitters. The major operating modes, functions and

constraints of the Electra payload are stated in Table. It is evident that BPSK is used as the baseband

modulation scheme, where flexible data rates have been set to overcome adverse impairments of channel.

The operational frequency is in the 440 MHz band for forward links, and in 390 MHz band for the return

link. The Electra transceiver is compatible with the CCSDS Proximity-1 Space Link Protocol [281,

282].

A helical low gain antenna is used, whose radiation pattern is nadir pointing on MRO orbiter, and a

similar antenna on the rover. The important fact is that Electra is 12 kg, generates about 5 W RF power,

*ESA uses the term inter orbit link (IOL) for inter-satellite links (ISL).



A.1 Selected Missions using Inter-Satellite Links 233

Fig. A.5 Mars orbiting relay satellite telecomm system

Table A.2 Electra modes, functions and performance [283, pg.38] also known as Small Deep Space Transponder
(SDST) in Figure A.5.

Capability Values

Protocol Prox-1 (reliable and expedited link layer protocol)
Frequencies 440 MHz for front link and 390 Hz for return link
Modes of operation Half-duplex Rx and Tx ( no Prox-1 protocol in half duplex),

Full-duplex transceiver.
Full-duplex carrier modes Coherent , noncoherent
Transceiver RF output power 5.0 W full duplex 7.0 W half duplex
Circuit loss, EUT to antenna - 0.42 dB
Receiver thresholds, at antenna - 130.8 dBm (1 kbps) to - 99.6 dBm (1024 kbps) coded,

- 126.0 dBm (1 kbps) to - 91.1 dBm (2048 kbps) uncoded
Carrier Modulation modes Suppressed carrier, residual carrier (60 deg mod index)
Modulation Type Residual binary phase-shift keying (BPSK) with Bi-phase-L (Manchester

Line Coding).
Suppressed-carrier BPSK.

Frequency reference Ultra stable oscillator
Rx and Tx symbol rates 1,2,4,8,16,32,64,128,256,512,1024,2048 ksps.

Also adaptive data rate mode.
Received signal power range -140 to -70 dBm
Encoding Uncoded, (k=7, r=1/2) convolutional, differntial symbol coding
Decoding Uncoded, (k=7, r=1/2) convolutional (3-bit soft decode)
Scrambling & descrambling V.38
Acquisition and tracking loop Second-order PLL, with loop bandwidth 10 Hz to 10 kHz

(for received signal from -140 dBm to -70 dBm)
Tracking range and rate ±20 kHz, ±200 Hz/s
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The lessons learned from UHF transceiver are the problems arising from electromagnetic interference

(EMI). The EMI were identified as harmonic overtones of sitching power supplies, data bus or clock

mechanisms. One such tone from a science instrument was measured at -70 dBm centred near 400

MHz, a grave concern. The remedy taken was to reprogram the FPGA to include a digital filter, and

shift the operational frequency by 3 MHz, so that onboard SAW filter could eliminate the interference

completely.

A.1.7 Canadian Advanced Nanosat Experiment (CAN-X 4&5) – A Pair in LEO (2014)

The University of Toronto, Canada, nano satellite educational programme developed two identical cube

shaped satellites to demonstrate autonomous in orbit formation flight. GPS based navigational data is

exchanged when the satellites are with in 10 km range. The point to point link allows the satellites

to exchange relative motion information as well as commands to maintain the relative motion with

in desired limits. The mission successfully demonstrated its in orbit primary and extended mission

objectives [137].

The CanX-4&5 mission objectives are as follows:

• Demonstrate the autonomous achievement and maintenance of along track (ATO) and projected

circular orbit (PCO) at 1000, 100 and 50 meters. (Demonstrated perfectly for 11 orbits.)

• Demonstrate carrier-phase differential GPS techniques to perform relative position determination

measurements with accuracies of 10 cm or less.

• Demonstrate sub-meter position control.

• Develop and validate fuel efficient formation flying algorithms.

• Demonstrate enabling technologies, such as CNAPS (Canadian Advanced Nanosatellite Propulsion

System) and the S-band ISL (Inter satellite Link).

The low data rate ISL is sufficient for this purpose. It is not clear, whether, ISL provides range and range

rate estimates. There is little information regarding the modulation scheme used, but BPSK is the most

likely candidate.

It operates in S-band, supports 10 kbps at a range of 5 km. The patch antenna used is on one side of the

spacecraft, and is only operational when the desired attitude is achieved. The ISL hardware consumes

600 mW power when transmitting and 400 mW when receiving. The transmitters delivers 21.8 dBm

power to patch antenna which emits 15.3 dBm effective isotropic radiated power (EIRP). The link

availability achieved during the formation was 100% and better than 90% at distances more than 5km.

This mission has set the benchmark for performance comparisons for nanosatellites.
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Fig. A.6 Identical spacecraft CANX-4&5 nano satellite sub-systems, and external mountings indicating the ISL
patch antenna [284].

Table A.3 CANX 4&5 specifications [284]

Spacecraft Characteristics

Mass at launch, power: 15 kg, 5.4 - 10 W (4.0 V bus voltage)
Size (height, length, width): 20 cm, 20 cm , 20 cm, Face mounted solar cells

Design life : years
Orbit: Sun Synchronous circular, 660 km altitude, 98.2 deg inclination

Attitude Control: 3 axis stabilised, 0.5 - 1.0 deg accuracy
Ground Link: UHF, VHF

Communications: Data Relay Payload
Feeder/downlink coverage Western Europe

Inter satellite Link Characteristics

Coverage Approximately 65% of orbits up to 1000 km altitude
S-band (2 GHz): 5 km at 10 kbps, Patch antenna face mounted

A.2 A Survey of Space Science Missions

Science missions can be classified based on the field of interest for instance space astronomy, solar-
terrestrial physics and planetary exploration. They can also be classified based on the complexity or

capability build up through the technological developments.

A.2.1 Astronomy Missions

In the field of Space Astronomy the main driver is to cover the full range of electromagnetic spectrum,

observed for a variety of objects. Each wavelength in the spectrum provides specific information, since

it is related to the intrinsic temperature. High energy ranges are particularly interesting when active
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objects such as novae, supernovae etc are being observed. Cold objects such as molecular clouds and

pro stars are best observed in the Infra Red region.

Advances in space astronomy relies on the improvement of focal plane instruments (quantum efficiency

and resolution) and the increase in collecting areas. Missions can be divided in three categories as

described by [285], and classified in figure A.7

1. The pioneer missions, which open up a new wavelength range, often with a whole sky survey at

selected wavelengths,

2. The second generation missions which provide improved pointing and imaging capabilities,

3. The Observatory class missions which implement high-efficiency detectors to provide extensive

capabilities for both imaging and spectroscopy,

As it is clear by 2010 all spectra would be observable and to a good quantum efficiency *.

Fig. A.7 Space Astronomy Missions Current and planned [285]

A.2.2 Solar Terrestrial Physics

Solar Terrestrial physics developed by deploying satellites in Lower Earth Orbits to observe the

Earth’s magnetosphere and Solar activity. The International Solar Terrestrial Physics (ISTP) program has

remarkable findings from the missions such as NASA Wind and Polar, and its current joint NASA/ESA

Cluster mission.
*Measure of a device’s electrical sensitivity to photons. The percentage of photons hitting the photoreactive surface that

would produce an electron-hole pair
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The present generation of solar terrestrial missions is dominated by SOHO for solar physics and Cluster

for the study of Earth’s magnetosphere.

Sun Earth L1 Lagrangian point has successfully demonstrated by SOHO mission is a strong candidate

for future Solar observatory missions such as planned Solar Orbiter.

Fig. A.8 Solar Terrestrial Missions current and planned [285]

A.2.3 Solar System Exploration

Solar System exploration have not been far behind. Currently Mars has captured the fascination of

scientists, and is actively being pursued for land rovers, and safe landing, as is observable from the

figure A.9.

Studies carried out by ESA in their “Cosmic Vision for 2025” [65] for identifying the its next set

of science mission, require multiple spacecraft constellations either for implementing interferometry

techniques or for aggregating large collecting areas without incurring cost and complexity of a single

large satellite. For instance the new generation of X-ray telescope beyond the Newton and Chandra.

A strong urge is towards non photonic space astronomy, with proposals for major observatories for

gravity waves (Laser Interferometer Space Antenna (LISA)). LISA requires three satellites at millions

of kilo-meter distances precisely controlled triangular configuration to measure gravitational waves.

Ambitious missions for extra solar planetary imaging Sun-Earth L2 point have already been selected

for missions such as WMAP (NASA), Planck and Herschel (ESA) and Terrestrial planet finder (TPF)

Darwin. The significance of choosing Earth-Sun L2 point which is 1.5 million km away from the Sun

along the Sun Earth line, is to avoid the necessary contamination from Earths thermal Radiation.



A.2 A Survey of Space Science Missions 238

Fig. A.9 Solar System Exploration Missions current and planned [285]



APPENDIX B

B.1 Elements of Digital Baseband Processing in Communications Sys-
tems

“The fundamental problem of communication is that of reproducing at one point either

exactly or approximately a message selected at another point” - Claude Shannon[286], “A

mathematical theory of communication”.

In this section practical aspects of digital baseband processing telecommunications are described.

B.1.1 Foreword

The phenomenon of radiation is best understood when studied in the context of antennas and electro-

magnetic theory . A brief non technical history of events which lead to a uniform theory by Maxwell is

presented in [287]. The fundamentals are well treated by Sadiku [288] and the mathematics of vector

calculus is best illustrated by Schey [289]. A uniform treatment of EM theory with Matlab examples

is covered by Orfanidis [174], but the lectures on Physics by Landau [290, 291, 292, 293] provide the

fundamental mathematical expressions uniformly applied to a systematic treatise of wave propagation..

Wave involves differential equations, a treatment by Boyce [200] is easy to apply, for solutions both

analytical and numerical examples abound. These sections are being written to avoid mathematics

but the only language science knows is mathematics / algorithms. * Waves and vibrations hold the

key to understanding the propagation of sound, light, ocean waves, earthquakes, the transmission of

signals from brain and of course our interest the radio waves. However, in this section, electrical

signals generated in the digital modem, and associated processes are briefly described with emphasis

on graphical illustrations probably not available in text books. It is written for the reader with no

engineering background, to grasp the basics helpful in selecting the modem for any project.

*We are indebted to the mathematical tools such as calculus, algebra and geometry which are being harnessed today
with the advanced computational facilities, though the forms were developed hundreds of years ago. (A topic of history of
mathematics describing the physics of astronomy, mechanics, electricity, magnetism, and quantum mechanics and like so).
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The communications systems are studied using simulation techniques which have been discussed in

depth for their pros and cons by Tranter [66]

B.1.2 Electrical Waveforms? Signals Representing Bits

The fundamental concept of telecommunications is that electrical current or voltages, when applied to

one end of a copper wire can be measured or detected at the other end of the wire. That means electrical

energy propagates from one point to the other.

The concept of telecommunications is illustrated in Figure B.1. Say we represent the bits by voltage

levels +V for 1 and -V for 0. The voltage level is restricted to a time duration called symbol duration.

This type of waveform is called a “pulse”, which has a defined amplitude, time duration and a repetition

rate. The concept is illustrated in Figure B.2.

Without going in to details of how the wave form is generated, or how the media effects the waveform,

lets consider a simple waveform detector and decision maker, which decides which bits were sent by

looking at the received waveform. In Figure B.2 left side represents the transmitter side, sending bits

“1 0 1 1”, which are represented by pulses of fixed time duration τ . As the pulse propagates through

medium it gets distorted. A visible noise rides the amplitude, the level decreases called attenuation and

the time duration expands, or the location of pulse shifts. A simple receiver would require a voltage

level detector to distinguish in coming bits from the waveforms received. Each pulse is processed one at

a time, and a corresponding bit is generated. A simple process for the voltage level detector would be

to check the received signal level, compare it with a threshold voltage level γ , and then decide. When

received level is above γ , the received signal represents 1, otherwise 0. There is an ambiguity at the exact

level γ , therefore, the systems are designed so that the signals (waveforms levels also called amplitude)

does not reach this level.

ReceiverTransmitter
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Bit 
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Bits to Waveform
Mapper

Electrical 
Waveform
Generator
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sent in
form of
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Mapper
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Data link Layer
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Fig. B.1 A simplified block diagram of digital communications system.
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Fig. B.2 The functional level concept of bit to electrical waveform mapping at transmitter, and a complementary
level detection process at the receiver end.

Notice, in the waveform at receiver, prior to waveform, there is constant noise, which does not carry

information, then pulses arrive and the last pulse is distorted so much so that its level is near zero. These

illustrations represent some of the manifestation by media on the propagating electrical signal. These

form the study of channel characteristics. Say for instance, we decide to place the receiver close to

the transmitter, then the received waveform would not show any distortion. However, as the distance

increases, the receiver would observe noisy, attenuated signals, till the point the transmitted level and

noise level is merged. This distance is the upper limit of how far the signal can travel. The above stated

concept is illustrated in the form of “TIme snapshot” in Figure B.3, taken at arbitrary distances from

transmitted.

Now lets discuss how the detector would take a decision. It can take a measurement at a single instance

of time and based on the value, decide bit value. Or, it can take an average over the symbol duration τ .

The latter method provides a better estimate than the former. The first type is simple to implement, but

the second type is more robust to noise. For a simple proof of the above concept the reader is referred to

estimation* theory by Kay [251, ch.3]. The problem of estimating the average (mean) DC level from

several observed samples. It is noted that to take the average, the receiver needs to identify the start and

end of symbol in time, thus the need for symbol timing synchroniser. Note, the bit b3 whose amplitude

has gone so down that the average went below the threshold, therefore it is incorrectly interpreted as 0,

whereas a 1 was sent. This highlights the fact that average energy of the waveform should be high when

compared to the noise energy to be correctly interpreted at the receiver highlighting the significance of

signal to noise ratio (SNR) or bit energy to noise energy ratio (Eb/N0).

*The estimation theory is not discussed here, to keep the discussion simple and without any mathematics.
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Fig. B.3 Illustration of medium effects on DC waveforms, as the receiver is placed at different distances from
the transmitter. The waveform gets attenuated, noise starts to increase, and time duration changes (pulse width

expands). The receiver is unable to decode the data bits after distance called the communications range.

The treatise above has highlighted simple but fundamental concepts in digital communications systems

design, such as waveforms, manifests of channel, and requirements at the receiver. Now we turn our

attention towards the generation of these waveforms, and their corresponding receiver architectures.

Details are left to clarify the concept.

B.1.3 The concept of modulation

The concept called “modulation” is extensively used in communications and the following treatise

would elaborate the basic concept. Before going into details, now we use another type of waveform to

represent bits, a sinusoidal waveform which are mathematically represented by functions sine or cosine.

Afterwards, the simple forms of modulations, amplitude, phase and frequency, are described. A simple

modulator called I/Q modulator is described, which is commonly employed in digital communications.

A simple receiver demodulator, and its other processing components are described, to identify, why

some are used in space applications and other ignored?

Parameters of Sine Wave

The parameters which define a sinusoidal form of wave* are its amplitude A, time period T , and the

phase φ . The inverse of time period is called frequency f = 1/T , i.e. the repetition rate. The wavelength

λ = c/ f , where c is the speed of wave in the medium. In vacuum it is fixed to a value 299792458 m/s in

SI Units or ≈ 3×108, whereas it varies for other medium. These parameters are illustrated in Figure B.4.

*This is one of the solutions to the scalar wave equations which are derived from Maxwell’s equations, see [174, p.13] or
[288, ch.10], when the electric field is the form of a sinusoidal wave, also called harmonic wave with time dependence.
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Fig. B.4 A sinusoidal wave propagating towards left side. It has a peak to peak voltage, a peak voltage and time
duration T after which it repeats. Frequency in Hz is defined as T = 1/ f , and wavelength in meters defined as

f ×λ = c, where c is speed of wave in media, i.e. the speed with which dot moves away from origin.

The sine wave c(t) is mathematically described as

c(t) = Acos2π fct +φ (B.1)

where A is the amplitude, fc is the carrier frequency in Hz and φ is the phase angle which can be

considered a random variable uniformly distributed in the interval [−π,π].

A product of c(t) with any other signal s(t) is called the modulated signal, say x(t) is

x(t) = s(t)c(t) = Ax(t)cos2π fct +φ (B.2)

which has a power spectral density of

Sxx( f ) =
A2

4
[Sxx( f − fc)+Sxx( f + fc)] (B.3)

The eq. (B.3) also shows that the frequency shifts from the baseband to the carrier frequency in passband

fc. This is the fundamental concept of modulation. In reality the baseband signal occupies a bandwidth,

which is shifted.

The significance of differentiating passband and baseband signal is from processing point of view. In

digital signal processing, sampling of the signal takes the rate at least 2.1 times the highest frequency

component in the signal. In general at least 3 to 4 times higher, so that information of the frequency

components is preserved. So consider for instance the signal at 400 MHz, means sampling at 12 MHz,

means 12 Msps, each represented by 32 or 64 bits, results in a large memory requirement. Therefore

most functional signal processing is carried out in baseband. Modern computers come with high memory

banks (4 to 16 GB RAM) allowing more sophisticated bandpass simulation studies.
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The method to convert frequency is a simple mathematical multiplication, which in communications

systems engineering is referred to modulation. It is one of the most important signal processing operation.

It can effectively match the baseband signal with the channel characteristics, minimise the effects of

channel noise and also provides capability of multiplexing many signals.

Modulation types: Amplitude, Phase and Frequency

Now to represent the data bits say “1 0 1 1” using oscillating time harmonic wave (sine wave), one of its

parameters can be changed so that the change when detected at the receiver means the respective bit 0 or

1 was transmitted. The three parameters form the basis of amplitude, phase and frequency modulation.

A suitable structure to generate these waveforms is also illustrated in Figure B.5.
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Fig. B.5 The three different types of waveforms carrying the same information bits. The first (a) uses amplitude
variation to represent data, called pulse amplitude modulation (PAM) or amplitude shift keying (ASK). In (b) the
phase is varied to represent bits, thus called phase shift keying (PSK). (c) shows how two different frequencies can
be used to send binary bits, also called frequency shift keying (FSK). Note the pulse width or the symbol duration

is kept same for the transmission.
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a) When the amplitude A of sine wave is used to represent bits, then this method is called amplitude

modulation (AM). At the receiver side, some form of amplitude (represented by the envelope of sine

wave) detector is required. When discrete levels are used, then AM is called amplitude shift keying

(ASK).

The parameter A is controlled by the amplitude of pulse, which represents the bits.

b) When the phase φ of wave representing bits is used then it is called phase modulation (PM). A phase

detector and phase shift estimator is required to estimate the bits. When discrete values of phase

shifts are employed, its called phase shift keying (PSK).

The pulse representing bits control the phase of the sine wave. A phase 0 is distinguishable from 180,

which in sine wave means that wave is inverted (multiplication by -1). This feature has been used

to generate two phase shifted waves representing 1 or 0. In this example only two phases can be

generated, more phase variation is possible with the help of I/Q modulator described in section B.1.4.

c) If different frequencies f = 1/T are assigned to each bit, then the method is called frequency

modulation (FM). At the receiver some form of frequency shift detector is required to discern the

bits. Obviously, when discrete frequencies represent bits, then the method is called frequency shift

keying (FSK).

d) Any combination of the above three fundamental modulation schemes can be employed, generating

interesting new waveforms, best suited for the application at hand.

Based on the modulation scheme, a corresponding demodulation method must be employed. The

requisite functions in simplified form are shown in Figure B.6. We discuss one of the receiver architecture

later to highlight the underlying functional blocks, concerns and issues.

B.1.4 IQ Modulator and Demodulator

Another way to generate waveforms which can vary the phase and amplitude arbitrarily is by the use of

a structure shown in Figure B.7, called the I/Q modulator. There are two legs of the modulator, the I and

Q paths. The data is separated in to two paths (serial to parallel conversion not shown in Figure B.7).

The oscillator generates a cosine wave at a specific frequency ω = 2π f t in radians. The leg which is in

phase with the oscillator wave is called I and the other leg is out of phase by 90◦.

The pulses represented by I and Q manipulate the cosine and sine waves, and the resultant waveform

represents bits, or combination of bits here to forth called symbols. Consider the timing diagram on

the right side of Figure B.7. Top most plot shows bits representing pulse shapes, which are going to

manipulate the cosine wave, called the I. The middle plot shows the pulses which are going to affect the

sin wave, called the Q. The bottom plot is the resultant xi(t) ith symbol waveform. Note the duration of

symbol is same for all.



B.1 Elements of Digital Baseband Processing in Communications Systems 246

Time Synch

+V

-V

1 0 1 1

+V

-V

1 0 1 1

+V

-V

1 0 1 1

Envelope Detector Level Comparator bits

Phase Detector
Phase Boundary
Comparator

Frequency Detector Frequency shift
Comparator

bits

bits

Receiver Functional Blocks

Time Synch

Time Synch

Amplitude
Variation

Phase 
Variation

Frequency
Variation

Waveforms based on Sine wave
(simplified for concept building)

envelope

start time

Fig. B.6 Simplified functions at the receiver side to detect the amplitude change, the phase change and the
frequency shifts. The comparator compares the received value to a look up table, to decide bits corresponding to

“shifts”.

Lets consider the resultant wave x1(t) when I=1 and Q=0, then only cos wave is formed. When I=-1

and Q=0, x2(t) is -sine wave. The two symbols represent constant amplitude phase shift waveforms,

commonly known as BPSK. So we can generate PSK type waveforms by changing the I and Q value.

For the 3rd symbol when I=2 and Q=0, x3(t) is a cos wave twice the amplitude. This highlights, that

amplitude variations can be carried out as well. So where the need is to generate both amplitude and

phase variations, this structure supports it with a simple manipulation of I and Q pulse levels.

A simplified form of the demodulator is shown in Figure B.8. The received signal is divided in to two

paths, just like the modulator, and each leg is multiplied by the oscillator which is in quadrature phase.

Then resultant is filtered using a low pass filter (LPF), so that the baseband voltage levels (pulses) could

be retrieved. The retrieved I and Q are further processed for bit extraction, but before that, timings of

the start and end of symbols must be done, any impairments caused by the medium, or hardware must

be compensated, and then symbols to bit maps are consulted to extract the correct form of bits. The

receiver structure is more complex than the transmitter, therefore we shall discuss one receiver in detail.

Before that the concept of constellation diagrams is given.

Now we discuss the importance of symbol maps generated using constellation diagrams, and high light

that at a time only one modulation scheme can be used at the receiver, since it needs it to extract bits

from the symbols.
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B.1.5 Constellation Diagrams: Signal Space representation of digital symbols

Lets investigate further, how I and Q can be manipulated more systematically, with the aide of complex

numbers and constellation diagrams, which is the basis of digital communications, and helpful in digital

signal processing. Lets consider the complex number in rectangular form ai + jbi whose real value

represents I and imaginary value represents Q, and j =
√
−1, where i is a real number representing the

ith symbol. In the context of the waveforms shown in Figure B.7, consider the values in the Table B.1,

for the first seven pulses.

Now consider, we want to generate a waveform which represents not just bits, but the combination of

bits. Taking two bits at a time, a symbol is formed. This type of signal can be represented by only

amplitude variations, or only phase variations or a combination of both phase and amplitude variation.

A constellation diagram having one axis representing real and the other imaginary values of the complex

number, allows easy formulation of symbols. The constellation diagram is shown in Figure B.9, where

the complex numbers shown in Table B.1 are marked on it to demonstrate the significance and ease of

constellation diagrams.

In the constellation diagram Figure B.9, the amplitude is the circle marked 1, 2 and 3, where as the

phase angle is marked positive counter clock wise from 0 axis. This is an arbitrary constellation which

has waveforms having amplitude as well as phase modulation.

Now consider some generic constellations commonly employed in Figure B.10. The polar plot is used

to represent M-PSK, constellations. Consider the two dots called Binary PSK (BPSK), two phases
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Fig. B.8 Simplified I/Q demodulator

representing 1 and 0. Consider the outer circle with square marks called Quadrature PSK (QPSK),

it represents symbol of two bits grouped together i.e. 00, 10, 01, 11. And for the outer most circle

star marked, 8-PSK, which can represent three bit groups i.e. 000, 001, 010, 011, 100, 101, 110, 111.

Similarly, when the amplitude is also used to represent a variation, then quadrature amplitude modulation

(QAM) constellation is formed, shown on the right side in Cartesian coordinate grid. The star marks

represent constellation which is similar to QPSK, it can represent two bit symbols. The square marks

represent 16-QAM, where four bits are used to represent one symbol i.e. 0000, 0001 ... 1111.

The combining of bits in to symbols supports higher bit transfer rate, measured in bits per second (bps).

As can be inferred from the constellation diagrams, when BPSK sends 10 bps, QPSK can send 20 bps,

and 8 PSK can send 30. However, as the constellation becomes packed, so does the complexity of

decoding at the receiver and the manifestation of wireless channel significant, we shall talk more about

it later.

It is easy to understand how the receiver takes decision with the help of constellation diagram. Lets

consider the case of BPSK, QPSK and 8-PSK. We assume that the receiver is synchronised in time. The

symbols have been marked, and the ai and bi value has been extracted. The magnitude and phase of the

noise ridden symbols are shown with dull marks, which can be observed to be all over the place when

noise levels are high as shown in BPSK but concentrated about the mean as shown in QPSK and 8-PSK.

Occasional high noise effect is still observable. Note, that the decision boundary for BPSK is much

relaxed than QPSK, which in turn is relaxed from 8-PSK. This shows, that for higher constellations, the

signal to noise ratio requirement is also high, which is least for BPSK.
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Symbol (I) (Q) Ampl Phase (deg)
ai bi

x1 1 0 1 0
x2 0 -1 1 270
x3 1 1 1.41 45
x4 1 0 1 0
x5 -1 -1 1.41 225
x6 -1 -2 2.24 243.43
x7 +2 0 2 0
x8 0 -1 1 270
x9 1 +1 1.41 45
x10 -1 0 1 180
x11 -1 0 1 180
x12 1 0 1 0

Table B.1 Real part (I) and imaginary part
(Q) for the waveforms Fig. B.7 in the form of
a complex number ai + jbi. Corresponding

constellation diagram in Fig. B.9.
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Fig. B.9 Constellation diagram with points representing
the magnitude and phase as stated in Table B.1. Same

points are not shown for clarity such as x3 = x1.

Signal constellation help in determining the impairments, which makes them a handy tool during design

and testing of modulation demodulation schemes. A phase shift can easily be detected, when the whole

constellation is shifted by that angle. A frequency shift means that the constellation is not static, and

all symbols would rotated about a circle. When frequency shift is compensated, the rotation stops, and

symbols align to a static position in the constellation.

B.1.6 Synchronization

In communications systems that are termed “coherent” the demodulator (receiver) requires a local carrier

reference, whose phase should be a close approximation of that generated at transmitter. When the

information being sent is in the form of digital symbols, a local symbol timing (clock) is also required,

to control the sampling intervals.

There are several levels of synchronization. Besides carrier and symbol other problems include frame,

word, code and packet synchronization. We discuss the carrier and symbol synchronization in this

section. When an auxiliary signal is used to assist in achieving synchronization, the method is called

data aided, other wise its called non-data aided. In data aided methods, a pilot symbol which is either an

unmodulated carrier, or a sequence of alternating digital symbols is sent. In non-data aided methods, the

structure of waveform is used for synchronization, for instance in the case of simple voltage levels, a

crude but effective method is to keep a count between the level changes, corresponding to alternate bits.
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Fig. B.10 Common PSK and QAM constellations used in digital subscriber lines (ADSL) modems used in homes.
BPSK requires two waveforms, QPSK requires four waveforms, and 8-PSK requires eight waveforms, 16 for
16-QAM. 2 bits combined to form a symbol can be represented by any one of the 4-QAM or QPSK waveforms.

Lets consider the carrier synchronization problem first. The problem is to replicate the local carrier

as much as with the received carrier. Apart from the amplitude, the phase and frequency are the two

parameters, which need to be synchronised. Lets consider the recovery process with the help of BPSK

system. The received signal is of the form shown in Figure B.7, which can be stated in analytical form

as follows;

y(t) =±Ap(t)cos(ωct +φ) (B.4)

where p(t) represents the pulse of duration τ . The local oscillator is to generate a carrier wave of the

form

clo(t) = Âcos ω̂ct + φ̂ (B.5)

where ·̂ means estimated values of the actual i.e. for the amplitude, phase and frequency of the local

oscillator. The first step in demodulation is to extract the pulses representing data bits. The received

signal with additional noise is multiplied with the local oscillator output, whose output has a lower

frequency component and higher frequency component. The lower frequency components are at the

baseband, which are extracted with the help of low pass filter (LPF). The signal after the filter, is of the

following form.

d(t) = [(y(t)+n(t))clo(t)]l p f =±Âp(t)cosε +nd(t) (B.6)

where ε = φ − φ̂ and nd(t) is the demodulated noise. The simple analysis shows that the phase error

reduces the signal by cosε and the power by cos2 ε .
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After the carrier is recovered, then the pulse needs to be integrated to estimate the average energy. This

operation is called integrate and dump (I&D) in signal processing. Consider the rectangular pulse and

the integration interval as shown in Figure B.11. The output of integrate and dump after one integration

interval is reduced by a factor (τ − 2ζ )/τ . For example a phase error in carrier recovery ε = 18◦,

which is 10% of 180◦ separation between two phasers, amounts to a power penalty of cos2 18◦ ≈ 0.5

dB. Whereas for a timing error of 10% , ζ/τ = 0.1 results in a loss of (1−0.2)2 ≈ 2.0 dB. This also

indicates that more severe penalty is observed for complex modulation schemes e.g. 16-PSK, 16-QAM.

Unfortunately, the estimate of carrier and timing is also difficult to achieve with higher precision in these

schemes.

Now we discuss some of the basic techniques to recover carrier in the case of BPSK. The carrier recovery

can be implemented as shown in Figure B.14. This form is called open loop configuration. The frequency

divider implementation is done using a loop back form called phase-locked loop (PLL). An alternative

to the open loop is the closed loop configuration which is shown in Figure B.15.

Lets consider the timing synchronization problem, which recovers the symbol timing from the incom-

ing signal. Lets consider the transmitted baseband signal as a pulse train is represented as

A(t) = σiAi p(t − iτ −D) (B.7)

then its recovery follows the same method as its generation. A local clock generates the timing

information in synchronization with the received signal. A clock is any signal P(t), whose period is the

same as symbol period τ , and whose zero crossings occur at (iτ −D), i.e.

P(t) = σig(t − iτ −D) (B.8)

where g(t) is a pulse of duration less than the symbol duration τ . Thus like in carrier recovery, timing

recovery is trying to reconstruct an unmodulated carrier waveform at the clock rate. A squaring loop

method cannot work here, since A2(t) would be unity, where as zero crossings is desired.

A delay and multiply method would eliminate the above issue. The product of A(t) with its delayed

version A(t −Td) can provide necessary information to extract the clock. Td is a fixed delay, whose

value is chosen after experimentation and implementation. The product M(t) = A(t)A(t −Td) can be

decomposed into a perioded and an aperiodic (random) component

M(t) = P̃(t)+R(t) (B.9)

The periodic component P̃(t) has harmonics at multiples of 1/τ hence the tone at f = 1/τ can be filtered

out to provide the basis of the clock. Further non linear processing is done to generate the clock. An

alternative is to employ PLL and process its output to generate the clock. It is extensively used. A block

diagram of the PLL based clock recovery method is shown in Figure B.16.
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Fig. B.11 Effect of phase and timing error [247, p.497], on the power of received pulse.
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Fig. B.12 Simplified functional block diagram of synchronisation in BPSK.

It is obvious from the treatise above, that PLL plays an important role in synchronization. Also,

the structure of receiver depends on the modulation / transmission scheme being employed. In all

synchronisation techniques, an unmodulated wave is desirable. However, in some cases it can be

overlooked. Therefore at the beginning of a transmission a pilot or synchronization symbol is sent for

the receiver to synchronise and demodulate the data accordingly.

B.1.7 Phase-Locked Loop

Lets consider the functional block diagram of a PLL. The purpose is to keep the phase of the incoming

signal clock and the local clock in phase, so that correct demodulation could be carried out. This

architecture is called coherent means of detection, where the local oscillator of the same phase and

frequency is used. There are three functional blocks of a PLL, a phase difference detector, a loop filter

and a controllable oscillator.



B.1 Elements of Digital Baseband Processing in Communications Systems 253

+1

-1

Retangular Pulse

Root Raised Cosine Pulse

0.5 1 21.5

A
m

p
lit

u
d
e

(a) Time domain pulse waveforms Rectuangular and Root Raised Cosine

10 15 20 25 30 35 4

Spectrum of double−sideband signal

Lower Sideband Upper Sideband

Suppressed Carrier
32 Hz

(b) Retangular Pulse (c) Root Raised Cosine Pulse

freq (Hz)freq (Hz)

Power Spectral Density Power Spectral Density

Amplitude Modulation 
of pulses

at 32 Hz sine wave 
(carrier).

Fig. B.13 A crude comparison of rectangular pulse and root raised cosine shape on sideband suppression visible
in passband amplitude modulation (double sideband).

A phase difference detector detects the difference between the locally generated clock and the incoming

signal. Classically the output of the phase detector is the form of a voltage signal, which is the input

to a voltage controlled oscillator (VCO)*. However, in our treatise, this differentiation is required at

the implementation level. At functional level, the output of the phase detector is a number signifying

the phase difference called phase error. The phase error can be positive or negative, changing abruptly

as it is calculated instantaneously. A controller is required to cater to the abrupt variations in phase

errors. This controller is in the form of a filter, whose purpose is to generate a signal for local oscillator,

absorbing abrupt changes phase error.

It would not be fair to skip the transient behaviour. PLL operates in distinct modes of operations. The

first is the acquisition mode, in which the incoming signal is not there, therefore, the local oscillator

is made to run at a predefined frequency and phase. As soon as a reference signal is applied, the PLL

tries to minimise the phase error, by adjusting the local oscillator output. In practice error can not be

eliminated, but reduced to acceptable margins.

*Although in digital signal processing today a voltage controlled oscillator is not required, but a numerically controlled
oscillator does the job, but most of the conventions have been retained from communications systems engineering texts, to
ascertain their functionality.
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Fig. B.14 Functional block diagram of the carrier recovery in open loop configuration (a) and one of its implemen-
tation shown in (b).

After the lock is achieved, the PLL is shifted to a tracking mode. PLL is to track subtle changes in the

phase error. An abrupt major change can make the PLL to lose its lock, making it to move again into

acquisition mode.

There are particular parameters of interest to the designer, such as the time it takes to achieve a lock, the

time it takes to lose the lock, the range of phase differences within which the lock is maintained, and the

rate of change of phase difference to which the lock is maintained. It is also understood, that the noise

level at the input plays a critical role in the performance of loop filter. So careful well designed loop

filters play a critical role in the performance of the PLL, and directly on the overall receiver.

The complexities of PLL analysis, design, implementation as digital PLL and software PLL is well

discussed by Gardner [79] and Best [202]. A note is required, the PLL requires a reference signal

preferably an un-modulated wave with 50% duty cycle. So it cannot be used as it is in digital modulation

schemes, where the carrier is suppressed, in other words, the recovery information is hidden.
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Fig. B.16 An alternative carrier recovery scheme for BPSK, called the Costas Loop.Clock recovery scheme for
rectangular baseband signal. (a) PLL is used to generate a clock

B.2 Wireless Communications Channels : Fading Type Channels

A communication channel represents a physical medium (such as air, water, ionized gas) between

the transmitter and the receiver. The channel model is a representation of the input-output relation of

the channel in mathematical or algorithmic form. This model is derived either from measurements

or is based on the theory of physical propagation phenomenon. Measurement based models lead to

an empirical characterization of the channel in time or frequency domain and often involve statistical

descriptions in the form of random variables or random processes. The parameters of the underlined

distributions and power spectral densities are usually estimated from measured data. While measurement
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based models instill a high degree of confidence in their validity, however, the resulting empirical models

often prove to be unwieldy and difficult to generalise unless extensive measurements are collected

over the appropriate environment . For example, it is difficult to use measurements taken in one urban

location unless a substantial amount of data is collected over a wide variety of urban locations and the

necessary underlined theory is available to justify extrapolating the model to new locations.

Developing mathematical models for the propagation of signals over a transmission medium requires a

good understanding of the underlying physical phenomenon. For example, to develop a model for an

ionospheric radio channel, one must understand the physics of radio wave propagation (magneto ionic

theory [212, 216, 294, 213] and references therein). One of the challenges in channel modelling is the

translation of a detailed physical propagation model into a form that is suitable for simulation. Similarly,

a fundamental understanding of optical sciences is needed to develop models for single mode and multi

mode optical fibres.

Communication engineers rely on experts in the physical sciences to provide the fundamental models

for different types of physical channels. For example, the mathematical model of a radio channel may

take the form of Maxwell’s Equation (as is the case in magneto ionic theories). While accurate, this

model must be simplified and converted to a convenient form, prior to using it for simulation.

Physical communication channels such as wires, waveguides, free space and optical fibres often behave

linearly . Some channels such as the mobile radio channels while linear, may behave in a random

time-varying manner. The simulation models of these channels fall into one of the following two

categories:

• Transfer function models for time-invariant channels.

• Tapped Delay line models for time-varying channels.

Transfer function models can be modelled into either time domain or frequency domain using finite

impulse response (FIR) or infinite impulse response filters (IIR) . Empirical models in the form of

measured or synthesised impulse or frequency responses are usually simulated using FIR techniques ,

whereas, analytical expressions for the transfer functions are easier to simulate using Infinite Impulse

Response (IIR) techniques .

Simulation models for random time varying (fading channels) take the form of tapped delay lines with

tap gains and delays that are random processes . Time varying channels require a number of special

conditions while simulating the performance of a communication system. The methodology used

depends on the objective of the simulation and whether the channel is varying slowly or rapidly with

respect to the signals or subsystems that are being simulated. Another important factor is the relationship

between the bandwidth of the applied signal and the bandwidth of the channel. The complexity of a

useful channel model is a function of both the time and frequency characteristics of both the source and

the channel.
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In this article the focus is ionospheric channel model for mobile satellites having inter-satellite links.

Before the details of the underlying physics is described, the basic theory of multi path fading is

discussed from modelling point of view.

B.2.1 Fading Channel Types

Sklar [210, 211] defines the types based on stochastic properties of the channel. Bello [55] characterised

the channel based on time and frequency transfer functions which are interlinked depicted in Figure B.18a,

each of which provides an insight to the underlying behaviour in the respective domains. This insight

has allowed us to better design the mobile communications systems, to support high data rates.

The "large scale fading" is a variation in the envelope of the received signal, generally determined

by the path loss. When the variation in the envelope of the signal is of the order of wavelength, then

it is called "small scale fading". It is the small scale fading that causes severe degradation in digital

modulation schemes which manifests itself both in time and frequency domain (Figure B.18b). The

end manifestation can be stated as either frequency selective, non frequency selective (flat), fast and

slow fading. Flat fading is the type when the channel frequency response is flat over the used bandwidth

(symbol bandwidth). It is the designers intention to design the baseband signals in such a manner, that

the frequency selective fading appears to be flat for the duration of symbol transmission.

(a) Multipath on Terrestrial links. (b) Tapped Delay Line model.

Fig. B.17 Multipath physical channel and its simulation model.

In the fading channel, when there is no direct line of sight component present, then the fading gain

is governed by the Rayleigh probability distribution function, whereas, when there is a strong line of

sight component present, the stochastic properties are governed by Rician distribution functions. The

performance of the system is better in the presence of a line of sight component as compared to indirect

multipath propagation environment.

To understand the performance, the probability of bit error (Pb(γ)) should be least for the given Eb/N0

ratio. So a transmission scheme is to perform better if the bit error rate is better for the same Eb/N0 ratio.
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(a) Fading channel classification [74].
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Fig. B.18 Fading channel classification and manifestation
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To illustrate the marked difference three channels are used, additive white Gaussian noise (AWGN),

Rayleigh and Rician fading models, in Figure B.20. The effects of the channel model are clearly visible,

poorest performance in Rayleigh channel ("awful curve"), slightly better in Rician ("poor curve") and

AWGN ("bad curve") is the best amongst themselves. Therefore, AWGN is considered the benchmark.

The difference in performance also highlights the importance of the appropriate selection of channel

models for performance evaluation of modem.

B.2.2 Distribution Functions

Although direct line-of-sight (LOS) radio propagation between the terminals, transmitter, and receiver

occurs in the ionosphere – mostly for satellite–land and satellite–satellite communications; multi-

diffraction, multi-reflection, and multi-scattering effects are usually observed owing to obstructions in

the form of natural and artificial plasma structures. These plasma density irregularities cause additional

losses compared to those observed when the ionospheric plasma is a uniform, homogeneous, regular-

layered medium, and also cause multipath fading of the signal strength/intensity observed at the receiver.

The amplitude and phase variation is statistically given as probability distribution function (pdf). The

following pdf are mentioned in literature.

Slow Fading The slow fading of radio signal also known as large-scale fading in mean signal level,

tends to be log-normally distributed (expressed in decibels, dB) with a standard deviation depending on

the degree of perturbation of the ionospheric region along the radio path.

The Gaussian or normal distribution of a random variable x representing the signal strength or voltage

by introducing the following probability density function (PDF) of the received signal random level x:

PDF(x) =
1√

2πσ2
exp

(
−(x− x̄)2

2σ2

)
(B.10)

where x̄ ≡< x >, is the mean value of the random signal level and σ2 =< x2 − x̄2 > is the variance or

time-averaged power in dB.

Fast Fading Small scale fading is observed over distances of about half or one wavelength. Ionospheric

channels are usually dynamic channels. In the case of dynamic multipath situation in which either the

terminal antennas are in movement or the plasma structures move because of wind and ambient electrical

and magnetic fields, the spatial variations of the resultant signal at each receiver will be seen as temporal

variations. The fast fading due to ionospheric channel is stated by Rayleigh PDF and CDF.
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The Rayleigh distribution describes the signal‘s spatial and temporal fast fading, and is defined as;

PDF(x) =
x

σ2 exp
(
− x2

2σ2

)
, ∀ x ≥ 0 (B.11)

The Rayleigh cumulative distribution function (CDF)

CDF(x) = prob(x ≤ X) =
∫ X

0
PDF(x) dx = 1− exp

(
− X2

2σ2

)
(B.12)

The Rician distribution is used when direct line of sight (LOS) path is clear in addition to multiple copies

received due to forward scattering. The PDF is defined as

PDF(x) =
x

σ2 exp
(
−x2 +A2

2σ2

)
· I0

(
Ax
σ2

)
∀ A > 0, x ≥ 0 (B.13)

where A denotes the peak strength or voltage of the dominant component envelope and I0(·) is the

modified Bessel function of the first kind, zero-order. To estimate the contribution of each component

dominant and multiple copies, for the resulting signal at the receiver, the Rician parameter K is introduced

which is defined as

K =
LOS component power

Multiple components power
(B.14)

The Rician factor can be rewritten as

K =
A2

2σ2 (B.15)

Using the Rician factor the Rician PDF can be written as follows, from [184, pg.133];

PDF(x) =
x

σ2 exp
(
− x2

2σ2

)
· exp(−K) ·

( x
σ

√
2K

)
(B.16)

It should be noted that the Rician distribution is a general form, where when K is dominant then the

distribution is Gaussian, where as when there is no dominant line of sight signal, then the distribution

becomes Rayleigh, as illustrated in Figure B.19.

B.2.3 Relationship of K factor with Scintillation

The fading studied by two groups namely the ionosphere scientists and communications engineer, use

two different terminologies.

Shaft [295] clarified the relationship of five different scintillation indices used in literature, with the

probability distribution function the Rician probability density function, whose parameter K the Rician

factor, which is also known as Nakagami-m pdf.
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Fig. B.19 Rician distribution versus the normalised signal strength covering the Rayleigh PDF for K = 0 from [184,
ch.4].

The conversion of scintillation index is accomplished in two steps

1. the scintillation index is related to the n-parameter of the Nakagami-m distribution, and then

2. the Nakagami-m distribution is related to the Rician distribution

The purpose here is to bring the results together in the context of communication theory.

The Nakagami-m distribution is defined by

p(R) =
2mmR2m−1

Γ(m)Ωm exp
(m

Ω
R2

)
(B.17)

where

Ω = R̄2 (B.18)

m =
(R̄2)2

(R2 − ¯R2)2
≥ 1

2

This distribution was derived by Nakagami [296] as an approximation to the Rician distribution. Com-

puter evaluation has indicated that the agreement is excellent between the 1 and 99 percent points.

Chytil has shown that the scintillation index termed S4 is mathematically related to the m-parameter

through

m =
1
S2

4
(B.19)
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Furthermore, the various scintillation indices are defined and approximately related (defined) as fol-

lows [59];

S1 :=
|R−R|

R
≃ 0.42 S4 (B.20)

S2 :=

[
(R−R)2

R̄2

]1/2

≃ 0.52 S4 (B.21)

S3 :=
|(R− R̄)2|

R2
≃ 0.78 S4 (B.22)

S4 :=

[
(R2 − R̄2)2

R̄2

]1/2

(B.23)

S5 ≜
Rmax −Rmin

Rmax +Rmin
≃ 0.78 S4 (B.24)

where Rmax, Rmin are the third largest and smallest excursions.

The Nakagami-m distribution and the Rician distribution are related by

γ =
(m2 −m)1/2

m− (m2 −m)1/2 (B.25)

Consequently the scintillation index S4 and the ratio of the specular to random power are related through

γ =
(1−S2

4)
1/2

1− (1−S2
4)

1/2 (B.26)

Therefore the theoretical models of scintillation and the measured values of scintillation are thus

expressed in terms of meaningful to the communications engineer.

B.2.4 Mitigation Techniques in Fading Channels

When the channel introduces signal distortion as a result of fading, the system performance can exhibit

an irreducible error rate at a level higher than the desired error rate[211] . In such cases, no amount of

Eb/N0 will help achieve the desired level of performance, and the only approach available for improving

performance is to use some other form of mitigation to remove or reduce the signal distortion.

The mitigation method depends on whether the distortion is caused by frequency selective fading or

fast fading. Once the signal distortion has been mitigated the performance curve can transition from

the "awful" to merely "bad" curve. Next, it is possible to further ameliorate the effects of fading and

strive to approach AWGN system performance by using some form of diversity to provide the receiver

with a collection of uncorrelated replicas of the signal and by using a powerful error-correction code.

Figure B.21 acts as a guide for ameliorating the effects of fading.
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Fig. B.20 Bit error probability for AWGN ("bad"), Rayleigh ("worst") and Rician ("poor"), using theoretical
expressions, simulated using BERTool in MATLAB [68].

The modulation type for a fading does not allow amplitude shift keying or quadrature amplitude

modulation as they are inherently vulnerable to performance degradation in a fading environment.

Thus for fading environment, the preferred choice for a signalling scheme is frequency or phase based

modulation type. M-ary of 2 or 4 is practically useable, owing to the rapid and high phase distortions

observed in fading channels caused by rapid motion[211].

In order to mitigate the fast fading distortion, non-coherent or differentially coherent modulation scheme

that does not require phase tracking, and that reduces the detector integration time are used. Another

method is to increase the symbol rate 1/Tsym such that it is greater than the fading rate fd ≈ 1/T0, by

adding signal redundancy, as is practiced in orthogonal frequency division multiplexing (OFDM) symbol

generation.

In a conventional single carrier system, complex equalisation schemes are adopted to combat frequency

selective fading. The ideal equaliser has a frequency response that is the exact inverse of that of the

channel. This usually entails an infinite number of equaliser taps. What is worse, noises inflicted on
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the signal can be enhanced through the equaliser when a deep fade occurs. As a result even with the

best equalisers a deep fade can still result in communication link failure in single-carrier systems [208].

The first proposal to use parallel data transmission to combat fading channels was published in around

1967 [297] and at Bell Laboratories [248], where OFDM theory had been established by 1968 [249]. In

doing so, a small number of sub-channels used carriers that fell within deep faded frequency band, thus

overcoming complete link outage.

However, the limited electronics and lack of digital processing systems, the technology was not widely

accepted till the 90’s, where processing technology improved and digital implementation was made

possible in the form Multi-Carrier Modulation (MCM)[298].

Fast fading typically degrade OFDM by corrupting the orthogonality of the sub-carriers. A filtering

technique [211] is used to provide time-domain shaping and partial-response coding, to reduce the

spectral side lobes of the signal set and thus help preserve its orthogonality. The process introduces

known inter-symbol-interference (ISI) and adjacent channel interference (ACI), which are then removed

by a post processing equaliser and a cancelling filter. For high number of sub-carriers this filter is not

required.

Error detection and correction can provide another type of gain, not by increasing the bit energy, but

correcting the errored bits, thus improving the overall error rate, hence called coding gain. To utilise this

benefit, the errors out of the de-modulator should be uncorrelated, which generally are, or an interleaver

can be incorporated into the system design.

The mitigation approaches used when designing a system thus are considered in two steps;

Fig. B.21 Small scale fading channel mitigation techniques adopted to improve system performance [211].
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1. first, choose the type of mitigation to reduce or remove any distortion degradation;

2. next, choose a diversity type that can best approach AWGN system performance.

B.2.5 Modelling Multi path Fading Channels

Modelling an outdoor mobile channel is usually carried out as a two-step process which represents

large-scale (macro) and small-scale (micro) effects of multi path and associated fading [66]. Large scale

fading represents attenuation or path loss over a large area, and this phenomenon is affected by prominent

terrain features like hills, buildings, etc., between the transmitter and the receiver . In terrestrial mobile

communications, the receiver is often hidden or shadowed by such terrain features, and the statistics of

large-scale fading provide a way of computing the estimated signal power or path loss as a function of

distance. Small-scale fading deals with large dynamic variations in the received signal amplitude and

phase as a result of very small changes in the spatial separation between the transmitter and the receiver

There are three mechanism that affect the quality of the received signal in a mobile channel: reflection,

refraction and scattering. Reflection occurs when the radio wave impinges upon a large, smooth surface

(water or large metallic surfaces), where large means as compared to the wavelength. Diffraction takes

place when there is an obstruction in the radio path, causing secondary radio waves to form behind the

obstruction. This phenomenon makes it possible to communicate when there is no line of sight (direct)

path between transmitter and receiver and is known as shadowing. The third effect, scattering, results

from rough surfaces whose dimensions are of the order of the wavelength, which causes the reflected

energy to scatter in all directions.

While electromagnetic theory offers very complex models for these phenomena, it is possible to use

simpler statistical models for the input-output relationship in a mobile channel. Specifically, the low

pass equivalent response of a mobile channel can be modelled by a complex impulse response having

the form

h(τ, t) =

{[
k

dn gsh (p(t))
]1/2

}
c̃(τ, p(t)), d > 1km (B.27)

where the term in braces models the large-scale fading and c̃(τ, p(t)) accounts for the small scale fading

as a function of position p(t) at time t. The constant K = −10 log10(k) is the median dB loss at a

distance of 1 km. Typical the value of K is of the order of 87 dB at 900 MHz, d is the distance in meters

between the transmitter and receiver, and the path loss exponent n has value of 2 for free space, and

between 2 and 4 for most mobile channels, with higher values applying for obstructed paths . The factor

gsh(p(t)) accounts for shadowing due to buildings, tunnels, and other obstructions at a given location

p(t), and G = 10log10(gsh(p(t)) is usually modelled as a Gaussian variable with a mean of 0 dB and
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a standard deviation of 6 to 12 dB depending on the environment. This model is called log normal

shadowing model . The path loss is expressed commonly as;

L(d)dB = L(1km)dB +10nlog(d)+Xσ (B.28)

where Xσ is a zero mean Gaussian variable with standard deviation of 6 to 12 dB.

In eq.(B.27), c(τ, p(t)) represents the complex low pass equivalent impulse response of the channel

at position p(t), and the local multi path and fading that will result from small spatial displacements

around the location p(t) . The path loss associated with large-scale fading, represented by the term in

braces in eq. (B.27), as well as fading due to shadowing, changes very slowly as a function of time at

normal vehicular speeds compared to the rate of change of c(τ, p(t)). Hence the channel attenuation

due to large-scale fading and shadowing may be treated as a constant within a small local area, and

the large-scale effect on system performance is reflected in the average received signal. The dynamic

behaviour of receiver subsystems such as tracking loops and equalisers, as well as the bit error rate of

the system, will be affected significantly by the small-scale behavior modelled by c(τ, p(t)).

B.3 Matlab Script to generate Multipath Profile

The path delays, and the attenuation based on inverse square frequency law, is used to determine a path

profile. The problem geometry is depicted in Figure 5.10. The path profile for a single reflector is

determined from the following code. In an iterative loop, it can easily find the values for all reflectors.

The phase angle, needs to be given. We assumed equally distributed reflectors, and find the path lengths

and attenuation for one half hemisphere. This makes up for the path profile.

%%
c l e a r
c l o s e

%%
c = 300 e6 ; % speed of l i g h t
f = [430 e6 ;900 e6 ;2400 e6 ] ; % o p e r a t i n g f r e q u e n c y i n Hz
z = c / f ; % w a v e l e n g t h s
w = 2 . * p i . * f ; % o p e r a t i n g f r e q i n r a d i a n s
n_samp = 2 0 ;
n _ w a v e l e n g t h s = 1 0 ;
t = l i n s p a c e ( 0 , 1 / 2 * f , 5 0 0 ) ; %
p h i = 0 . 0 ; %
Amp = 1 . 0 ; % 1 Vol t rms

% t h e r a d i u s o f t h e c i r c l e r e p r e s e n t i n g t h e d i r e c t p a t h r a n g e .
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% d = [100 500 1000 100 e3 200 e3 300 e3 400 e3 ]
d = 1000 ;
% t h e t a = r a n d i ( 1 8 0 , 8 , 1 ) . * p i / 1 8 0 . 0 ;
% e q u a l l y s pa ce d a n g l e f o r t h e p l a c e m e n t o f r e f l e c t o r s a l o n g
% t h e c i r c u m f e r e n c e . 8 d i s c r e t e r e f l e c t o r s assumed
t h e t a = l i n s p a c e ( 0 , 1 8 0 , 8 ) . * p i / 1 8 0 ;

%% f o r t h e i t h f r e q u e n c y l e t s e v a l u a t e t h e
i i = 1 ;

%Dete rmine t h e p a t h l e n g t h from t h e
a = d . ^ 2 + d . ^ 2 − 2 . * d . * d . * cos ( t h e t a ) ;
d1 = s q r t ( a ) ;
p1 = d+d1 ;
t 1 = p1 . / c ;

p0 = d ;
t 0 = p0 . / c ;

Lp = ( 4 . * p i . * p0 . * f ( i i ) . / c ) . ^ 2 ; % Pa th Loss
Amp0 = Amp . / Lp
%x = (Amp . / Lp ) . * s i n (w( i i ) . * ( t ( i i , : ) − t 0 )+ p h i ) ; %
%f i g u r e ( 1 ) ; p l o t ( t ( i i , : ) , x ) ;
% Pa th l o a s s
Lp1 = ( 4 . * p i . * p1 . * f ( i i ) . / c ) . ^ 2 ;
Amp1 = Amp . / Lp1 ;

% Pa th d e l a y
d e l a y = t 1 − t 1 ( 1 )

% Normal ized p a t h g a i n s wi th r e s p e c t t o d i r e c t p a t h
a t t e n = Amp1 . / Amp1 ( 1 ) ;
a t t e n _ d B = mag2db ( a t t e n )
p r o f i l e = [ d e l a y a t t e n _ d B ]
stem ( de lay , a t t e n _ d B )

B.4 Experimental Verification of Reflections from 3U CubeSats

This experiment highlights the relationship of operational frequency (wavelength) and the reflected

signal power from a surface area (radar cross section area) the size of a 3U CubeSat; to emulate the

scenario when several tens or hundreds of sensors are deployed in close proximity of each other. A

continuous wave (CW) signal transmitted in the direction of the object is measured for its reflected
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power at the receiver, for the relevant frequencies i.e. 400 MHz, 900 MHz, and 2400 MHz. Since

inhouse equipment was available for 900 MHz and 10 GHz, therefore, the experiment is conducted for

these two frequencies instead.

(a) Block diagram of experimental set up

(b) Field Set up

Fig. B.22 Experiment to quantify reflected power at frequencies 10 GHz and 900 MHz, from 3U CubeSat like
structures.

A transmitter, the object and a spectrum analyser (acting as receiver) is set up as shown in Figure B.22a.

A rectangular cardboard box covered with aluminium foil acts as the reflector, whose dimensions are
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shown in Figure B.22a. A continuous wave is generated using a signal generator for 900 MHz attached

to a Yaggi-Udda type directional antenna. A spectrum analyzer attached to a similar Yaggi-Udda antenna

acts as its receiver. The generated RF power can be controlled for this source.

For 10 GHz an inhouse training kit is used as a continuous wave source. It radiates using a horn antenna.

A downconverter for the 10 GHz is used before the spectrum analyzer to act its receiver. In this setup,

the transmitter power is unknown but can be controlled using builtin attenuator. We shall be able to

measure at two different transmit powers. At the receiver, the difference will give us a good approximate

of the reflected power.

The experiment is setup in open field away from other metallic objects in its vicinity. The field set up of

the experiment is shown in Figure B.22b. Ideally a frequency sweep would have been best suited for this

purpose, but unavailability of a wide bandwidth antenna prohibited a frequency sweep from 900 MHz to

10 GHz.

The transmitter and receiver are placed apart, in a manner that spillover power is not received. This is

ensured by monitoring the signal level on the spectrum analyser, by keeping the transmitter antenna

fixed (at right angle to the receiver antenna but directed towards the object), and rotating the receiver

antenna. Starting from the direction of the transmitter then rotating clockwise, constantly monitore the

receive signal. If any received signal is detected, the separation distance between transmitter and receiver

is increased. It is also ensured that when the transmitter is off, there is no stray signal being picked up

by the receiver. In this manner, any detected power, would be the one reflected from the object.

Table B.2 In-house equipment used in experiment.

Freq Antenna Transmitter Tx-Rx distance Rx Attenuation Tx Attenuation
(GHz) (cm) (dB) (dB)

10.351 Horn Gunn Oscillator @7.6 V 170 10 10−20
0.900 Yagi-Udda Vector Signal Generator 170 10 10−20

The available spectrum analyser could not read significant power above its noise floor for the 900 MHz

when the object is illuminated with CW signal. Whereas directing the 900 MHz transmitter towards a

metal air duct at the back , measurable reflected power was read on the spectrum analyser. This means

that the object selected has a smaller surface area, and the reflected signals are so weak at 900 MHz

transmission, that they are not detectable by the spectrum analyser. However, measurements could be

made with a sensitive receiver.

Whereas, at 10 GHz the reflected power could be measured. The object was rotated, to determine the

values of reflected powers from different sides. The received power for different sides of the object

are given in Table B.3. This highlights the effects of rotating objects with uneven surfaces acting as

reflectors.
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Table B.3 Object Power Profile at distance of 250 cm

Sides Side A Corner A,B Side B Top

Rx Power (dBm) -51 -65 -61 -56

For the 10 GHz transmitter, there was no setup to measure the transmitted power, however, by placing

an attenuator in the waveguide, the reflected powers for two different attenuation were measured. The

measured power levels after reflection from the object are recorded in Table B.4.

Table B.4 Results of experiment to determine the reflected power at 10 GHz.

Object Distance Reflected Power
(dBm)

(cm) 10 dB att 20 dB att

250 −50.6 −59.9
500 −53.4 −62.8
750 −57 −66.6

1000 −60 −70
1250 −66 <−70

As a result of the experiment outlined above the following observations could be made:

• The radio receiver sensitivity level dictates what is the minimum power level it can sense. The

spectrum analyser used for this experiment had a noise floor at around -70 dBm, which is far higher

than of typical radios with noise floor at -100 dBm.

• The wavelength of the frequency should be comparable with the reflectors physical dimensions. That

is why smaller wavelength of 10 GHz was easily reflected back. Whereas for 900 MHz, a larger size

was required to detect the same strength signal. This also confirmed that the size of surface area

should be comparable to wavelength 0.33 m for 900 MHz, whereas the object was 0.3 m high and

0.1 m wide.

• It can be safely deduced, that if frequencies less than 500 MHz are to be used, then CubeSat type

structures cannot act as contributing reflecting surfaces, however, they may contributed minutely at

frequencies above 1 GHz.
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C.1 MATLAB script to solve the spring-mass problem

A MATLAB code which works in OCTAVE as well, is written to solve the coupled equations of motion

for three masses attached at one end of a spring problem as discussed in section 4.2.2. The second order

ODE are converted to first order ODE using the steps outlined in [200], and are entered in MATLAB

following its online help / examples.

The script comprises of separate ODE solvers for each mass stated as diff_springmass01(t,f),

diff_springmass02(t,f),diff_springmass03(t,f) which operate on passing the values of posi-

tion r1, r2, r3 and velocity v1,v2,v3 of each of the three mass. The equivalent value of stiffness

coefficient of two parallel springs is used denoted as k1,k2,k3.

The damping factor is represented with the variable gamma1, gamma2, gamma3, to incorporate the

friction two sliding anodized metal surfaces i.e. CubeSat sliding inside P-POD.

Since the numerical problem assumes that the system is oscillatory, therefore, oscillating position and

velocities are observed see Figure 4.7. However, in our case, as soon as the springs are decompressed,

they lose contact, therefore no more force is applicable. The condition to find velocity of each CubeSat,

is to determine the time, when springs have decompressed completely i.e. when the distance covered is

equal to the value of lc .

More complicated scenarios can be evolved or solved from this simple problem. For instance, incor-

porating the velocity of baseplate within the initial conditions of the system. Adding different values

within predefined tolerance values, for the spring constant, the compressed lengths, and the length of

CubeSat sliding or changing the values of mass.

C.1.1 The Script to Solve ODE

The script consists of two main functions. One is the ODE function in which first order ODEs are stated.

The second is the main script, which calls the ODE function. The function dfdt=diff_springmass03(t,f)
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should be saved in a separate file called diff_springmass03.m, and the main script as a separate file

called main.m. Both files should be in the same directory to execute. Run the main file either in debug

mode or otherwise. The plots should be generated. The result of position and velocity of each CubeSat

is in the Vector Y.

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% Save in separate file called diff_springmass03.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% ---- cut start ---- diff_springmass03.m
%
%
function dfdt = diff_springmass03(t,f)
% global variables

global L gamma1 k1 m1 l1 gamma2 k2 m2 l2 gamma3 k3 m3 l3
% initialization of dfdt vector to store and pass values
dfdt = zeros((3*2),1);
% positions of each mass first
r1 = f(1);
r2 = f(2);
r3 = f(3);
v1 = f(4);
v2 = f(5);
v3 = f(6);
% now the governing equations for each mass in first
% order diff form
% for mass 3
Fs3 = -k3*(r3-(r2+L)-l3);
dv3 = Fs3/m3;
dr3 = v3;
% for mass 2
Fs2 = -k2*(r2-(r1+L)-l2);
dv2 = (1/m2)* (Fs2-Fs3);
dr2 = v2;
% for mass1
Fs1 = -k1*(r1-0-l1);
dv1 = (1/m1)*(Fs1-Fs2);
dr1 = v1;
dfdt = [

dr1; ...
dr2; ...
dr3; ...

dv1; ...



C.1 MATLAB script to solve the spring-mass problem 273

dv2; ...
dv3 ]; % must return the values of dfdt

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% ---- cut end ----

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% Save in a separate file called main.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% ----- cut start ---- main.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% -------- Main Script file to run ----------
%
%
clear ;
close ;
%
global L gamma1 k1 m1 l1 gamma2 k2 m2 l2 gamma3 k3 m3 l3
k = 2 * 19.231; %[lbs/inch] % 2 because in parallel
m = 1*2.205; %[kg->lbs] mass of one CubeSat
d = 0.052; %[inch] is the compressed length
l = 0.052; %[inch] displaced from equilibrium (compressed length ...

% of spring)
gamma = 0.7; %unit less. For hard anodized surfaces
L = 10*0.3937; %[inch] 1U CubeSat is 10 cm long

k1 = k; k2=k; k3=k; % same springs
l1 = l; l2=l; l3=l; % the length of compression of all springs is the same
m1 = m; m2=m; m3=m; % the mass are the same
gamma1 = gamma; gamma2=gamma; gamma3=gamma; % the lengths of each mass is same

% Initial Conditions for the spring to be fully compresed the initial
% condition can be found from y1-0-l1 = -l1; y1 = 0; the origin is
% placed at the wall, from where the position is being determined.
r10 = 0; %
r20 = r10+L;
r30 = r20+L;

v10 = 0;
v20 = 0;
v30 = 0;

f0 = zeros(6,1);
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f0 = [r10 r20 r30 v10 v20 v30]; % initial condition r0 and v0

% time constants
t = linspace(0,1,50); % for 1 second

% options = odeset(’RelTol’,1e-6,’AbsTol’,[1e-9 1e-9]);
[T,Y] = ode45(@diff_springmass03, t, f0);

% The resulting position and velocity of each CubeSat
% See the subplots for accessing the position and velocity
% vectors of each CubeSat from Y.

% plotting the results

figure(1);
subplot(3,2,1); plot(T,Y(:,1),’r:’); grid on;
xlabel (’time in sec’); ylabel(’position in inch’);
title (’CubeSat 1 position’);
subplot(3,2,2); plot(T,Y(:,1+3),’r-’); grid on;
xlabel (’time in sec’); ylabel(’velocity in inch/sec’);
title (’CubeSat 1 Velocity’);

subplot(3,2,3); plot(T,Y(:,2),’b:’); grid on;
xlabel (’time in sec’); ylabel(’position in inch’);
title (’CubeSat 2 position’);
subplot(3,2,4); plot(T,Y(:,2+3),’b-’); grid on;
xlabel (’time in sec’); ylabel(’velocity in inch/sec’);
title (’CubeSat 2 velocity’);

subplot(3,2,5); plot(T,Y(:,3),’m:’); grid on;
xlabel (’time in sec’); ylabel(’position in inch’);
title (’CubeSat 3 position’);
subplot(3,2,6); plot(T,Y(:,3+3),’m-’); grid on;
xlabel (’time in sec’); ylabel(’velocity in inch/sec’);
title (’CubeSat 3 velocity’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ---- cut end ---- main.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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C.1.2 Script to Calculate new altitude and eccentricity

A script to calculate the difference in altitude and eccentricities due to the change in tangential velocity,

as is observed in CubeSat ejection from P-POD. See section 4.2.3 for the impact of change in velocity

vector on osculating elements eq. (4.16), eq. (4.17), eq. (4.18), eq. (4.19), eq. (4.20),eq. (4.21) and for

details see [201].

See Table 4.3 for the reference values of semi-major axis a, the orbit parameter p and the eccentricity.

The change in these values is computed using the change in tangential velocity determined earlier.

%% Script to calculate dela V tangential velocity effect on
%% corresponding orbital parameters
%% Chose values from
% deltaV is the difference in tangential Velocities of CubeSats wrt P
% V is the velocity vector
% V is -2.0 m/s from the SHM
% Calculates the values of
% dp
% de
% To find the new values
% a altitude
% e eccentricity

clear all
close all
% Including -2 m/s for the spring separation velocities.
deltaV = [-0.0056 ; 0 ; +0.0056] %
V = ([-2.0;-2.0;-2.0] .+ deltaV)/1000 % converted into km/s

mu = 398600.4415; % km^3/s^2
p = 7094.10; %km
dp = 2*sqrt(p/mu).*V
e = 0.0071;
r = 7094.46 ; % km
part1 = sqrt(p/mu).*V.*(1+(r/p))*cos(0);
part2 = e*(r/(sqrt(mu*p))).*V;
de = part1 + part2

da = dp./(1-de.^2)

preva = 7094.46; %km
preve = 0.0071;
format long
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newa = preva + da %km
newe = preve + de %unitless

For the stated tangential velocity change, the change in respective osculating elements are stated as

follows.

deltaV =
-0.0056000
0.0000000
0.0056000

V =
-0.0020056
-0.0020000
-0.0019944

dp =
-5.3512e-04
-5.3363e-04
-5.3214e-04

de =
-5.3704e-04
-5.3554e-04
-5.3404e-04

da =
-5.3512e-04
-5.3363e-04
-5.3214e-04

newa =
7094.45946487627
7094.45946637044
7094.45946786460

newe =
0.00656296306506124
0.00656446256986562
0.00656596207466999

These values are used in Table 4.44.5
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D.1 Satellite Constellation Design

Sheriff [215, ch.3 pg 104-114 ] gives a consolidated overview of the satellite constellation design for

the purposes of improving Earth coverage, reducing number of satellites in orbit, and maintaining

inter-satellite link connectivity, as the main constraints used in the theories. Savi can generate the

constellation if the parameters are understood. In this section the parameters are defined, which allow

one to visualise the constellation The following material is taken from the book chapter.

D.1.1 Design Considerations

The need for several satellites to operate in lower Earth orbits is to overcome longer propagation delays

between Earth terminals and the GEO satellites. Whereas, a satellite in GEO is inherently at a higher

altitude than the satellite in LEO, therefore, its antenna beam width is wider, thus covering larger areas

on Earth, when compared with LEO based satellite of the same antenna type. Therefore, where a single

satellite could cover around 1/3rd of the Earth’s surface, several satellites are required for the same

coverage.

The mission concepts arising in mid nineties constellation design rigorously from implementation point

of view, of which the only constellation implemented in complete sense is IRIDIUM a set of 66 satellites,

10 satellites in an orbit, distributed over 6 orbital planes. Each orbit is polar.

D.1.2 Polar Orbit Constellation

For an optimal constellation of satellites, the most efficient plan is to have the satellites equally spaced

within a given orbital plane and the planes equally spaced around the equator. The coverage obtained

by successive satellites in a given orbital plane is described by a ground swath or street of coverage as

shown in Figure D.1.
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Fig. D.1 Satellite coverage parameter definitions. (a) Coverage zone at altitude (b) Swath or Street of Coverage by
several coverage zones.

The problem of designing orbit constellations to provide continuous single-satellite coverage was first

addressed by Luders. Luders [299] approach was later extended such that satellites were placed in orbital

planes which have a common intersection for example in the polar region. The orbital plane separation

and satellite spacing were then adjusted in order to minimise the total number of satellites requires.

Beste [300] subsequently derived another method for polar constellation design for both single coverage

and triple coverage by selecting orbital planes in such a way that a more uniform distribution of satellites

over the Earth was obtained. Later on Adams and Riders [301] also derived another optimisation

technique for designing such a constellation. The geometry used in optimising a polar orbit constellation

is shown in Figure

D.1.3 Inclined Orbit Constellation

Constellations of satellites in inclined orbit has also been studied for optimum placement within the orbit

as well as selection of inclination angle, to provide global coverage by a minimum number of satellites.

Walker [143] showed that world-wide single satellite coverage can be accomplished by five satellites,

while seven satellites are required for dual-coverage (two satellites over one spot). Walker constellation

has been extended by Ballard [44] generally referred to by Rosette* Constellation and recently adopted

by Ruggieri by the name of Flower Constellation [42, 45]. Ballard suggests using circular orbits, with

*The constellation traced footprints on ground are arranged like petals of a flower therefore the name rosette.
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same inclination, which are uniformly distributed along the right ascension angle as they pass through a

reference plane which is commonly set as the equatorial plane. The initial phase positions of satellites in

each orbital plane is proportional to the right ascension of that plane. Generalised Rosette constellation

having s satellites in each of the p orbital planes, a harmonic factor m takes the fractional values of

{(0toN −1)/s}, is designated by (N,p,m).

In Ballard Constellation, the optimisation parameter is the coverage angle (angle between sub-satellite

point to the user terminal). The purpose is to determine the critical phase and the optimum inclination

which produces the smallest equi-distance for the largest triangle are obtained by a trial and error process.

Ballard has tabulated the results for the best single visibility rosette for N between 5 and 15 as shown in

Table D.1.

D.1.4 Emerging Formation Flying Missions

Formation Flying missions such as TandemX with TerraSAR [108], the requirement is not Earth

coverage, rather reducing fuel consumption, while the two satellite maintain an acceptable relative

distance, which has been addressed in the paper [87]. The orbits so defined are not deployed in a string

of pearl configuration, rather there is a slight difference in eccentricity, which keeps the relative distance

within acceptable margins of changes. These parameters can be used in the deployment of free flying

sensor satellites in orbit as well.

Table D.1 Best single visibility rosette constellations for N = 5 to 15 calculated by Ballard [44], to allow minimum
elevation angle of 10◦

Constellation Dimensions Optimum Inclination Coverage Angle Altitude Time Period

N P m i(◦) (◦) h T

5 5 1 43.66 69.15 4.232 16.90

6 6 4 53.13 66.42 3.194 12.13

7 7 5 55.69 60.26 1.916 7.03

8 8 6 61.86 56.52 1.472 5.49

9 9 7 70.54 54.81 1.314 4.97

10 10 7 47.93 51.53 1.066 4.19

11 11 4 53.79 47.62 0.838 3.52

12 3 1/4, 7/4 50.73 47.90 0.853 3.56

13 13 5 58.44 43.76 0.7666 3.04

14 7 11/2 53.98 41.96 0.598 2.85

15 3 1/5, 4/5. 7/5, 13/5 53.51 42.13 0.604 2.87
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D.2 SaVi — the satellite visualisation tool

SaVi [179](Satellite Constellation Visualisation) tool is a handy tool to easily visualise the above

mentioned satellite constellations. It has built in scripts which can generate Walker as well as Ballard

constellations. It has been extensively used in this dissertation during the study as well as visualising

the design of a new type of orbit. As opposed to the industry standard Satellite Took Kit (STK) [302],

which is licensed, Savi is open source, and has room for development. It can easily be modified to

incorporate orbit dynamics code by Montenbruck and Gill [176]. The relative distances so found can

be passed to network simulator such as NS-2 or NS-3, which are useful for network layer performance

studies, but require a model for the physical layer to assess propagation delays, and disruption in the

physical link, both of which actually affect the higher level protocol performance. Assuming a mobility

model is common in such simulators, however, for satellites in orbit, the motion is certainly governed

and predictable, if appropriate high precision models for gravitational fields, atmospheric pressures,

radiation presuure and such are used, see [175] and Montenbruck and Gill [176] for details. Hashida

and Palmer [197] developed an analytical form which incorporates several orders of the perturbation

force models, overcoming the need for iterative numerical simulations.



APPENDIX E

E.1 Introduction to Plasma

The plasma state is referred to as ’fourth’ state of matter. As solid is heated it first goes through a

transition in which bonds between adjacent molecules are loosened but not entirely broken, and the

matter moves in liquid state, on further heating bonds adjacent particles close together are completely

broken so that molecules can move more or less independently and the liquid becomes a gas. On

further heating may also lead to the ionisation of the molecules or atoms of the gas, so that the gas then

comprises neutral particles, ions and electrons. Although today it is known, that plasma state can exist

under conditions, for solids, liquids, and gases.

Since the plasma state includes free particles, their movement produces electrical currents, and the

constituents are influenced by electric and magnetic fields, the plasma can also produce electric and

magnetic fields. A gas must be sufficiently highly ionized and even then there are limits on the density

and temperature in order for the plasma to function as a system that is tightly knit by its electromagnetic

interaction.

When the plasma is tenuous - i.e. has very low density - the way that particles interact with the

macroscopic electromagnetic field becomes much more important than the way that they interact with

the microscopic electromagnetic fields associated with individual particles. These orbits of charged

particles are studied under ’orbit theory’. This theory helps in developing better fusion reactors, in which

plasma is confined for sufficiently long periods of time that fusion reaction can take place, before the

plasma gets unstable. Van Allen radiation belts were anticipated, because the charged particles from the

sun gets trapped in Earth’s magnetic field. Same holds true for the electrons trapped in flux tubes joining

nearby sunspots on the Sun’s outer region - i.e. corona.

Since the charged particles are tightly coupled to EM fields that permeate the ionized gas, the properties

of EM waves in plasma differ significantly from those we observe in free space. Although charged

particles can move freely along a magnetic field, their motion transverse to the field is very much

inhibited. As a result plasma behaves as an anisotropic wave propagating medium. Furthermore the

tendency of electrons to move rapidly in response to an electric field in such a way as to cancel that
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field has the tendency of preventing the propagation of waves of certain frequencies below a critical

frequency called the ’plasma frequency’.

Magneto-ionic theory developed after World War I, explained the audible whistle like signal picked by

HF receivers. It also explains the wave propagation in plasma.

Mechanisms studied for plasma have helped us explain the radio noise produced by the sun, called type II

and type III radio bursts. The mechanism is that excitation of oscillations (’plasma oscillations’) produced

by an electron beam travelling through the solar corona, accelerate electrons in the neighbourhood of a

moving shock front. This phenomenon is studied as a beam producing oscillations in plasma.

A low density plasma can be confined, such confinement is never perfect. collisions between particles

make it possible for particles to diffuse across magnetic field, leading to ’pitch-angle scattering’.

Collisions also tend to dissipate the highly ordered motions involved in wave propagation , collisions of

particles tend to lead to wave dissipation. Therefore properties of collisions in a fully ionized plasma is

necessary study.

When the magneto-plasma system is subject to disturbances that are sufficiently slow and large-scale, it

would be possible for electrons to prevent the build up of any electric field in the a frame that moves

with the plasma. In such situations, the higher frequency modes of oscillation and wave propagation

do not play a role in the behavior of system, and the behavior simplifies considerably and is called the

’magneto-hydrodynamic’ (MHD) approximation.

MHD has been able to identify waves propagating along the magnetic field analogous to waves propa-

gating along a stretched string; these are now known as ’Alfven waves’.

In plasma containment systems such as Tokamaks [303], face the most important recurring problems of

plasma physics, the stability.

The behaviour of a complex system can often be regarded as the sum of two different types of be-

haviours: coherent or collective behaviour, and noise. Since collisions between particles are effectively

unpredictable, collisions contribute to the noise in a system. When instabilities occur, small random

fluctuations are rapidly amplified, so that the system exhibits large-amplitude noise, called ’turbulence’.

The behaviour of charged particles in a turbulent plasma differs markedly from the behaviour in a static

plasma. Fermi(1949) proposed that cosmic rays are accelerated by the interaction of charged particles

with randomly moving magnetised plasma clouds, the phenomenon known as ’Fermi acceleration’

retains a prominent role in astrophysics.

Stochastic acceleration can be regarded as the transfer of energy from waves to particles. The reverse pro-

cess can also occur; single particles can emit radiation *, and a plasma can, acting collectively, generate

*(such as synchrotron radiation if they are moving in the presence of a magnetic field)
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waves (for instance, a two-stream instability * develops electrostatic waves). Quantum mechanics yields

simple mathematical relations (due to Einstein) between spontaneous emission, stimulated emission

and absorption. The quantum-mechanical viewpoint when adopted, relations can be obtained between

corresponding processes in a plasma.

E.1.1 Plasma Definition : Bulk Parameters

The term “plasma” introduced by Tonks and Langmuir [304] in 1929, “to designate that portion of an

arc-type discharge in which the densities of ions and electrons are high but substantially equal.” In

discussing oscillations of this region, they noted that “when the electrons oscillate, the positive ions

behave like a rigid jelly ...”. Today the term plasma is used to refer to quasi-neutral assemblies of

charged particles, and “plasma physica” is the study of the behaviour of these systems. Just as quantum

mechanics shows how it is possible for matter to exhibit both particle-like and wave-like properties; so

plasma physics shows how matter behaves as a collection of particles and a fluid.

Modified Gaussian system of units for electromagnetic quantities.

∇×E = −1
c

∂B
∂ t

(E.1)

∇ ·B = 0 (E.2)

∇ ·E = 4πζ (E.3)

∇×B = −1
c

∂E
∂ t

+4πj (E.4)

The conservation of charge relate current density with charge density.

−1
c

∂ζ

∂ t
+∇ · j = 0 (E.5)

Lets consider that a simple plasma composed of fully ionized hydrogen. Lets denote electrons by e and

ions (protons) i subscripts, then the charge, mass and number of density be denoted by e,m,n. Then the

mass density, charge density and current density are given by

ρ = neme +nimi, (E.6)

ζ = eelecni +(−eelec)ne, (E.7)

j = 1
c (eelecnivi +(−eelec)neve). (E.8)

*Instabilities such as two stream instability and MHD instabilities can occur in an ’ideal’ plasma, in which collisions play
no role.
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The v represent the averaged velocities of electrons and protons (positive ions).

E.2 Langmuir Probe Measurement in the Ionosphere

Langmuir Probe (LP) has extensively been used in the rockets and satellites to probe space plasma in the

Earth’s Ionosphere, for its simple construction. It has the ability to measure electron temperature Te,

electron and ion density Ne, Ni and the spacecraft potential Vs relative to the plasma.

E.2.1 Overview of the method

The LP technique involves measuring the volt-ampere characteristics of one or more bare metal collectors

mounted on booms. A typical experimental setup is shown in figure which shows a radial probe and an

axial probe on the spacecraft having an internal momentum v that allows it to operate in either spinning

or de-spun modes. As in the Atmospheric Explorer (AE) and Dynamics Explorer (DE-2) missions. The

radial probe is oriented perpendicular to the spin axis and is mounted on a deployable boom which is

long enough to reach the undisturbed plasma beyond the spacecraft ion sheath. A length of 30 to 100 cm

is adequate for most ionosphere applications (an outer plasma sphere mission would require a longer

boom to accommodate the larger Debye shielding distances). The radial probe is perpendicular to the

velocity vector when the spacecraft is de-spun thus permitting continuous measurement at the preferred

angle of attack. In the spin mode the radial probe makes its most useful measurement as it passes

through a 90o angle of attack twice per spin. For reliability the axial probe is mounted on a boom short

enough to avoid the need to stow it for launch and deploy it in orbit. If the spin axis is perpendicular to

the orbit plane the axial probe remains at 90o angle of attack whether or not the spacecraft is spinning.

This approach essentially eliminates spin modulation and allows continuous measurement that the radial

probe cannot provide when the spacecraft is spinning.

Fig. E.1 Langmuir probe arrangement on a spacecraft [166].

The axial probe is sometimes operated at a fixed potential to provide high resolution measurement of

Ne or Ni but it can also be commanded to a sweeping mode which measures Te and Vs in the event of

damage, failure to deploy or contamination of the radial probe. The two probes can time share the same
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electro-meter if simultaneous operation and electronic redundancy are not required. Both probes have a

guard electrode that is driven at the same potential as the collector to reduce electrical end effects.

Figure E.2 illustrates the measurement technique. Volt-ampere characteristics are obtained by repeatedly

switching the collector voltage Va with respect to the spacecraft potential Vs while measuring the net

current I which is the sum of the ion current Ii and electron current Ie. The electronics contain an electro-

meter, a sweep voltage generator and adaptive circuitry that adjust the gain and sweep amplitude to track

the changing density and temperature. The electro-meter output is digitised and recorded for eventual

telemetry to a ground station along with the necessary information on electro-meter gain and sweep

voltage amplitude. The adaptive function [166] employs hardwired logic circuitry which examines the

electro-meter output using each voltage sweep to determine the gain and sweep voltage settings required

to achieve the so called "ideal curve" on the subsequent sweep. This adaptive compression accomplished

two goals; (1) It focuses the limited telemetry bit rate on just the portion of the curve needed to derive

Ne, Ni and Te, and (2) It generates gain and amplitude settings that can be telecommunicated at low bit

rate to serve as in-flight measurements of Ni and Te.

The theoretical volt-ampere curve shown in the figure illustrates how the measurements are deduced

from the curves. According to LP theory [166] the amplitude of the electron current Ie is proportional to

Ne and ion current Ii is proportional to Ni. Te determines the width of the electron retardation region.

Va is the sweep voltage that is applied to the probe with respect to the spacecraft potential Vs. In the

ionosphere Vs assumes an equilibrium potential that is 3 or 4 kTe negative with respect to the plasma

potential Vp.

E.2.2 Theory of the Method

There is no general theory that applies to probe geometries, plasma conditions, spacecraft velocity and

probe orientations [166]. Therefore, probes are usually designed for special limiting cases; such as

orbital-motion-limited collection or sheath-area-limited collection [166]. To remain orbital limited the

probe radius must be small compared with the thickness of the sheath that surrounds it while the radius

of sheath-area-limited probe must be large compared to the sheath thickness. Dumbbell probes used on

early rockets by Boggess and Spencer[158] are examples of sheath-area-limited probes. These probes

were too large (radius approximately 10 cm) for satellite use, and they would have to have been even

larger to remain sheath-area-limited at the lower densities of the upper F-region and the plasma sphere.

Therefore satellite Langmuir probes have been made small enough to remain orbital motion limited. The

probe can be either spherical or cylindrical. We have adopted the cylindrical geometry because the probe

radius can be made small enough to remain orbital mission limited at very high ionosphere densities,

while its length can be made great enough to collect a measurable current at very low densities. In the

early missions the collector was a long thin stainless steel wire (23×0.056 cm) whose low mass made it

easily boom mounted and whose strength made it rugged enough to withstand the rigors of the launch
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Fig. E.2 Langmuir probe electron current-voltage distribution curve. Ni,Ne and Te are derived from different parts
of the curve [166].

environment. The probes used in the later missions were shorter and larger in diameter (5×0.4 cm) to

reduce the voltage induced in the collector as it cuts the geomagnetic field at high velocity.
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Fig. E.3 Langmuir probe electronic circuitry block diagram. The sweep voltage is applied with respect to the
spacecraft voltage.[166]

The first step in the analysis of the volt-ampere curve is to employ the LP current equations to fit the ion

saturation and electron retardation regions to obtain Ni, Te and Vp. Now Vp is taken as the last point in

the retardation region that provides a good fit to the exponential, or it may be taken as the inflexion point

between the electron retardation and saturation region. All potentials referred to in the Langmuir probe

equations are measured with respect to this point. Once Vp has been determined the electron saturation
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region has been fitted to obtain Ne. The appropriate equations for the orbital motion limited cylinder are

discussed below.

The Ne measurement

The equation for the electron saturation current is given by [166]

Ie = NeAeelec2π
−1/2

(
kTe

2πme

)1/2(
1+

eelecV
kTe

)1/2

(E.9)

where

A = probe surface area

eelec = electron charge

k = Boltzmann constant

me = electron mass

V = probe potential relative to plasma potential Vp

By inspection the equation (E.9) has two terms, involving 1 and eV/kTe respectively. The first term

represent the random electron flux that strikes an uncharged cylindrical probe simply because it is

physically there. The second term accounts for the additional current that is collected when the probe is

driven positive with respect to Vp. Ie increases as the square root of eV/kTe in this region.

An advantage of the cylindrical geometry can be appreciated by further inspection of equation (E.9).

At higher voltage the electron saturation current (eV/kTe >> 1) is essentially independent of Te, since

the kTe term cancels. This feature makes it possible to measure Ne without the knowledge of Te. Thus

long cylindrical probes have the advantage of taking long continuous high precision measurements

of Ne without interruption, because volt-ampere curves to determine Te are not required. Since the

spatial resolution is limited only be the electro-meter frequency response and the available telemetry rate,

measurements made with a fixed Va can resolve the small scale structure associated with ionospheric

irregularities and plasma bubbles.

Because (E.9) represents a simple asymptotic form of the more general equation for orbital-motion-

limited collection by an infinitely long probe, it overestimates Ne.

The Ni Measurements

For the Ni measurements the ion saturation current is described by equation (E.10), for the case where

the probe axis is perpendicular to the ion velocity vector [166]

Ii =
ANiqivi

π

(
1+

kTi

miv2
i
+

2eelecV
miv2

i

)1/2

(E.10)
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where

qi = ion charge

vi = ion drift velocity in the spacecraft rest frame

Ti = ion temperature

mi = ion mass

V = probe potential relative to the plasmaVp

The ion current consists of three components involving the 1, kTi and the V . The first term is an order

of magnitude larger than the other at least in the E and F regions where mi is large. It represents the

ion current that is produced by ions being swept out by the side of the collector as it moves through

the plasma at 8 or 9 km/s. These ions would be collected even if they had zero thermal velocity and

if no attracting voltage were applied to the probe. The second term id the component of the current

produced by the ion thermal motion at temperature Ti. The third term represents the additional ions that

are attracted to the probe because of its accelerating potential V .

For ease of data processing Ni is usually derived by assuming that mi = 16, Ti = Te and vi = vs where vs

is the spacecraft velocity. These simplifying assumption are appropriate because of the dominance of

the first term in the higher density regions of the ionosphere where the equation (E.10) is employed. It

has been further suggested by Brace [166]. that the slope of the saturation region can be used to obtain

the information of mi in the upper F-region where the concentrations of H+ and he+ approach or exceed

that of O+.

The Te Measurements

Te is derived from the Langmuir equation for the electron retarding region given by

Ie = ANeeelec

(
kTe

2πme

)1/2

eeV/kTe (E.11)

which applies to probes of any geometry. The Te measurement relies on the fact that the exponential

term involves only two variables; Te and V . Te is derived by fitting the volt-ampere curves using a linear

approximation to the ion region and an exponential represntation of the electron retardation region. Note

that the knowldge of the constants ahead of the exponential is not required to obtain Te because only

dV/dt and Te affect the shape of the retading region and dV/dt is the known voltage sweep rate [166].

Measurement Accuracy

It has been described that if the sources of error are dealt with successfully then the accuracy of the

LP measurements should be better than 10%, and perhaps better than 5% for Te except for very low

density (Ne < 102cm−3). The precision of the density measurments can be much greater depending on

the number of bits employed in the telemetry words, the electrometer noise level and interference from

other spacecraft systems. Relative accuracy of greater than 1% is typical [166].
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It has been further suggested, that one can assess the accuracy achieved by (1) examining the internal

consistency between LP theory and the shapes and amplitudes of the measured volt-ampere curves, (2)

comparing the measurements by different probes on the same satellite and (3) comparing the probe

measurements with those made by incoherent radars during over flights.

It has been found that good agreement between the measurement of Ne, Ni and Te on similar LP on

different satellites, rockets and even retarding potential analyser [166].

E.2.3 Implementation Issues

A number of factors have been highlighted which are critical to the successful measurement using

Langmuir Probe;

• proper sensor placement,
• reduction of collector work function patchiness,
• reduction of collector surface contamination,
• limitation of Geo-magnetically indexed potentials in the collector,
• adequate resolution and recover of the volt-ampere curves, and
• attention to spacecraft design details.

It has been emphasised that in attention to some of these items can preclude the measurements completely

especially for Te [166]. We shall not discuss the actual manufacturing issues of the Langmuir Probe, but

would consider the suggestion regarding the placement, spacecraft design and the electronics and in

flight cleansing.

E.2.3.1 Boom and Sensor

The use of the boom is required to assure that the probe is placed in the undisturbed plasma i.e. beyond

the spacecraft sheath and outside the spacecraft wake. To achieve this the boom length of 30cm to

100cm is adequate for ionosphere measurements. Two independent sensors are required particularly for

spinning satellites to assure that at least one probe is in the undisturbed plasma at all times.

E.2.3.2 In-flight Cleansing

An in-flight cleansing of the probe is possible owing to the anticipated contamination during operations.

A bake out temperature (> 300◦C) is suggested which requires extensive electrical power.

Another method suggested to apply higher voltage (+150V) to one of the probes as the spacecraft

traversed denser parts of ionosphere. There were no signs of contamination as the process was applied to
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the probes, and no significant disturbance observed in the volt-ampere curve obtained. Even applying the

same method 18 months later also showed no significant disruption in volt-ampere curves, emphasising

the validity of this method.

It is assumed that the probe gets contaminated due to exposure to the EUV and to chemically active

atoms (O and O+) which began to reduce the conductivity of the contaminating layer, however, one of

the probes remained uncontaminated throughout the mission, whereas one showed disturbance, does not

validate any confirm reason for contamination.

Therefore in-flight cleansing method is highly recommended.

E.2.3.3 Magnetically Induced Potentials

When a spacecraft travels with high velocity v⃗ through the Geo-magnetic field B⃗, a potential gradient of

300 mV/m is induced in the collector. For a collector of length l, the potential is B⃗× v⃗ · l. The resulting

potential gradient produces the same kind of energy smearing that is caused by surface contamination,

that is error in Te measurements especially in regions of very low temperature, resulting in incorrect

identification of Vp [166].

The solution to energy smearing is to use short probes or keeping the probe aligned either with B⃗ or v⃗.

Alignment with velocity is not desirable since it enhances the ion end effect [166], which makes the

volt-ampere currents more difficult to interpret. However alignment with Geo-magnetic field is desirable,

which eliminates the voltage induced in the probe.

If the spacecraft is not able to align itself with the Geo-magnetic field, then a short probe is recommended

[166], where it was noted a maximum voltage induced smearing of 15mV which corresponds to 1kTe

at 150K. Thus use of short probe essentially removed the low temperature limit although it may have

enhanced the errors in the Ne measurements.

E.2.3.4 Electronics

The electronics of the probe is required to apply the desired range of voltage to the probe, and to measure

the resulting currents. If the full range of Ne (5 or 6 orders of magnitude) is to be measured then the

electro meter should have a wide dynamic range. Te typically varies by a factor of 30 from about 300

K in the E-region to greater than 10,000 K in the upper F-region at high latitudes. A single sweep

amplitude is not adequate in such missions. If the sweep amplitude is kept high enough to reach full

ion saturation at high Te the retarding region will be crossed too quickly at low Te to be followed by the

electro meter or to be resolved at realistic telemetry sampling rates.
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An adaptive circuitry is therefore suggested, which sets the electro meter gain and sweep amplitude so

as to focus on the portion of the volt-ampere curve actually used to determine Ne,Ni and Te.

The adaptive circuitry adjusts the electro meter gain using the ion current level observed at the beginning

of each sweep. The gain is locked and a voltage sweep is initiated to generate a volt-ampere curve. Level

detectors and time counters examine the retarding region to obtain an approximate value of kTe for use

in setting up the amplitude and start voltage to be used on the following sweep. The sweep amplitude

ranges from about 300mV to 10V, corresponding to Te variation from 300K to 10,000K.

The following pertinent questions affect the design of electronics to be used by the probe;

• What ranges of Ne and Te are likely to be encounter in the selected orbit and at the level of solar
activity expected during the mission?

• Does the mission science require the full range of Ne and Te to be measured or is it possible to focus
on narrower ranges of altitude latitude or local time?

• Is the spacecraft spin-stabilised or 3-axis stabilised?
• What sweep repetition rate is consistent with the spacecraft spin rate, the desired spatial resolution

and the available telemetry rate?
• How many sensors are to be operated wand where they should be mounted to avoid or minimise

spacecraft wake and sheath?
• Should each probe system be fully redundant to permit simulations measurements or can be probes

time-share one electro meter and sweep generator?
• Is the available data rate adequate to permit the volt-ampere curves themselves to be recovered or will

some form of electronic in flight processing be requires to obtain the desired spatial resolution along
the orbit?

• Is in flight cleaning of the collectors likely to be required?
• Will the proposed spacecraft provide normal Vs or will design changes be required?

E.2.3.5 Spacecraft Design Factors

Since the LP sweep voltage is applied with respect to the spacecraft potential reference, the spacecraft

design must be examined to identify if it includes any features that might affect Vs which should remain

stable and low. Historically the most common spacecraft potential problems are caused by

• exposed metal connecting tabs on the solar arrays and
• insufficient external conducting area to return the LP current to the ionosphere without causing

excessive changes in Vs.

It is essential that the net current to the spacecraft-probe system be zero, increases in Ie to the probes

must be offset by identical reductions in Ie flowing to the spacecraft. The spacecraft design should

support such changes in electron current without significant change to Vs.
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To achieve a stable Vs requires an external conducting area that is several hundred times larger than the

combined probe and guard areas. This conducting area must not be in the wake of the satellite because

neither the ions nor the electrons have access to those surfaces. Although for typical space missions, the

external area is typically more than 10,000 times than that of a LP, most of this area is non-conducting.

Bare metal surfaces tend to have absorbtivity and emissivity coefficients that conflict with spacecraft

thermal design requirement. This conflict can be resolved by painting some of the exposed surfaces with

conductive thermal paint, or by adding conductive surfaces elsewhere.

It may be necessary to accept the smaller area ratio if an adequate area ratio is not achievable. In this

situation, one must avoid using LPs in the the electron saturation regions where they collect the largest

current. In this case Te and Ni measurements are only possible. This approach has been employed on

AE missions to reduce possible interference with the retarding potential analysers and the ion mass

spectrometers.

It has been observed that cases of unusually high Vs have all been traced to the use of negative grounded

solar arrays which interconnecting metal tabs were exposed to plasma. These tabs have voltages ranging

from 0 to +40V with respect to spacecraft, so they act as small Langmuir probes that collectively attempt

to draw a larger electron current than the rest of the spacecraft is able to return to the ionosphere. To

maintain a net zero current, Vs shifts sufficiently negative to drop the array electron current to sustainable

levels. Such high negative potential (0 - 40V) usually preclude the Te and Ne measurements, since the

available range of Va is insufficient to drive the probe out of ions saturation. This problem is limited to

the parts of the orbit where the spacecraft is sunlit.

Two solutions have been found successful. The first involves grounding the positive end of the solar

array thus exposing only negative potentials to the plasma. While the array draws an enhanced ion

current, this current is easily balanced by a slight decrease in Vs to draw the required additional electron

current to spacecraft. This technique has been used on Explorer 22, 23, Tiros, AE, and DE spacecraft,

and they experienced normal ranges of Vs [166]. The missions which had positive arrays, the problem

had been solved by painting the solar cell tabs with silicon rubber to keep them from drawing electrons

from the plasma. which proved to be a simple effective and low cost fix.

E.2.4 Probe Electronics

The voltage sweep generator is evaluated first. There are two options for its implementation. It requires

an oscillator which controls the sweep frequency. Since variable sweep rates are desired, therefore a

programmable sweep generator is evaluated. There are two options, an electrical hard-wired circuit, or

a programmable micro-controller based oscillator. The micro-controller provides configurable sweep

generation, much easier than the designed circuit.
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The sweep functionality is programmed in a low power consuming micro-controller, which generates a

digital waveform, which is converted to analog using digital to analog converter (DAC). This allows

a precise control on the waveform to control the sweep rate. Apart from the passive components the

processor and the DAC are major power consuming components. There is a wide range of micro-

controllers and DAC available in the market. It is out of the scope of this thesis to conduct a detailed

survey of the components, a quick search online can reveal the low power consuming MSP430 series

from Texas Instruments, and PIC micro-controllers from Microchip.

An additional digital to analog converter (DAC) is used to generate the voltage sweep. A typical DAC

consumes about 1.65 mW (based on AD5337 from Analog Devices), 8 bit 5.5V operations. An analog

to digital (ADC) converter is also required, but 12 bit ADC is generally available on the micro-controller,

which can be used instead of a separate component.

The only part missing is the analog electro-meter, which is essentially a charge sense amplifier. It is not

a major current consuming component. However, its output must be converted to digital bits, which

requires analog to digital converter (ADC). We opt to use the built-in ADC of micro-controller.

Another requirement is a dual polarity voltage source. If the main supply for spacecraft is unipolar

(generates only +V volts), then we have to set up a dc-dc converter, which could provide -V from a +V

supply. Commercially available converters (MURATA DC-DC converters) consume 0.7 W + 0.02 W,

which is a a considerable power. In order to save this extra consumption of power, we propose the use of

dual polarity electrical power supply system for the spacecraft.

A quick survey of the components required to build a voltage sweep generator, and a current sensor, with

digital interface, would end up consuming at-least 3 Watts, requiring at least ±7 V. It is recommended to

decontaminate the probe, by applying high voltages so that accumulated charges on the surface disperse.

It is a necessary step to keep the measurements as accurate as possible. For details of the implementation

issues, see Appendix A higher power would be consumed when high potential cleansing process is

implemented.

E.2.5 Estimates of generated Data

The probe is used in a symmetric sweep mode i.e. applied voltage is varied from a -V to a positive V

value with in a time span. Typical value of V is between ±7 Volts. The sweep duration can vary between

time spans, assuming to be 500, 1000, 2000 ms*.

A typical measurement from the probe would be a sample of current at the applied voltage, as the voltage

sweeps from a -V to +V voltage say ±7 V. For the complete sweep, say 1000 discrete points between -V

*These assumptions are for preliminary analysis of the budgetary requirements of data, which might vary from the actual
implementation.
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and +v are measured. The voltage and current at each point is represented by 12 bits, which means, one

sweep generates, 12×2×1000 = 24000 bits. Lets consider that the next measurement is carried out

after a second has elapsed. The time it takes a measurement to take is about 1 second average. Then

every other second 24000 bits are being generated.

Furthermore, we would require a time stamp and the current magnetic field vector, say each being 12 bit

and taken at the end of sweep. So the cumulative data comprises of sweep data, magnetic field vector,

spin rate, time stamp, and orbit number which amounts to roughly (24x1000)+(12x3)+ 32 + 64 + 64

= 24196 bits. Add 5% overhead, 25405 bits of data per measurement are generates. This shows an

estimate of data being generated per second.

With the measurement taken every minute over the orbit assuming an orbit period of say 100 min would

yield a total of 2540500 bits. This means a data rate of 256 kbps is required to transfer the data on a link.

The link should remain operational for at least one second for the data to pass on. However, there are

further overheads involved in establishing the link, which is the responsibility of the data link layer.

Now consider that the link is available only for 1 second, then there is a chance of not being able to

transfer the data as the link drops for some unknown reason. For the re-establishment of a successful

link, there is going to be a handshaking procedure, in which a request is sent, an acknowledgement

received, then the data is sent in the form of packets. These are intricacies of the data link layer protocol,

which we are not considering for the moment. What we want to highlight is the fact that link needs a

minimal time to complete transaction of the data which is called the link window, after which the link

is not available for data transfers. Therefore a higher data rate than the data rate of instrument needs to

be incorporated.

Now consider the deployment of say 10 sensor satellites, each generating the data as calculated in the

previous paragraphs. Each sensor would send its data to its nearest satellite to be forwarded to the one

which is to communicate with the micro-satellite acting as the relay satellite. Therefore, by the time

the data is accumulated to the one satellite say after 10 hops, the data would be 10 times more at the

end satellite. Taking the previous value of 25405 bits, would become 254050 bits. This shows a link 10

times faster than a single link is required, for the same available time, to pass the accumulated data.

E.2.6 Evaluating memory requirements to save data

For some unknown reason, the inter-satellite link is not available for say 30 orbits, then the data

accumulated would have to be saved in to a memory. The memory capacity is limited. Any new data

would require a space in the memory. There are two options, either discard the newer data, or discard

the oldest data. In either case, a loss of data is inevitable. The memory is to be designed to keep at least

the necessary data for say 10 orbits. In the case of FLASH type memory, one part of the memory has

to be flushed, constantly, then double memory modules are used, including a memory handler. This
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discussion of selection of memory, and its intricate details are just highlighted indicative of one of the

design factor in on-board data handler. Interested readers are suggested excellent books on spacecraft

system design such as [125, 71]*.

The small discussion highlights that there are many design factors which actually determine the final

link data rates. A compromise is always required to minimise the precision or accuracy of the converted

measurements in digital form. The decision is with the science team, based on the available spacecraft

resources.

In our mission, since multiple sensor satellites are being sent, therefore, moderate accuracy and precision

is used. The final data rate is a compromise between the instrument measurement precision and accuracy,

on-board memory capacities, and communications link rate. Therefore it is an iterative process, which

cannot be finalised in one section or under a single scenario.

However, it does indicate, that high data rates in hundreds of kbps are required from the ISL. Therefore

the modem should be able to support single burst like communications links, sending as much as data in

one link as possible.

E.3 Magnetometer and Space Plasma Measurements

The accurate in situ measurement of the magnetic field is of fundamental importance to all Space Physics

(Plasma) missions. Space plasma is always threaded by magnetic field lines, which provide the basic

structural organization in different plasma regimes. The properties of plasma such as its temperature

depends on the direction of magnetic field when the measurement is made. Generally the temperature

measured perpendicular to magnetic field is different from when taken parallel, due to the random

velocity distributions of ions. Energetic particles are guided by the magnetic fields, and it is often

possible to describe the directional energetic flux intensity in the form of pitch angle distributions that

are rotationally symmetric around the local magnetic field.

The magnetic field B being a vector requires measurements of its three components namely Bx,By,Bz,

in a specified Cartesian coordinate system. Two main types of magneto-meters in use are the tri-axial

flux-gate magnetometer (FGM) and the vector helium magnetometer. The detailed characteristics of

both the magneto-meters is given in [161].

The performance of the magneto-meters is measured by their sensitivity (the smallest magnetic field that

they can measure), that is related to their noise levels; measurement range and their frequency response.

Magneto-meters used in all space missions have in general a noise level of <10 pT in the frequency

range of 0.01-1 Hz. It is also possible to achieve accuracies better than 0.1 nT within a frequency range

from DC to 10Hz.In and around the magnetosphere, the magnetic fields to be measured range from a

*An additional resource is the CubeSat community.
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few nT to a few thousand nT * However, in interplanetary space, the magnetic field away from the Sun

is less than 1 nT.

The dynamic range of the meter is the ratio of the maximum field to be measured to the resolution of the

instrument, is usually dependent on the electronics and the analogue-to-digital converters (ADC).

Every magnetometer has a slight offset in its measurement, which means that the three magnetic sensors

are not exactly zero in a zero field. These offsets are measured normally determined on ground and have

typical values of 0.5-5nT. These offset are not constant, and in flight means of determining these offset

is a must.

On a spinning spacecraft the offset can be easily determined, since the magnetic field measured

perpendicular to the spin axis, must average out to be zero over one spin period. Provided the magnetic

field is slowly varying, which is generally true at a certain altitude in most of the times in orbit. The

offset along the spin axis is more difficult to assess, however, statistical methods have been devised to

cater to this problem in inter-planetary missions [161]. Similarly offsets are difficult to determine on

3-axis stabilised spacecraft as well, again statistical properties of the plasma from long measurements is

used to determine the offset.

E.3.1 Operations of a tri-axial flux-gate magnetometer

The tri-axial FGM consists of a set of three orthogonally placed sensors, each measuring the field along

its axis, cumulatively making up the three components of magnetic field vector.

A single axis sensor consists of a magnetic core, which has a toroidal drive winding around it, and a

coil transformer surrounding the sensor core and drive winding, around which another sense winding

is placed. The two coils are orthogonal so their is no magnetic coupling in between them. Bipolar

symmetric current pulses are used in the drive winding to drive the core material deep into saturation

around the hysteresis loop at a frequency usually about fo = 15kHz. In the absence of an external

magnetic field, the symmetry of the hysteresis loop ensures there is no current in the winding. However,

in the presence of an external magnetic field, along the axis of the sense winding, the hysteresis loop is

slightly displaced, leading to a non symmetric magnetic signal which induces an alternating voltage in

the sense winding, at a frequency 2 fo. This signal of order of < 1µV , is proportional to the component

of the magnetic filed along the axis of the sense winding. It is first amplified then detected using

a synchronous detector. After some further amplification, the resultant voltage signal is fed back

through a transconductance (voltage-to-current) amplifier and the sense winding, as a feedback current

counteracting the effect of the external magnetic field. The voltage signal is fed to ADC which converts

it into digital form for further processing.

*The Earth’s magnetic field at the equator on the surface is about 30,000nT.
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Another alternative design of the meter uses the same sensors but replaces the analogue electronics with

its digital counterpart. The signal processing is performed as a software function in the digital domain.

Digital implementation has an advantage of being inherently tolerant to temperature variations. The

sense signal is immediately fed to the ADC after amplification, and the process of filtering, synchronous

detection and integration is carried out in the processor (digital controller). The feedback current is

generated and converted via a digital-to-analogue converter. The calculated value if field -proportional

to the magnetic field, and is ready for further processing.

We leave the functioning of the Vector Helium Magnetometer (VHM) which has flown on major missions

such a Pioneer10,11, ISEE-3, Ulysses, Cassini Saturn Orbiter), which is relatively larger and complex.

Its use is also restricted due to is power requirements and restricted availability *.

E.3.2 Implementation Issues

To enable measurements of considerable accuracy for weak magnetic fields, a few successive steps are

used in space science mission design.

• To ensure that the spacecraft and its subsystems and its payloads have individually low magnetic mo-
ments, by attaching small magnets to counter their fields such as valves used for attitude manoeuvres.

• To minimise the current loops generated due to power subsystem, particularly in the wiring of solar
panels.

• To place sensors on the boom to be deployed as far away from the vicinity of spacecraft as is possible
(constrained by mechanical strength and cost) about 1m to > 10m.

• For a better accuracy the residual magnetic field of the spacecraft needs to be measured , compensated,
and the residual field then be calibrated at the location of magnetometer.

E.3.3 AC Magnetic field measurements

The AC magnetic fields are measured using magnetic antennas, which are essentially of two types typi-

cally used on board missions (a) the magnetic loop antenna [161], and (b) the search coil magnetometer

. In both cases the time dependent magnetic field vector B(t) is detected through the application of

Faraday’s law, by measuring the voltage induced in a sensing loop or coil, as a function of frequency by

the variation of the magnetic flux Φ = NA(B ·n. Where N is the number of turns in the sensing coil, A

is the area of sensing loop , while n being the unit normal to the area. The time rate of change of the

component of the magnetic field vector parallel to unit vector is thus obtained from the voltage induced

in the coil. This means that if all three components of the derivative of B are to be measured, then in

principle, three simultaneous measurements along three orthogonal directions are needed.

*JPL science team developed and designed the instrument, and have the only access to use it.
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CUBESAT COMMERCIAL BUS SYSTEM

The commercially available bus systems after a quick search online, are listed in the Figure F.1 & F.2.

The main on board computer, electrical power system, and the ground link are the essential systems. A

separate beacon signal generator is placed from experience, to maintain redundancy if for some reason

there is a failure of main communications systems which generally is a case. Beacon signal generator is

directly powered from the solar panels, so that even an issue with the electrical power system could be

bypassed.

Attitude determination and control system is required to maintain a spin stabilised satellite, so that

Langmuir Probe and magneto meter could carry out their measurements as discussed in section E.2.3.5.

An angular rate of 5 to 10 revolution per minute would suffice.
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Fig. F.1 A sample of available COTS for IMM Bus. Beacon signal generator using rfPIC a Micro-controller with
integrated RF transceiver. A solution for attitude determination and control system for CubeSat.
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Fig. F.2 Example components after market survey of COTS for IMM BUS, including the ground link, electrical
power system with batteries and on board data handling.
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