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Abstract

Autonomous air vehicles that are efficient and robust require reliable control
systems that enable them fly a mission. Modern flight controllers such as the
linear quadratic regulators provide optimal solutions for obtaining control gains,
however this approach requires the selection of weighting matrices which of-
ten entail time consuming trial and error process. A multi-objective particle
swarm optimization scheme is developed to select weighted matrices based on
the output performance specification. Simulation results of the application of
this method for an UAV lateral-axis model provided an output response that was
within the specification limits. Furthermore the rapid design and development
of the autonomous air vehicle requires a fairly accurate simulation model which
in this case for the first time was obtained for the GULMA air vehicle using the
Athena Vortex Lattice method that gives aerodynamic coefficients and stabil-
ity derivatives as well as a linear model. Model-based controller synthesization
was conducted using this linear model to test for robust stability and perfor-
mance within specified percentage of uncertainty. The results were within stable
margins for µ high order controllers. Finally a guidance system based on the
Lyapunov Vector Field was applied to the airborne test platform for tracking of
straight line and circular paths in the presence of wind disturbance. The simu-
lated results provided satisfactory results that would be considered for real-time
flight tests.
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Chapter 1

Introduction

1.1 Background of the study

Unmanned Aerial Vehicles continue to increasingly attract interest all over the

World. This is due to its relevance to military and civilian applications; such

as reconnaissance, aerial intelligence gathering, agriculture as well as being re-

ferred to dull, dirty and dangerous concept of UAV operations. Hence the de-

mand for these platforms to be operational in various environment off-set the

need for improved robustness and performance qualities. Described in [32], an

UAV flight control performance and robust qualities could be improved with

minimal degradation to system stability. So, the general view of the inner-loop

controller for an UAV provides the necessary stability analysis of the attitude

rates and ensures improved outer-loop controller performance. To further en-

hance this performance, optimization algorithms have also been developed for

tuning of the system control gains as detailed in [50] [10]. This then indicates the

need for inclusion of artificial intelligence to control system design. Examples of

some optimization algorithms used are particle-swarm, genetic, differential evo-

lution, and multi-objective evolutionary [64] [33] [46] [81]. In this thesis therefore

we shall develop a robust multi-objective PSO algorithm that is demonstrated

1



Chapter 1 1.2. Nigerian Air Force Research and Development Centre

for optimized tuning and selection of weighting matrices used to obtain control

gains of a lateral-directional inner-loop flight controller. The UAV (nick named

’GULMA’), is a H-tail fixed-wing type that was designed and developed by the

Nigerian Air Force for ISR applications; currently suited for the north-eastern

region of Nigeria. A simulation model (test platform) for the UAV is developed

using the AVL software by [1], which enabled the prediction of the aerodynamic

stability derivatives and the conduct of an eigenmode analysis to obtain a full

linear model of the aircraft. A non-linear model, for the first time, for GULMA

UAV was then further developed using the results from AVL by modifying an ex-

isting UAV flight test platform from the University of Minnesota [4]. This study

is therefore limited to the application of a multi-objective PSO algorithm to a

Matlab/Simulink linearized model of the UAV and demonstration of model’s ro-

bust and performance stability using model-based controller synthesis. We shall

further examine the development of a flight guidance system within the context

of analysis of the existing LGVF method for guiding a non-linear airborne test

platform to follow pre-set paths as described in [5]. Hence this would give a

base-line approach for how we would conduct a flight guidance experiment test

using an autopilot hardware such as the arduino autopilot for the GULMA UAV.

1.2 Nigerian Air Force Research and Develop-

ment Centre

In line with best practices associated with aerospace industries, the GULMA

UAV project was divided into structures, systems and avionics teams. Other re-

search areas explored were in computational fluid dynamics and flight dynamics

which were incorporated to provide appropriate design validation roles. Note-

worthy, the majority of the GULMA UAV project team had previously been

involved in the development of the AMEBO UAV, a joint project between the

2
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NAF and Cranfield University.

Avionics are electronic systems used on aircraft, artificial satellites and space-

craft that essentially provide some form of awareness to effectively pilot the air

vehicle [77]. Avionics systems also include communications, navigation, display

and flight management of systems. The scope of the GULMA UAV avionics de-

sign included capabilities such as flight control, communication, autopilot, video

and data telemetry and an integrated ground control system. The avionics sys-

tem design was guided by requirements obtained from Certification Standards

for Very Light Aircraft [17] and NAF requirements for autonomous flight and ex-

tended range for video and telemetry data acquisition. To achieve this a V-model

development [54] diagram described in Figure 1.1 was implemented.

Figure 1.1: Project Development V-model.

The V-model consists of two main branches; the descending branch and the

ascending branch. The descending branch is concerned with the collection of

the requirements (from top to the single sub-system) while the ascending branch

contains phases of integration in which the individual components are interface

3
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together, and phases of validation to verify the overall system meets all the

requirements defined in the descending branch. Implemented activities done

included requirements capture, overall system and sub-systems block diagram

design through to system integration and testing. The overall system block

diagram is shown in Figure 1.2.
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RC RECEIVER
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TX

GPS ANT

PWR 
DISTRIBUTION

FWD 
CAM

MAIN 
CAM

L/Aileron servo

R-Rudder servo

L/Rudder servo

Throttle servo

Elevator servo

R-Aileron servo

Nose wheel

STROBE 

LDG

R-TAIL

L-TAIL

R-NAV

L-NAV
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+ -

+

12V BALLISTIC 
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-

+
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S3

S2
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RELAYREL5B
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MAIN CAMERA CONTROL
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REL5B

REL4B

REL3B

REL8B

 

Figure 1.2: GULMA UAV on board system block diagram.

The conceptual diagram for the MP2128LRC micropilot autopilot provided

the basis for the final integration design of the on-board avionics system as in [9].

Furthermore, additional COTS sub-components for this autopilot included: the

lighting system, distribution box, video transmitter, forward looking camera and

main camera(M1-D). Consequently, due to high costs of obtaining the autopilot

system (usually, > 25, 000.00 US Dollars), there was a need to rapidly design

and develop a full or semi autonomous micro-controller which would effectively

reduce overhead costs required to obtain an international licence as well as other

4
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logistics items. This would entail first, developing a simulation model of the air

vehicle to effect the design and analysis of a test-bench FCS for flight test and

secondly, conduct the optimization of performance objectives.

1.2.1 Objectives

• Modelling and analysis for a fixed wing UAV simulation model using AVL

and Matlab/Simulink software.

• Design and assessment of GULMA UAV lateral directional-axis LQR con-

troller using a multi-objective particle swarm optimization algorithm as

well as robust and performance analysis using H∞ and µ controller syn-

thesis.

• Design and application of a PID-based non-linear LGVF system to a fixed-

wing UAV simulation model.

1.2.2 Aim

The aim of this thesis project is to assess the Nigerian Air Force UAV with a

view to producing an airborne simulation test bench for designing and developing

future UAV flight control and guidance systems.

1.3 Research Contributions

• Decentralised anti-windup design approaches with application to Quadro-

tor UAVs, Poster presentation for control and optimisation UK, St. John’s

College, Oxford, Ofodile, Nkemdilim A and Turner, Matthew C and Chol-

lom, Teng D, September 2015.

• Application techniques of multi-objective particle swarm optimization: Air-

craft flight control, UKACC 11th International Conference 1-6 pages IEEE,

5
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Chollom, Teng D and Ofodile, Nkemdilim A and Ubadike, Osichinaka C,

August 2016.

• LQR Controller Design with Antiwindup Compensation for Quadrotor

Attitude Control, IET Control Theory and Applications ICA-219-2019,

Matthew C. Turner, Paul Jemitola, Teng Chollom, Nkemdilim Ofodile,

submitted 2019 awaiting acceptance.

1.4 Organisation of Thesis

The thesis is organised as follows:

Chapter 2 is comprised of a literature review on the AVL modelling framework

that was developed and implemented to enhance modelling of the GULMA UAV.

A step by step description of the framework ensured that a relatively accurate

model of the GULMA UAV was achieved as well as obtaining the linear model

which was compared to the model from Matlab environment. A review of existing

literature on particle swarm optimization algorithm was also conducted to relate

this technique with a developed MOPSO algorithm.

In Chapter 3, the non linear models used for simulation and subsequent

control design and synthesis are described with respect to AVL and Matlab 6-

DOF prediction and modelling techniques. A comparison of the two models -

GULMA and Ultra stick UAV was also done to emphasize their difference in

configuration geometry and weight. A description of the developed non linear

model in terms of aerodynamic coefficients, inertia model and propulsion model

is annexed in Appendix B.

Chapter 4 we analyse the longitudinal and lateral-axis models. Subsequently,

a longitudinal controller using the LQG/LQR method was design and demon-

strated through simulation and analysis. Furthermore a description of the ap-

plication techniques of a multi-objective PSO algorithm for a fixed-wing UAV
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lateral-axis model is examined via simulation and analysis as well.

Chapter 5 describes the design of a guidance system for a non-linear UAV

model. We describe the lateral and longitudinal guidance strategy using the

LGVF technique. This technique is applied and demonstrated using the Ultra

stick airborne simulation UAV model in the presence wind disturbance. We also

describe the Kalman state estimator used for estimating the UAV states.

Finally in Chapter 6, the thesis concludes with discussions on simulation

results obtained and future work in the area of application of UAV guidance

systems on the GULMA UAV.
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Chapter 2

Literature overview

2.1 Overview

Research and Development of various UAV all over the World continues to gain

momentum as applications of these vehicles vary rapidly over the years. These

applications range from individual (social needs) to civilian (government) and

military uses as described in [84] [2] [63]. Military applications vary from tac-

tical to strategic missions which includes: combat, close air support, rescue,

reconnaissance for intelligence gathering just to mention a few. All these mis-

sions require the vehicle to have robust performance throughout the its flight

phases (take-off to landing). Hence the design and development of an efficient

FCS cannot be over emphasized. Military literature and documents pertain-

ing to state-of-the-art FCS are few due to security classification placed on such

information. However, we can find well documented literature for some UAV

presently being applied for military applications in [2]. Also in [84] [14], cat-

egorization of various UAV were described as; the Long-range, Medium-range

and Close-range UAV. These various categories were generally based on their

configurations such as maximum take-off weight, wing-span, payload and so on,

as well as classification based on vehicle performance objectives which include:
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optimization of fuel cost for long-range endurance, beyond-line-of-line-of-sight

telemetry for intelligence gathering and optimized flight control during mission

phases just to mention of few [84] [19]. In the design and development of these

air vehicles, it is necessary to ensure that the FCS are reliable and possess effi-

cient performance of their flight missions. The design and application of UAV

flight controllers are heavily documented in [13] [58] [16] [5] [45]. This exhaustive

literature for FCS design and analysis are mainly based on the use PIDs due to

its great advantage in ease of implementation in most industries all over the

World. Some of the other modern flight controllers are the adaptive controllers

in [41], model predictive controllers [79], linear quadratic regulators, H∞ and µ

controllers, traditional gain-scheduling controllers [49]. The UAV designed an

developed by the Nigerian Air Force requires a design, assessment and analysis of

the on-board FCS using a simulation model (test platform) of the vehicle. This

would enable reassessment and review for the handling quality of the aircraft

with the aim of improving on the existing performance of the vehicle. Hence,

this literature survey aims to cover the research made so far towards achieving

the objectives of the project. The overview that covers the first objective is based

on the work undertaken by the UAV research team in [1], main requirements for

the developing the model will be revised. Then simulation of the model will be

conducted and include discussion with specific remarks on limitation and model

uncertainties.

Finally an in-depth look at the existing literature for the design and applica-

tion of PID and LQR controllers for fixed wing UAVs with a view to proposing

an application technique that improves flight performance during UAV flight

mission.
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2.1.1 Modelling using Athena Vortex Lattice

The Athena Vortex Lattice (AVL) method is used essentially for fast evaluation

of lifting surfaces such as wings, control surfaces and so on, that are integrated

together to form the aircraft configuration characteristics [26]. A comparison of

the lift curves slopes using lifting line theory and AVL was done in line with [55],

where it was concluded that the AVL was a significant tool for evaluation of

an aircraft configuration scheme as the the program provided the required ap-

proximations of aircraft stability derivatives which could be further validated

through wind tunnel testing or using computational fluid dynamics methods.

Furthermore AVL was implemented by [47], to provide the necessary aerody-

namic derivatives used to develop flight requirements for the blended wing body

Hyperion 2.1 green aircraft designed an developed by NASA. In previous work

undertaken by [59] [38] [75], we note that the AVL software can be interfaced

with MATLAB to develop a 6-DOF aircraft model from the aerodynamic deriva-

tives obtained from the program. To this end, the AVL software and MATLAB

was used to develop the GULMA UAV model. The modelling and simulation of

the Meridian UAV was successful with aid of advanced aircraft analysis and AVL

software described by [69]. The model enabled the project team to analyse the

sensitivity of the effect of varying some stability derivatives on aircraft dynamics

and payload operated on the aircraft. The development of the GULMA UAV

model was done using the the developed framework diagram described in Figure

2.1.

2.1.2 Optimization Algorithms

Optimization algorithms are highly used in control systems to improve perfor-

mance of systems by computing the minimum values of specified mathematical

functions [60]. Accordingly, optimization algorithms mostly evaluate trade-offs,

analyse control systems, determine patterns in data, just to mention a few [35].
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AVL Start:
-Input GULMA UAV configuration 
geometry file
-Input component masses and inertia 
file from mass & cg excel sheets
-setup and save run cases
-subdirectory includes: eigenmode 
analysis and trim calculation

Operating point 
computation:
-set level or banked 
flight constraints
-set steady pitch rate 
flight constraints

Flow calculation:
-involving operating variables:

Eigenvalue 
Analysis:
-load various trim 
setup from flow 
calculation
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and cg data
-full linear model 
generation
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Figure 2.1: Framework diagram for implementation of AVL.

In literature there exist a vast of optimization algorithms applied for various

systems as well as control systems [57]. In this thesis we shall consider the ap-

plication of a SI optimization scheme, PSO, to control a small semi-autonomous

unmanned air vehicles. The PSO would be a modified algorithm to solve a multi-

task problem while maintaining a flight performance objective. Some other opti-

mization algorithms available in literature include the evolutionary optimization

algorithm, differential evolution, particle swarm optimization, dynamic program-

ming, gradient methods just to mention a few [68] [70] [66]. According to [81],

the similarities between these algorithms are not far fetched as the differences
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are mainly the process of selection of dominated agents in the search space.

Directly related to this research as previously stated is the SI optimization

algorithm that is seldom recognised as an AI technique which is based on the

collective behaviour of self-organized systems in a somewhat distributed net-

work [21] [44] [28] [31] [31]. Generally the AI technique is made up of agents

or elements that interact with each other in a specified environment with a de-

centralized control pattern as well as having a group behaviour mostly found

in nature. We mention here some recent SI techniques which include: Particle

swarm, Ant colony, Bee colony, Wasp colony, e.t.c [20] [22].

Accordingly some on going research based on SI application includes:

• Design of cooperative control systems for small to micro UAV using swarm

techniques in [39].

• Investigating the use of swarm technology for planning space trajectories

[67].

• Swarm intelligence to control micro/nano robots for delivery, surgery, sens-

ing and detoxification of in the human body system [52].

• Load balancing of call nodes in telecommunication networks [73].

Some identified merits of SI as described in [44] are as follows:

• Scalability. Scalable control architecture could be applied to a couple of

agents or many more agents.

• Flexibility. The agents or elements can be easily added or removed with-

out directly affecting the control structure.

• Robustness. The agents are fairly easy to design, the reliance on indi-

vidual agents is small and failure of a single agent has little impact on the

overall system’s performance.

• Adaptability. The systems are able to adapt to new situations easily.
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2.1.3 Particle Swarm Optimization

Renowned scientists, Dr. Kennedy and Dr. Eberhart in [83] [15], had the idea

of simulating the social behaviour of flocking birds in search of food. Hence

the PSO was developed by them to emulate this social behaviour of which each

member (bird) in a swarm would adapt its search path by learning from its own

characteristic and other members’ characteristics. Their characteristic consisted

of member position and velocity (direction). A velocity update of PSO is given

in Equation 2.1 while for the particle position update is given in Equation 2.2.

In an inertia weighted PSO, each particles learns from the its local best (pbest)

and the global best (gbest) for all dimensions. The parameters C1 and C2 are the

acceleration constants that reflect the weighting of the stochastic acceleration

term that pull each particle toward the pbest and gbest respectively. The inertia

weight (wi) is used to facilitate both global and local search space. Large values

of wi facilitates global search while smaller values favour local search [36]. In this

study, wi was made to decrease exponentially as the generation progresses. This

approach facilitated global search within the early stage and later was favourable

to the local search as the generation comes to an end. In standard PSO, all

particles learn from its own pbest and gbest at all times and for all dimensions [30].

Thus we proposed the use of a multi-objective PSO that would constrain the

social learning process to multiple objectives [78]. The decision guiding the

choice of particle’s dimension to learn from the local best or other particles’ local

best depends on the function, Pc, called the learning probability [78]. For every

dimension (N) of a particle (i) a random number of range ([0, 1]) is generated

so that if this random number is greater than Pc, the particular dimension will

learn from its own local best. Pc is given in Equation 2.3 as described in [40]

where (S) is the number of particles (swarm size).
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V d
i = wi · V d

i + C1 · rand1di · (pdbesti −Xd
i ) + C2 · rand2di · (gdbesti −Xd

i ) (2.1)

A flow chart as shown in Figure 2.2 for the standard PSO algorithm applied

to the UAV linear model.
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Figure 2.2: Satndard PSO Flow Chart algorithm.
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In Equation 2.1, pdbesti is any particle’s personal best position selected for

initialization given as fi = [fi(1), fi(2)....fi(N)] defined the path the particle’s

best should follow. Also, randdi is a normal distribution random number in the

range [0, 1], and each particle dimension (d) has its own randdi . X is referred to

particles position (potential solutions) while C is the acceleration pull from the

particle centre of gravity.

Xd
i = Xd

i + V d
i (2.2)

Pci = 0.005 + 0.45
e

10(i− 1)

S − 1 − 1

e10 − 1
(2.3)

Two main points shall be considered when developing the multi-objective

optimization which are described in [44]; how to select particles (to be used as

leaders) in order to give preference to diverging solutions over those that are

converging; how to retain the these solutions found during the search process in

order to report solutions that are converging with respect to all initial popula-

tions and not only with respect to the current one, and how to maintain diversity

in the swarm in order to avoid convergence to a single solution [39].

2.2 Flight Control Systems

The state of the art flight control system provides a basis for improving the au-

tonomy level of UAV [18]. There are different control frameworks and algorithms

which have been developed for pilot-commanded and pilot-less aircraft. Some of

the traditional and more recent methods include: learning-based flight control,

linear flight control and model-based non-linear control techniques. An overview

of these various techniques are discussed.
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2.2.1 Learning-based controllers

Some of the learning-based controllers consist of the following: fuzzy logic,

human-based learning and neural networks. Fuzzy logic was developed by [86].

This technique involved the interpreting data and knowledge used by pilots into

the rules used by a fuzzy control system. These control rules were generated au-

tomatically from training data using a model free methodology. Human-based

learning involved extracting or modelling input sequences and feedback of the

pilot during flight mission execution. This led to the development and imple-

mentation of an intuitive control approach for designing autonomous systems

as described in [72]. Artificial Neural Networks is also a learning based control

technique that is used to identify some model uncertainties and is combined

with standard control techniques. [11] and Roberts described an ANN controller

was developed for helicopter hovering mission. It uses direct mapping of inertial

data to actuator control via a feed-forward network using the back-propagation

training regime. Partial hovering for several seconds has been achieved with a

small UAV helicopter.

2.2.2 Linear Flight Controllers

Linear flight controllers usually includes: PIDs, LQR, H∞, that have been used

to achieve autonomous flight missions [71]. Controllers such as PID are con-

stantly being used in the industry as its simple and cost effective to implement.

Traditionally, PID are implemented as successive loop framework where inner

loops provide the stabilization of aircraft attitude while outer loops guarantee

aircraft motion by decoupling the PID controller into longitudinal and lateral

axis frames [17]. The LQR scheme already discussed in this thesis is a popular

optimal control method that has been successfully applied to control several fixed

wing UAV configurations. The implementation of the LQR control method us-

ing the particle swarm optimization algorithm to implicitly select the stabilizing
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matrices for computation of the control gains [13]. The H∞ control approach is

mainly implemented in cases that involve robust control design to guarantee air-

craft stability for various parametric uncertainties and modelling errors. Other

linear flight controllers also include the traditional gain scheduling and control

selection techniques which is a collection of simplified linear models based on

varying flight parameters.

2.2.3 Model-based Non-linear controllers

Linear controllers are limited to control aircraft with non-linear dynamics as-

sociated varying parameters, weather conditions, model uncertainties and so

on. Hence the development of non-linear flight controllers to overcome such

non-linearities. It involves non-linear state variable transformations to linear

co-ordinate systems to enable the use of linear methods to control the system.

Model-based non-linear methods include: Lyapunov based control, dynamic in-

version (feedback linearisation), adaptive control, back-stepping, model predic-

tive control, nested saturation, and so on. An overview of the Lyapunov based

control method is described as follows:

The Lyapunov based control method is selected for this research as it gives

the solution to guarantee the stability or convergence of the dynamic motion to

its origin. This method is described according to the Lyapunov stability theorem.

Firstly we consider the following definitions.

In a state-feedback framework it is already established that the control input

(u) is often a function of the states (x). Hence, for stability analysis, it is

sufficient to consider the following definitions and theorems for an autonomous

system:

ẋ(t) = f(x(t)) (2.4)

Definition according to Lyapunov, Equation 2.4 is said to be stable if for
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every ε ≥ 0, there exist a σ ≥ 0 such that ‖x(0)‖ 6 σ then ‖x(t)‖ 6 ε

Definition The origin of a dynamical system of 2.4 is said to be asymptoti-

cally stable if it is Lyapunov stable and ‖x(t)‖ 6 σ then limt→∞x(t) = 0

Definition The origin of a dynamical system of 2.4 is said to be stable if

it there exist positive constants a0 and b0 such that the solution x(t) satisfies

‖x(t)‖ 6 a0‖x(0)‖e−b0t

Theorem 1 Consider the autonomous system of Equation 2.4, with a critical

point at the origin. If there exists a function Φ(x) that is

• continuous and has continuous partial derivatives;

• Φ(x) is positive definite about the origin; Then if

Φ

δt
(x) :=

Φ

δx1

x1

δt
+

Φ

δx2

x2

δt
+ ...+

Φ

δxn

xn
δt

= OΦ.F (x) (2.5)

is negative semi-definite about the origin, the origin is a stable critical point

for (2.4). If,
Φ

δt
(x) < 0;∀ x within a small ball about the origin, then the

origin is an asymptotically stable critical point for 2.4.

A consequence of Theorem 1 is

Corollary 1.1 [6] For a system having a state vector x, consider the function
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V (x) : <n → < such that

V (x) ≥ 0 (positive definite)

V (x) = 0 for x = 0

V̇ (x) ≤ 0 (negative definite)

V̇ (x) = 0 for x = 0

Hence defining this function, then x goes to zero asymptotically and the system

is stable.

Therefore using this theorem we design the guidance model for the GULMA

UAV for the first time and consequently adopt the design for subsequent series

of the UAV. The existing algorithms are robust to initial and final conditions,

computationally fast, no restrictions are imposed on the magnitude of UAV

thrust and effective in a UAV dynamic models [37].
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Chapter 3

UAV Models

3.1 UAV Simulation Platform

In this Chapter we shall introduce two UAV models that were used in this project

- the Ultra stick and GULMA; as well as point out some of the major features

of theses air vehicles. A detailed documentation of the Ultra stick UAV model-

based design and development can be found in the theses by Yew Chai Paw [65]

and Andrei Dorobantu [23] while for the GULMA UAV can be found in NAF

UAV Technical report [1] and [13] by GULMA UAV program team.

3.1.1 Ultra stick UAV

This is a micro UAV that was developed by the University of Minnesota UAV

program team, for model-based flight research [62]. This airborne test platform

is capable of supporting research in areas of advance guidance, navigation and

control as well as fault tolerant identification and isolation [25]. It is important

to note that the ultra stick UAV has been tunnel tested.

The vehicle comprises of a standard fixed-wing airframe with ailerons, rudder,

elevator and flap control surfaces. These control surfaces are actuated using

electric servos with a maximum deflection of 25◦. An electric powered motor
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is used for the propulsion system that drives a fixed-pitch propeller. Shown in

Figure 3.1 is a pictorial view of the airframe by Andrei Dorobantu [24].

Figure 3.1: Picture of the Ultra stick UAV adapted from [24].

3.1.2 GULMA UAV

The GULMA UAV was designed and developed by the Nigerian Air Force UAV

program for military applications such as intelligence gathering, surveillance and

reconnaissance (ISR) [1].

Figure 3.2: Picture of the NAF GULMA UAV.
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The NAF GULMA UAV shown in Figure 3.2 was manufactured based on ad-

vanced engineering design geared towards objectives such as weight management,

autonomous flight for beyond line-of-sight, real time video and telemetry data

streaming. Some of the specific design objectives of the design team includes [1]:

1. General structure and aerodynamics requirements:

• Composite structure for airframe

• Payload of 10 kg with gross take-off weight of 40− 50 kg

• Fixed tricycle landing gear configuration

• Internal fuel tank and equipment

• Conventional high wing configuration for stability

2. General flight requirements:

• Take-off and landing on paved ground

• Cruise speed of 40− 50 m/s

3. General propulsion requirements:

• High performance internal combustion engine specification

• Propeller driven with minimum diameter and high efficiency during

cruise

• High engine efficiency

• High power to weight ratio

3.2 Non-linear Model

We shall describe methods selected for modelling of the GULMA UAV simula-

tion model. These methods include the use of the conventional Matlab/Simulink

6-DOF aerodynamic toolbox and AVL modelling and aerodynamic analysis soft-

ware.

22



Chapter 3 3.2. Non-linear Model
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Figure 3.3: Diagram of the conventional fixed-wing non-linear model.

3.2.1 Flight Dynamic Modelling

The standard dynamic Equation of Motions (EOM) of the fixed-wing air vehi-

cle is assumed for a rigid body of a given mass and moments of inertia. The

forces and moments acting on the vehicle and causing translational and angu-

lar accelerations are of aerodynamic, propulsive and gravitational magnitudes.

The aerodynamic forces mostly depend upon the external shape of the vehicle

and different flight variables like dynamic pressure, angle of attack (α), angle

of side-slip (β), vehicle’s angular velocities and the control surface deflections,

mass of aircraft (m) etc [16]. Hence, implementation was done using 6-degrees-

of-freedom, fixed mass, flat non-rotating earth, rigid body EOM for simulation

and modelling of the air vehicle dynamics. These EOM have been heavily doc-

umented in various modelling, simulation and experimental projects [16]. The

derived equations for the UAV of mass(m) and thrust force (T ) are described as

follows:
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Figure 3.4: Diagram showing forces and moments acting on UAV.

Force equations:

u̇ = (rv − qw) +
X

m
− g sin θ +

T

m
(3.1)

v̇ = (pw − ru) +
Y

m
+ g cos θ sinφ (3.2)

ẇ = (qu− pv) +
Z

m
+ g cos θ cosφ (3.3)

Moment Equations:

ṗ =
Ixz
Ix
r − qr (Iz − Iy)

Iz
+ qp

Ixz
Ix

+
L

Ix
(3.4)

q̇ = pr
Ixz
Ix
− (p2 − r2)

(Ixz)

Iy
+
M

Iy
(3.5)

ṙ =
Ixz
Iz
ṗ− pq (Iy − Iz)

Iz
− qrIxz

Iz
+
N

Iz
(3.6)

Kinematic equations:

φ̇ = p+ tan θ (q sinφ+ rcosφ) (3.7)

θ̇ = q cosφ− rsinφ (3.8)

ψ̇ = sec θ (q sinφ+ rcosφ) (3.9)
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These equations are a concise representation of a full aerodynamic model.

The full non linear dynamics and identification were obtained from [61]. Stan-

dard nomenclature used for the states are: x-y-z body axis velocities in m/s

(u,w, v), angular rates in rad/s (p, q, r), a standard 3 − 2 − 1 ordered rotation

sequence of Euler angles in rad (φ, θ, ψ) as well as the aerodynamic forces and

moments which are denoted as X, Y, Z and L,M,N respectively. The product

of inertia are Ix, Iy, Iz in Kgm2 and along the x− z axis is Ixz assuming a sym-

metric model structure. The aerodynamic force have the following relationships

in terms of air speed velocity, Va, dynamic pressure d̄ and aerodynamic force

coefficients:

X = d̄SCx (3.10)

Y = d̄SCy (3.11)

Z = d̄SCz (3.12)

where the aerodynamic force coefficients, (Cx, Cy, Cz), and non-dimensional

lift (cl) and drag (cd) coefficients are given as:

Cx = cl sinα− cd cosα (3.13)

Cz = −cd sinα− cl cosα (3.14)

Cy = cyββ + cyδr δr + b/2Vs(cypp+ cyrr) (3.15)

cl = cl0 + clαα + clδeδe + c/2Va(clαα̇ + clqq) (3.16)

cd = cd0 + cdδeδe + cdδr δr + (cl − clmin)/πe (3.17)

The non-dimensional coefficients (Cl, Cm, Cn) that form the moment equa-
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tions are also given as:

L = d̄SbCl (3.18)

M = d̄SbCm (3.19)

N = d̄SbCn (3.20)

Cl = Clββ + Clδaδa + Clδr δr + b/2Vs(Clpp+ Clrr) (3.21)

Cm = Cm0 + Cmαα + Cmδeδe + c/2Vs(Cmαα̇ + Cmqq) (3.22)

Cn = Cnββ + Cnδaδa + Cnδr δr + b/2Vs(Cnpp+ Cnrr) (3.23)

where c, b and S is mean chord length, air vehicle wing span and wing area

respectively.

3.2.2 Calculation of Aerodynamic Coefficients

The wind tunnel testing method was used for estimating the aerodynamic coef-

ficients of the Ultra stick UAV [25]; while we use the AVL method for computa-

tion and estimation of aerodynamic coefficients for GULMA UAV as well as its

corresponding stability derivatives. This method requires specification of perfor-

mance details of the aircraft, aerodynamic analysis, weight distribution matrix

and trim analysis for successful computation. Furthermore, in this method the

lifting surfaces are specified in terms of horse-shoe vortices in both span-wise

and chord-wise directions. The aircraft geometrical configuration and mass are

also required for numerical calculation of the stability derivatives. The software

calculates induced drag prediction, hence drag computation was done numeri-

cally using first principles as in Equation 3.17 [80] in addition to induced drag

obtained from AVL, however important to note that using XFOIL software it is
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also possible to obtain initial estimate of parasitic drag. A detailed description

is detailed in Appendix A. Results for the aerodynamic coefficients in radians

from the AVL software are specified in Table 3.1.

Table 3.1: Aerodynamic Coefficients.

cl0 = 0.194 clα = 6.2821 clδe = 0.097
clα = 0.021 clp = −14.2618 clmin = 0.23
cd0 = 0.0345 cδe = 0.017 cδr = 0.0153
cyβ = −0.4691 cyδr = 0.1913 cyp = −0.1092
cyr = 0.2646 clβ = −0.0545 clδa = −0.0067
clp = −0.6523 clr = 0.3213 cma = −1.6067
cmδe = −0.0232 cmq = −15.3517 cnβ = 0.0510
cnδr = −0.0100 cnp = −0.0003 cnr = −0.0755

3.2.2.1 Performance Analysis

In this subsection the critical performance specifications of both UAV-Ultra stick

and GULMA are compared with a view to analyse their requirements for mod-

elling. In Table 3.2 a comparative analysis was done for the UAV configurations.

Table 3.2: GULMA and Ultrastick UAV Configuration.

Serial Characteristics GULMA Ultra stick Units
1. wing span 3.8 1.2 m
2. Fuselage Length 1.4 1.05 m
3. Mean aerodynamic chord 0.38 0.3 m
4. Gross take-off weight 47.0 1.9 kg
5. Max. payload weight 4 nil kg
6. wing reference area 1.3 0.32 m2

7. cruise speed 44.5 - 50 10 - 23 m/s
6. stall speed 20.6 8 m/s

Table 3.2 clearly indicates that the GULMA UAV being more than 70% larger

in size and weight would require increased control gains; also the GULMA UAV
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has a symmetric structure while the Ultra stick UAV has a high angle-of-attack

static structure.

3.2.2.2 Weight Analysis

The following information was obtained from the CAD model using CATIA

program and reference documents [1]. The initial performance parameters the

aircraft has the following weights:

• Overall take-off weight: 47.0kg

• Empty weight: 32.1kg

• Fuel weight: 14.9kg

The first weight breakdown can be seen in Figure 3.5a including estimated struc-

tural, systems, avionics and fuel weights.

(a) Systems (b) Structure

Figure 3.5: Breakdown of weight of GULMA UAV sub-systems.

The second breakdown can also be seen in Figure 3.5b for the sub-components

of the structural section.

For the avionics section, the breakdown is shown in Figure 3.6.

The following graph shows the position of the critical components, as well as

the location of the centre of gravity at gross weight take-off and aircraft neutral

point was calculated using the AVL program.
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Figure 3.6: Breakdown of weight of GULMA UAV avionics.

Figure 3.7: Positions of critical components on the GULMA UAV.

Structural components is distinguished by a ‘black dot’, systems by a ‘red

dot’ and avionics by a ‘cross’. The location of the centre of gravity (cg) is

shown in Figure 3.7 by the yellow square. The product of moment of inertia are

subsequently computed and loaded in the AVL mass file.

3.2.2.3 Trim Analysis

As shown in Figure 3.8 the two values of the static margin show a tendency

of making the aircraft stable from the operational take-off weight to the empty

weight of the aircraft. Although the moment coefficient at zero lift and zero

deflections is negative it is necessary to evaluate if the aircraft possess enough
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elevator authority for the most critical conditions [80]. The trim analysis is

performed for the most forward and aft cg positions.

Figure 3.8: GULMA UAV lift versus moment coefficients for varying AOA.

The trim analysis indicates that it is necessary for the elevator to operate

between 10◦ to −27◦ degrees in order to satisfy trim state during the complete

flight phase regardless of the angle of attack or lift coefficient. The blue lines

indicate the current boundaries of centre-of-gravity excursion on the aircraft.

Furthermore, the red line corresponds to non-variation of moment coefficient

which indicates that the centre-of-gravity and neutral point are located at the

same distance. The slightly non linear variation of the lines corresponds to a

small deviation of the neutral point at different lift coefficients. We note that at

all points within the boundaries, the total moment coefficient is zero.
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3.2.3 Inertia Model

The inertia model comprises of geometric aircraft mass, centre-of-gravity and

moment of inertia coefficients. This is presented as a moment of inertia matrix

equation [65]:

I =


Ixx 0 −Ixz

0 Iyy 0

−Izx 0 Izz



In this equation we assume the the UAV is symmetrical therefore, Ixy = Iyx =

Ixz = Izy = 0 and also assume propulsion system moment of inertia are minimal.

The results for the moments of inertia were calculated using the GULMA UAV

mass spreadsheets presented in Appendix A.

3.2.4 Propulsion Model

Preceding take-off from the ground, an aircraft requires thrust — either from an

electric motor or a gasoline engine. The size and type of engine was determined

by the size and type of aircraft. The objective of propulsion system design there-

fore was to ensure large power output per unit of engine size and weight. The

engine thrust represents a concentration of weight, inertia, and gyroscopic forces

that require additional structural weight in the aircraft. A medium altitude

long-endurance (MALE) UAV [1] such as the GULMA UAV could be powered

by piston or turbine engine, electric, glow or solar. Using the data obtained from

219 MALE UAV as shown in the Figure 3.9, piston power generation methods

accounts for about 60% of these UAV. Hence the results of the survey lead to

the adoption of piston power generation method for GULMA UAV. In line with
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[1]

Figure 3.9: Power generation methods for 219 MALE/HALE UAVs.

the conservation of angular momentum, the propulsion dynamics is given by:

(Ipiston + Iprop) ω̇p = Tpiston − Tprop (3.24)

where:

• Ipiston =moment of inertia of piston engine (kgm2)

• Iprop =moment of inertia of propeller (kgm2)

• Tpiston =output torque of piston shaft (Nm)

• Tprop =output torque of propeller (Nm)

• ω̇p =speed of rotation of propeller (m
s

)

3.2.4.1 Piston Engine

Further to selection of piston engine as the source of propulsion for the GULMA

UAV, next task was to size the required engine for the vehicle. The particular

requirement which determines the engine size was dictated by both engine and

airframe characteristics mentioned in subsection 3.2.1. Two basic methods are
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Figure 3.10: Data for 23 UAVs similar to GULMA UAV.

involved in engine sizing namely: the empirical and the statistical methods [1]

which are detailed in Appendix A. By using empirical method and applying the

statistical solution of Figure 3.10 we get an estimated engine power rating of

13.5 hp and 10 hp respectively.

Considering that Aerolight, Canard and Sheddon MK3 UAV, all of which are

in the same weight category as the GULMA UAV, have 10 hp each; the statistical

solution indicates that it is closer to the realistic cases than the empirical method.

Due to safety and reliability reasons, the engine and propeller efficiency have

to be accounted for. Assuming a conservative propeller efficiency, of 80% and

estimated engine efficiency of 94%, the required engine power for the GULMA

UAV was estimated to be 13 hp. Given, maximum velocity of 43 m/s, gross

take-off weight of 48 kg, the required thrust is 125N . Therefore, the thrust to

weight ratio is given by:

T

W
=
(np
V

)( P
W

)
= 0.32 (3.25)
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3.2.4.2 Calculations for Engine Thrust

In a traditional conceptual/preliminary design case, power is estimated as a

function of variables - MTOW and wingspan of the aircraft [1]. These variables

are used as standard because of their direct relationship to lift. Figure 3.11 is a

graphical description for the formulation of the power function of the aircraft.

Figure 3.11: Graphical representation of the engine power as a function MTOW
and wingspan

Based on the solutions to engine sizing methods previously described, in

Figure 3.12 is a picture of various engine plants that were considered for the

GULMA UAV.

3.2.5 Summary

In this chapter we present the Ultra stick UAV model that will be used as a test

platform to develop the GULMA UAV model. Using the AVL program we devel-

oped the GULMA UAV linear model using the aircraft configuration parameters.

The modelling procedure included the creation of the mass distribution sheets to

calculate the moments of inertia matrix. Aerodynamic analysis is conducted by

loading the model and calculating for aerodynamic derivatives at specified flight

34



Chapter 3 3.2. Non-linear Model

Figure 3.12: Engine models considered for use on the GULMA UAV.

conditions for velocity, lift coefficient, and atmospheric conditions. The resulting

trim results and stability derivatives are thus computed. Eigenmode analysis is

conducted for this flight condition where the results for the linear models are

analysed as described in Appendix A-E. The results are further verified using

the Ultra stick UAV Matlab/Simulink model.

A graphical representation for the trimmed UAV over the velocity range of

34− 43 m/s at flight level 100 m/s is shown in Figure 3.13. The results indicate

some linearization points were achieved for velocity (35, 37, 39, 40) m/s. While

at linearization points (40−43) m/s we achieve trimmed flights for zero elevator

angle and angle-of-attack. Linearization for ranges outside these values was not

achieved because the coefficient of thrust for engine model were obtained from

first principles and linearization process.
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Figure 3.13: Trimmed level flight by velocity of the GULMA UAV.
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Chapter 4

Control and Optimisation

4.1 Linear Quadratic Control Design

Designing a robust flight controller system is essential for any unmanned aerial

vehicle which enables it to efficiently execute a flight mission especially in the

presence of some magnitude of disturbance [27]. The use of advance modern con-

trol techniques guarantees efficient robust flight performance for most UAV plat-

forms than would most classical control approaches. These modern flight control

techniques such as dynamic inversion, model predictive control, H-infinity, to

name a few have been widely used to design high performance controllers for

UAV systems [8]. In this chapter our focus is on the design and application of

an optimal linear controller using a multi-objective particle swarm optimization

algorithm for tuning of the weighting matrices and to perform a model-based

controller synthesis of the GULMA UAV linear model. The objective of the

controller is to optimally track any lateral-directional trajectories of the UAV.

The MOPSO algorithm optimizes the selection of tuning matrices necessary to

obtain state-feedback optimal control gains for tracking of any input or reference

sequence. We shall also briefly describe the design and analysis for an optimal

controller for the UAV longitudinal plant with model uncertainty. The designed
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controllers are simulated and demonstrated using Matlab/Simulink software [56].

The non-linear dynamic model described in Chapter 3 was linearized around

the trimmed operating conditions. Each variable in the non-linear model de-

scribed in EOM previously stated are now assumed to operate at a nominal

value, u0, and added to a control perturbation or disturbance value, δu, on the

trimmed flight condition such that we have u = u0 + δu. The Full linearized

state space system is shown in Appendix B and is represented as:

˙̃x = Ax̃+Bũ

y = Cx̃+Dũ

where

x̃ =
[
u v w φ θ ψ p q r

]T
ũ =

[
δe δa δr δτ

]T
Table 4.1 is a list of the trim condition values used to obtain the full linearized

dynamics equation.

4.1.1 Longitudinal Control Design

The objective of this subsection is to design and analyze a LQR-based longitudinal-

axis controller using the developed GULMA UAV model. This is necessary as

controlled longitudinal axis guarantees that the aircraft maintains a flight con-

dition in the presence of disturbances as well as high performance missions such

as auto-landing [53]. We shall therefore consider using the LQG technique in

order to test and predict for longitudinal robustness of the control system.

Consequently, with respect to forces X and Z and the moment equation M

38



Chapter 4 4.1. Linear Quadratic Control Design

Table 4.1: Trim Conditions.

Serial Variable Value Units
1. u 43 m/s
2. v -0.0859 m/s
3. w -0.56 m/s
4. φ 0.0063 rad
5. θ -0.329 rad
6. ψ 1.57 rad
7. p 0 rad/s
8. q 0 rad/s
9. r 0 rad/s
10. δe -0.20 rad/s
11. δe -0.0001 rad/s
12. δr 0.00062 rad/s
13. δτ 0.45 rad/s

mentioned in Chapter 3; which are the aerodynamic forces and moment that

depend upon different flight variables (aerodynamic coefficients) and the control

actuation of the elevator (δe) and throttle (T ) the longitudinal state space model

after linearization at velocity = 43m/s was calculated and obtained as:

ẋlon = Alonxlon +Blonulon (4.1)

ylon = Cxlon

Alon =


Xu Xw Xq −We −gcosθe

Zu Zw Zq + Ue −gsinθe

Mu Mw Mq 0

0 0 1 0


Blon =


Xδe

Zδe

Mδe

0


(4.2)

where the control vector ulon ∈ <2x1, state vector xlon ∈ <5×1 and output

vector ylon ∈ <2×1 are given by:
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ulon =

δe −elevator deflection (rad/s

δt −thrust (rpm)



xlon =



u −forward speed (m/s)

w −vertical speed (m/s)

q −pitch rate (rad/s)

θ −pitch angle (rad)

h −Altitude (m)


ylon =

q −pitch rate (rad/s)

θ −pitch angle (rad)



where, h = −Ze inertial down position of the vehicle. we compute the linearized

longitudinal state space values as:

Alonx =



−0.3548 0.2129 −0.5007 −9.373 −0.0003

−0.4274 −6.6470 41.64 2.8813 −0.0005

−0.0292 −1.8480 −2.4470 0 0

0 0 1 0 0

0.2939 0.9557 0 −41.24 0





u

w

q

θ

h


(4.3)

Blonu =



0.3626 0

−0.345 0

−0.8884 0

0 0

0 0



 δe

δτ

 (4.4)

ylon =
[
0 0 0 1 0

]
θ
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The poles of the system are the eigenvalues of the matrix Alon [29]. The poles

and transmission zeros of the UAV in the level flight condition mentioned are

given in Table 4.2. Generally, the longitudinal dynamics of an aircraft possesses

two natural modes-the phugoid (long-period) mode and the the short-period

mode given as follows:

Table 4.2: Characteristic values of longitudinal modes.

Mode(1, 2) λ1,2 = −0.107± 0.242 ζpm = 0.404 phugoid mode
Mode(3, 4) λ3,4 = −4.52± 8.51 ζsp = 0.469 short-period

Transmission Zeros z1 = −7.42 z2 = −0.000127

The phugoid mode is conventionally a low-frequency, lightly damped mode

which is associated with the gradual interchange of potential and kinetic energy

about the equilibrium altitude and airspeed - at a nearly constant angle-of-

attack [16]. The frequency of oscillation and the damping ratio are inversely

proportional to the forward speed. When the UAV is being flown instrument

flight rules (IFR) are used, therefore low phugoid damping becomes highly unde-

sirable. This mode is generally slow enough so that an external pilot (remotely

piloted) can easily negate the disturbance by small control movement. Even

though the pilot can correct for the phugoid mode it would become extremely

fatiguing if the damping were too low. An automatic stabilization system is

used to improve the damping of the phugoid mode. For the GULMA UAV this

mode is associated with complex conjugate poles at λ1,2 = −0.107±0.242i. The

damping ratio ζpm is 0.404, while the frequency ωn is 0.265rad/sec and the time

constant is 9.34sec. The short period mode is a high frequency, damped oscil-

lation, which is associated with nearly constant speed. We see that the high

frequency mode is highly damped, so the UAV would respond rapidly to the

elevator input without any undesirable overshoot. This scenario is as examined

in [16]. On the other hand, when this mode is lightly damped, it is very difficult
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to control the aircraft. For the GULMA UAV aircraft, this mode is associated

with complex conjugate poles at λ3,4 = −4.52±8.51i, damping ratio ζsp is 0.469,

natural frequency wn is 9.63 and time constant of 0.221sec.

Now considering the matrix of DC gains for this model we have,


u

w

q

θ


=


32.6 37.8

−3.95 1.76

−18.7 −22.3

−10.4 −5.61


 δe

δτ

 (4.5)
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Figure 4.1: Visualization of GULMA UAV singular value decomposition.

This matrix shows that a negative elevator deflection (δe � 0 -elevator deflects

upward) causes the aircraft to develop a pitch upward motion (θ 
 0) and slow

speed of (u � 0), while maintaining steady cruise (flight path angle → 0).

This simple steady state analysis shown in Figure 4.1 suggests that in order to
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maintain steady cruise conditions both elevator angle and engine constant rpm

must contribute continuously for this phase of flight.

A singular value decomposition of the plant at DC yields the following results:

G(j0) = C(−A)−1B (4.6)

νΣυT =

0.49 0.13

0.19 −0.69

58.84 0

0 5.88

−0.66 0.75

−0.75 −0.66

 (4.7)

We shall now examine the longitudinal response of the model to an initial

pitch angle disturbance of 1◦. This now results in a phugoid mode that comprises

of a slow oscillation forward speed, u, at a nearly constant pitch angle (θ = 0).

The small damping in this mode is due to a small magnitude of the stability

derivative for change in drag due to change in u. A plot for the longitudinal

response to an initial pitch angle disturbance is as shown in Figure 4.2.

This gives the indication that an increase damping is required in the long-

period to remove the slow airspeed oscillation and improve overall control of the

aircraft longitudinal performance [29]. We shall now therefore design a LQR-

based longitudinal controller that guarantees improved and robust performance

for the GULMA UAV longitudinal axis.

The LQG control is a modern state-space technique for designing optimal

dynamic regulators and servo controllers with integral action (also known as set

point trackers) [51]. This technique allows for a trade-off in reference tracking

and/or regulator performance and control effort, as well as to take into account

process disturbances and measurement noise [85]. Hence, a combination of the

LQ regulator and the Kalman filter enables robustness of the controlled system.

The LQ optimal gain is selected using Equation 4.26 and the a block diagram of

the control system is described in Figure 4.3 and the integral action subsystem
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Figure 4.2: Long period longitudinal response of GULMA UAV to an initial
pitch disturbance of 1◦.

in Figure 4.4.

We shall now consider the linear model described in equation with elevator

deflection as input variable. It is normal to control the longitudinal autopilot

with either the elevator and/or throttle at a time but not together as described

in [82]. Hence adopting the method described in [56] we have:
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Figure 4.3: LQG controller block diagram for GULMA UAV.
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Figure 4.4: LQ integral control and Kalman filter subsystem.

ẋ = Ax+Bu+Gw (4.8)

y = Cx+Du+Hw + k (4.9)

where G is the plant noise covariance matrix , w is the plant process noise,H

is measurement noise matrix of the output and k is the measurement noise.

Now to design the LQG controller, the first step is calculate the LQ optimal

gains for the longitudinal plant to formulate a tracking problem and to add the

integral state, xi to Equation 4.1 so that we have [76]:

 ẋ
ẋi

 =

Alon 0

−Cy 0

x
xi

+

Bu

0

u+

0

I

 r (4.10)

xi = r − y

also x̄ =
[
x xi

]T
,

where the optimal feedback for the cost and corresponding gain are given as:

∫ ∞
0

(x̄TQx+ uTRu), dt (4.11)
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u = −
[
K Ki

]x
xi

 = −K̄x̄ (4.12)

This gives us the closed loop dynamics for the LQ optimal solution for set-

point tracking as,

 ẋ
ẋi

 =

Alon −BlonK −BlonKi

−C 0

x
xi

+

0

I

 r (4.13)

Now similar to the plant optimal gain we add the integral control for the

Kalman estimator to obtain robust tracking performance. The conventional

Kalman filter representation is given as [56]:

˙̂x = Alonx̂+Blonu+ L(y − ŷ) (4.14)

= (Alon − LC)x̂+Blonu+ Ly (4.15)

ẋi = r − y

u = −
[
K Ki

] x̂
xi



xf =
[
xT xTi

]T
Hence we now have the closed loop system for the Kalman estimator
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ẋf =

 Alon − LC −BlonK −BlonKi

0 0

xf +
[
L I

]
y +

0

I

 r (4.16)

u = −K̄xf (4.17)

We now combine the resulting closed loop system from equation

 ẋ
ẋf

 =


Alon −BlonK̄LC
−C

  Alon − LC −BlonK −BlonKi

0 0



 x
xf

+


00

I


 r
(4.18)

y =
[
C 0

] x
xf


4.1.2 Simulation and Analysis

Considering the longitudinal model, we have the following trim conditions used

for linearizing the non-linear model listed in Table 4.1 we get the results for

a pitch attitude autopilot for the GULMA UAV. The Q and R matrices were

tuned according to Bryson’s rule [80] so that we have:
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Q =



1

δ2
umax

0 0 0

0
1

δ2
wmax

0 0

0 0
1

δ2
qmax

0

0 0 0
1

δ2
θmax



R =

[
1

δ2
e

]

where, δumax = 45 m/s, δwmax = 16 m/s, δqmax = 45 deg/s, δθmax = 45 deg

and δemax = 40 deg.

We also create an uncertain longitudinal plant to design the controller for the

variability of ±10%, furthermore we assume that the process noise of 2 deg/s in

angular rate channels and 0.8 m/s in the acceleration channels [51]. Hence for

pitch attitude autopilot we have results shown in Figure 4.5 for the closed loop

plant with LQG controller and in Figure 4.6 for the uncertain plant.
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Figure 4.5: Closed-loop pitch response to 0.35 rad (20◦) reference input.
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Figure 4.6: Closed-loop pitch response with ±10% variability.

The nominal results indicates a rise time of 1.63 seconds, steady state error

of 0.063 and settling time of 10.4 seconds. The results were obtained from tuning

of the Q and R matrices to guarantee optimized performance which was time

consuming since it involved trial and error. Therefore for faster results for the

lateral model we shall use a multi objective optimization algorithm to reduce

computation time and optimally select the matrices that guarantees optimized

solutions for tracking the reference input.

4.1.3 Lateral-directional Control Design

The control of the lateral dynamics of the UAV is considered in this subsection

due to existing roll-yaw coupling dynamics in the model [82]. In this design,

the roll angle is controlled to allow the system to follow a command signal as

described in Figure 4.7. The first objective here is to control the roll-angle

while aiming for well-damped responses and no steady state error. To achieve

well damped responses, a multi-objective fitness function based PSO algorithm

is used for tuning of the Q and R matrices for the LQR controller. Model

reduction to obtain the dutch-roll mode parameters from the linear model is
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required, hence we begin with the selection of the states we want to feedback;

roll angle, yaw angle, as well as roll and yaw rates which allow for good damping

and its control surfaces, aileron (δa) and rudder (δr) respectively. The linearized

lateral state space dynamics is given as:

ẋ = Alatx+Blatulat (4.19)

ulat =

δa −aileron deflection (rad/s)

δr −rudder deflection (rad/s)



xlat =



v −sideslip speed (m/s)

p −roll rate (rad/s)

r −yaw rate (rad/s)

φ −roll angle (rad)

ψ yaw angle (rad)


ylon =

q −pitch rate (rad/s)

θ −pitch angle (rad)



where we have the stability derivatives (described in Appendix B.4) values

as:
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Alatx =



−0.54 −0.78 −42.46 9.29 0

−4.28 −26.51 12.81 0 0

0.4645 −2.08 −1.036 0 0

0 1 −0.34 0.036 0

0 0 1.06 −0.1115 0





V

p

r

φ

ψ


(4.20)

Blatu =



−0.10 0

−5.98 0

−0.27 0.14

0 0

0 0



 δa

δr

 (4.21)

The characteristics of the GULMA UAV lateral-directional axis is as shown

in Table 4.3.

Table 4.3: Characteristic values of lateral-directional modes.

Mode Poles Damping Characteristics
Spiral mode λ1 = −0.06 1 Slow

Roll damping mode λ2 = −26.20 1 Fast
Dutch-roll mode λ3,4 = −0.89± 6.01 0.15 Oscillatory

The roll and dutch-roll modes are of natural frequencies, 26.2 and 26.07

Hz while the spiral mode pole with frequency 0.016 Hz is generally close to

the imaginary axis. Now a closer look at the eigenvectors of the lateral-axis

plant shown in Table 4.4, we see that the spiral mode eigenvector indicates a

negligible side-slip and roll rate, but significant yawing motion with zero roll-

angle. Thus a stable spiral mode is observed that is virtually a coordinated

turn (β = 0) with a slowly varying roll angle that translates into a spiral path.

The eigenvectors of the dutch-roll mode indicate oscillations in roll and yaw. A
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Table 4.4: GULMA UAV lateral plant eigenvectors.

States Spiral Roll Dutch-roll
β −0.0786 −0.1695 0.9766
p −0.0023 −0.9818 −0.1633− 0.0276i
r −0.0310 −0.0778 0.0126− 0.1318i
φ −0.1452 0.0365 0.0063 + 0.0268i
ψ 0.9858 0.0033 −0.0232 + 0.0014i

further inspection reveals that that the combined magnitudes of the roll and yaw

rate are much larger than that of the side-slip, which indicates a dominant roll

and yaw oscillation motion compared to the side-slip motion. Therefore for the

GULMA UAV we expect to experience a snaking dutch-roll mode due to this

roll-yaw oscillation.

We have shown that the poles of dutch-roll mode for the model is lightly

damped, thus to guarantee improved flight performance we move from the lateral-

directional state-space representation to a reduced model where we apply state

LQR feedback method assuming all states are readily available. Now considering

our objective which is to find an optimal control input u(t), t ∈ [0,∞] to track

roll commands of the lateral model,

ẋ = Alatx+Blatu

x ∈ <5, u ∈ <2

that minimizes the quadratic criterion J ,

J =

∫ ∞
0

(x(t)
′
Qx(t) + u(t)

′
Ru(t) + 2x(t)

′
, dt (4.22)

applying square completion to Equation 4.22, the criterion is reduced to

52



Chapter 4 4.1. Linear Quadratic Control Design

J = J0 +

∫ ∞
0

(u(t)− u0(t)
′
R(u(t)− u0(t)), dt (4.23)

Hence finding the feedback invariant ,J0, is relatively simple as follows:

Lemma 1 (Feedback Invariant). Let P be a symmetric matrix. ∀ control

input u(t), t ∈ [0,∞] we have that

∫ ∞
0

(x
′
(A

′
P + PA)x + 2x

′
PBu(t))dt

=

∫ ∞
0

(x
′
A

′
+ u

′
B)Px + x

′
P(Ax + Bu)dt

=

∫ ∞
0

(ẋ
′
Px + x

′
Pẋ)dt

=

∫∞
0

(d(x
′
Px)dt

dt
= lim

x→∞
x(t)

′
Px(t)− x(0)

′
Px(0)

Hence,

∫ ∞
0

(x
′
(A

′
P + PA)x + 2x

′
PBu(t)dt = x(0)

′
Px(0) (4.24)

Now assume there exist a symmetric solution to P , i.e. P T = P , i.e. P must be

a square matrix to the algebraic equation

A
′
P + PA+Q− PBR−1 +BP = 0 (4.25)

such that A−BR−1(BP ) is Hurwitz then the feedback law becomes

K = −R−1(BP ) (4.26)

So now the reduced model is defined by,
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

x̃T =

[
p r φ

]
; ũT =

[
δa δr

]
˙̃x = ARx+BRu

y = CRx

(4.27)

The property of Lemma1 below is used as:

a A stabilizing solution to the LQR design problem where a finite perfor-

mance index (PI) exists and is unique;

b The reduced lateral model pair (AR, BR) is stabilizable and pair (AR, CR)

is detectable, where Q = CT
RCR

Given the system in Equation 4.27, the optimal LQR controller is obtained

by choosing the control input (ũ) that minimizes the quadratic cost or PI is

∫ ∞
0

(x̃TQx̃+ ũTRũ)dt (4.28)

where Q > 0, R ≥ 0 (R must be invertible).

We see here the aim of the LQR is to steer the error values of the initial

states to zero; in order to maintain a stable system [76]. The control input (ũ)

uses the feedback gain K43 such that, in closed loop, the performance index is

minimized for the feedback control law:

uoptimal = −K43x̃

where

K43 = R−1BTP
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and P is the solution of the algebraic quadratic Riccati equation described as:

ATP + PA+Q− PBR−1BTP = 0

with the optimal cost J(uoptimal) = x̃T (0)Px̃(0)).

∫ ∞
0

(xTQx+ uTRu)dt (4.29)

where,Q > 0, R ≥ 0 The Q and R are weighing matrices for controls or states

energy. The PI is minimized for the feedback control law:

uoptimal = −K43x

Where, K43, is the optimal gain at V = 43m/s.

In order to have optimal regulation and tracking with zero steady-state error,

the approach in [80], reveals that an integral action should be added which

creates an extended system of the model. In accordance to this technique, the

error state is added between the φ and its reference, φref , and then integrated

to steer the error to zero. The resulting new state, x̃2, is now made up of the

former state, x̃1, and the integral of the roll angle error such that the extended

lateral state space model is given as:

 x̃1

x̃2

 =

 A 0

−E 0

 x̃1

x̃2

+

 B

0

 ũ+

 0

1

φref
where

x̃ =

 x̃1

x̃2


with x̃1 ∈ <3 and x̃2 ∈ <2

A suitable tuning of the Q & R weighting matrices with consideration for fast
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Figure 4.7: LQI block diagram.

response to φ and good damping of roll-yaw coupling will therefore guarantee

that φ will track φref . To achieve this, the best approach to selection of matrices

is needed. Applying Bryson’s method as previously used for the longitudinal

plant would result in tedious and time consuming work to effectively optimize

the PI [50]. The application of this PSO algorithm provides faster tuning time

to obtain the best fit matrices with respect to output performance objectives.

The block diagram of the linear plant with LQR feedback and integral action is

shown in Figure 4.7.

4.2 Multi-objective Optimization

4.2.1 Multi-objective PSO

Generally as earlier discussed, PSO methods present a stochastic calculation

based on the movement of swarms of particles tending towards the most weighted

particle in the swarms. According to [33], all solutions in PSO can be represented

as particles in a swarm where each particle has a position and velocity vector

and the position co-ordinate represents a parameter value. Similar to most

optimization techniques, PSO requires a fitness evaluation function relevant to

the particle’s position [87]. Computational search for the personal best and

global best positions of the ith particle are given as Xpb and Xgb respectively.

Each particle is initialized with a random position and velocity. The velocity
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of each particle is accelerated toward the Xgb and its own Xpb based on the

following equation [36].

Vupdate = w × Vi + C1 ×Rand(1)× (Xpb −Xi) + C2 ×Rand(1)× (Xgb −Xi)

(4.30)

where

w = wmax − (wmax − wmin)× 0.33

wmax = Range(QmaxRmax)× 0.5

wmin = Range(QminRmin)× 0.5

Rand = random[0, 1]

C1 and C2 are acceleration constants and w is a weighting factor that guar-

antees convergence to Xgb. According to [34], it is possible to select suitable w

to balance between the Xpb and Xgb search space.

Xpb =


Xpb if Fit(QR) ≥ Xpb

QR if Fit(QR) ≤ Xpb

(4.31)

Xgb = min{Xpb}

LQR synthesis requires iterating on Q and R which can sometimes be a time

consuming task as previously discussed for the longitudinal control design. The

choice of these weighting matrices is described in the Bryson’s rule [36]. This

trial and error method describes how the weighting matrices may be selected

using the maximum desired deviations of the states x and the control inputs u.

Here it described an algorithm to obtain the best solution to an initial popula-
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tion of Q and R matrices. The initial population is constrained and compared

with the with a population size over a few iterations. For the tracking problem

the performance output is weighed with the performance objectives. The perfor-

mance objectives is for φ closed loop output response characteristics: percentage

overshoot < 10%, rise and settling times of < 2 and 5 seconds respectively. The

flow chart for the multi-objective PSO process is described in Figure 4.8.

4.2.2 Fitness Consideration

A multi-objective based fitness function for the selection of weighting matrices

Q and R are needed to perform the PSO process. A similar multi-objective opti-

mization model that described this process is in [78]. This process used the error

of amplitude from a stable state, magnitude of a control value and pole position

of the closed-loop system to formulate the multi-objective function which gave

pareto-optimal solutions without shape of the pareto-front end needed to obtain

the best optimal solution. However, here we use a fitness function based on the

closed-loop feedback characteristics of overshoot (OS), rise time (tr) and settling

time (ts) of the output response and a performance function based on Equation

4.28. The proposed multi-objective function is formulated as:

Fit(QR) = tr ∗ trscale +OS ∗OSscale + ts ∗ tsscale (4.32)

MultiPSO =

 Fit(QR)

J(QR)
(4.33)

where OSscale is weighting factor for OS, trscale is tr weighting factor and tsscale

is ts weighting factor.
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Figure 4.8: Multi-objective PSO algorithm flow chart.

4.2.3 Simulation and Analysis

The aircraft was considered to be at steady flight and trimmed lateral-directional

dynamic motion. The design method was first to select the QR matrices then
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apply PSO algorithm. The next step was to implement the results of the control

gains on the model which are based on the robust PSO algorithm and multi-

objective function.

Using the GULMA UAV linear lateral model it was possible to implement

the multi objective PSO algorithm in optimal tuning of QR matrices to track the

aircraft roll command phiref . The maximum and minimum actuator (aileron and

rudder) saturation points are 25.58◦ to −24.42◦ and 24.81◦ to −25.18◦ respec-

tively and were used to obtain the initial iteration point for the input matrix R.

Subsequently for the Q matrix the maximum values for the states using Bryson’s

rule, an initial population matrix was developed using in the algorithm. Figure

4.9 shows the response to a 2-step doublet input for < 5secs. The response

based on the objective parameters described in the previous section indicates a

well-damped response with a tr < 2secs and OS < 10. The actuator response

in Figure 4.10 is well within bounds.
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Figure 4.9: Doublet response based on multi-objective PSO results for Q1R1.
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Figure 4.10: Doublet response based on standard PSO results for Q2R2.

Q1 =


0.0017 0 0 0

0 0.3014 0 0

0 0 0.0810 0

0 0 0 0.2515


R1 =

0.0022 0

0 0.0003



Q2 =


0.1707 0 0 0

0 0.2771 0 0

0 0 0.3067 0

0 0 0 0.2989


R2 =

0.0017 0

0 0.0003


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Figure 4.11: Aileron response with state-feedback based on multi-objective PSO
results for Q1 and R1.
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Figure 4.12: Aileron response with state-feedback based on standard PSO results
Q2 and R2.

4.3 Robust Flight Controller Synthesis

We shall now re-design the lateral axis controller using the robust controller

synthesis techniques. This enables us to assess the lateral model of the GULMA

UAV with regards to handling quality specification for the roll-yaw axis. The

model-based methods we shall consider for robust controller design and synthesis

are the H∞ and µ approach as described in [32]. These methods allows for
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Figure 4.13: Yaw angle response due to doublet command.
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Figure 4.14: Rudder response due to doublet command.
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design objectives to be optimally guaranteed for different performance objectives

through the usage of weighting functions and if necessary filters.

P(s)

K(s)

w

u y

z

K
Nominal+Perturbed 

Plant Model  









2

1

0

0

p

p
u W

W
W

fk

refM



nW

eyu

2z

1z+

-










rcmd

acmdr




acW

 GULMA UAV 
nominal 

lateral-axis 
model



1uW G

G2uW




r

a




u

Nominal+Peturbed UAV model

Input multiplicative uncertainty

y

a

p

r

y












P

K








Kmin

max


Figure 4.15: Standard Lower LFT block diagram.

4.3.1 Robust Design Objectives

The performance objectives is to track reference command signals generated by

the autopilot to the lateral-directional axis. The goal is to design the decoupled

transient responses of the inputs from the aileron and rudder to the side slip

angle. This enables us to test for better handling quality of the UAV. Therefore

we shall use the 2-degrees-of-freedom (2DOF) control scheme described in [32]

[48] to design and synthesize the H∞ and µ stabilizing controllers. We adopt

standard configuration for robust closed-loop system as shown in Figure 4.15.

We shall consider the following robust and performance objectives for control

design and synthesis:

• Tracking roll command signals with < 2◦ tracking error, a bandwidth of 2

rad/s, settling time of < 2 seconds and rise time of 1.1 seconds.

• Tracking side slip command signals with < 1◦ tracking error, a bandwidth

of 2 rad/s, settling time of < 5 seconds and rise time of < 3 seconds.

• Control effort is within aileron actuator angle and rate limits of 30◦ and
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50◦per second respectively. The rudder actuator angle and rate limits are

30◦ and 60◦per second respectively.

• At least one of the controllers should meet the robust and performance

objectives for all values of the plant model uncertainties.

The desired response (command signal) for the lateral input to roll rate is

to match the first-order response shown in Figure 4.16 while that for the yaw

command signal is as shown in Figure 4.17. These models represent our tracking

performance specifications.
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Figure 4.16: Roll command performance objective.

Now based on the performance objectives we shall select the weighting func-

tions to shape the loop for the input and output error signals.

4.3.2 Selection of Weighting Functions

The performance weighting functions, Wperf1 and Wperf2, are used to shape the

response from the ailerons and rudder to side-slip angle to match the desired

models. We aim here to minimize the difference in peak gains between the com-

mand and actual signals in order to achieve the desired closed-loop performance
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Figure 4.17: Yaw command performance objective.

specifications. The minimum frequency of the model is 0.07 rad/s for the zero

in the right-half plane. Hence for frequencies below this value are not useful for

tracking purposes, so we model the weight of the roll angle using a passband

filter for frequency range of 0.07 to 30 rad/s. The limits on the actuator deflec-

tion magnitude and rate are weighted as Wac, that corresponds to the aileron

and rudder deflection angle and rate limits as indicated in performance our ob-

jectives. The following weights specifications were obtained through tuning and

iteration processes of the full closed loop system:

Wp1 =
0.05s4 + 2.9s3 + 105.93s2 + 6.17s+ 0.16

s4 + 9.19s3 + 30.80s2 + 18.83s+ 3.95

Wp2 =
0.075s4 + 4.35s3 + 158.9s2 + 13.75s+ 0.24

s4 + 9.19s3 + 30.80s2 + 18.83s+ 3.95
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Figure 4.18: Input multiplicative uncertainty model.

Wac =


1/50 0 0 0

0 1/30 0 0

0 0 1/60 0

0 0 0 1/30


We consider the nominal model of the lateral plant that only approximates

the true behaviour of the UAV. Therefore, to account for model uncertainties

we introduce the multiplicative uncertainty, (Wu∆G), at the plant input where

error dynamics ∆G have gain < 1 across all frequencies and Wu is a high pass

filter to capture the degree of accuracy for the two models shown in Figure 4.18.

Hence we have as follows:

Wu =

Wu1 0

0 Wu2


where, Wu1 and Wu2 are the error dynamics for the aileron to side slip and

rudder to side slip respectively which reflects the frequency ranges in which the

model is more or less accurate. There are typically more modelling errors at

high frequencies given as:
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Figure 4.19: Error dynamics of nominal plant in terms of frequency.

Wu1 =
2s+ 4

s+ 90

Wu2 =
0.4s+ 2

s+ 600

4.3.3 Closed Loop System with 2-DOF H∞ Synthesis

In this 2-DOF scheme we implement a feedback controller to achieve the our

performance objective for reference tracking and maintaining internal and robust

stability of the closed loop system as well as to minimize the output of the overall

system and that of the reference model described in subsection 4.3.1. Figure

4.20 shows the structure of the 2-DOF approach. With regards to the standard

configuration, we rearrange the exogenous inputs and outputs so that,
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Figure 4.20: 2-DOF Closed loop for the lateral model.

w = r =

δacmd
δrcmd



z =

z1

z2

 =

Wp

Wac



y =

r
y


Hence the interconnected system is

P =


−WpMref WpG

0 Wac

I 0

0 G


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where P is set as

P11 =

−WpMref

0



P12 =

WpG

Wac



P21 =

I
0



P22 =

0

G


The state space description for the plant nominal model,G of the intercon-

nected system is given as

ẋ = Ax+B1w +B2u

z = C1x+D11w +D12u

y = C2x+D21w +D22u

where x ∈ <4 is state vector, w ∈ <2 exogenous input vector, u ∈ <2 is control

input vector, z ∈ <2 is the error dynamics of the output vector and y ∈ <2 is

the measurement vector.
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Figure 4.21: µ-Synthesis block diagram.

4.3.4 Closed Loop System with 2-DOF µ Synthesis

Here we aim to perform a µ synthesis that determines the stabilizing con-

troller, K, for also for a stable closed loop of the nominal system model ∀∆,

maxωσ̄[∆(jω)] ≤ 1 and satisfies

‖FU [FL(P,K),∆]‖∞ < 1

where FL(P,K) is the Linear Fractional Transformation of the interconnected

plant P . The performance is tested with respect to the the addition of an input

multiplicative uncertain structure.

∆P =


∆ 0

0 ∆s

 : ∆ ∈ C8×2,∆s ∈ C2×2


∆s is an unstructured uncertainty. For robust performance with controller K we

have
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µ∆p(FL(P,K)(jω)) < 1

Therefore we aim to minimize the peak value of the structured singular value,

µ∆p(·) of the closed loop system matrix FL(P,K) over the set of all stabilizing

controllers K.

4.3.5 Simulation and Analysis of Controller Synthesis

We shall simulate the design for the robust controllers for the lateral-axis of

GULMA UAV for a climbing turn flight condition. The linearized plant model

was obtained at a velocity of 35 m/s and height of 100 m. The linearized state

space model is given as

Alat35x =


−0.2985 −34.72 −0.1649 8.04

0.4222 −0.8421 −1.675 0

−0.8302 10.45 −21.6 0

0 −0.1286 1 0.02596




v

r

p

φ


(4.34)

Blat35u =


0.0011 3.907

10.33 −0.3194

−100.2 −0.5659

0 0


 δa

δr

 (4.35)
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ylat35x =


0.02856 0 0 0

0 1 0 0

0 0 1 0

−0.2965 0.293 −0.0499 0




β

r

p

ay



Dlat35u =


0 0

0 0

0 0

0.0181 3.9


 δa

δr



where ay is the lateral acceleration of the UAV in m/s2. We introduce a multi-

plicative uncertainty model, Wu∆G at the input of the plant model to account for

model uncertainties. The frequency description of the relative error dynamics

is shown in Figure 4.19. The controllers are designed using the Matlab sub-

routines hinfsyn and dksyn to perform H∞ and µ/D −K iterations synthesis

respectively as described in [56].

4.3.5.1 Comparison of Controllers in the Frequency Domain

Comparing the frequency response results obtained for both controllers as shown

in Figure 4.22, we note that the H∞ controller initially works within performance

limits (max peak gain of 1dB) for the nominal model while at a peak gain

close to 6dB and frequency of 0.6 rad, the closed loop performance becomes

unstable for some perturbed model within pre-set uncertainty modelling error

bounds. We also observe that for the nominal model the µ controller has a

better performance when compared to that of the H∞ controller, as observed

the controller minimizes the peak gain between to 0.79 and 0.83 at 0.6 rad for

the overall system performance including errors associated with the uncertain

model variation.
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Figure 4.22: Closed-loop worst-gain response of controllers.

4.3.5.2 Comparison of Controllers in the Time Domain

We use the time domain to test and compare the robustness of the designed

controllers as described in [32]. The time domain responses of the nominal and

perturbed models to the reference tracking commands is shown in Figure 4.24.

We observe as expected the µ controller has better tracking performance in

comparison to that of the H∞ controller.

The closed-loop response for the µ controller indicates a nearly identical

nominal and perturbed model response. We see that the roll response of the

air vehicle closely tracks the ideal roll-rate command input initially and then

slightly departs from this command. This is due to a right-half plane zeros of
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Figure 4.23: Time domain responses H∞ controller.
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Figure 4.24: Time domain responses µ controller.
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model at 0.07 rad/sec. Comparing this result with the H∞ controller we see that

the although it meets performance specifications for the nominal plant model,

performance and robustness deteriorates for part of the perturbed model.

4.3.6 Robust Stability and Performance Analysis

Robust stability (RS) and performance (RP) analysis is done in order to assess

margin for which the controller can work effectively over the specified flight con-

dition. We do this by implementing the functions in the robust control toolbox

for MATLAB. The use of the the functions, robuststab and robustperf en-

ables the analysis of the robust stability and performance of the model. The

results in Table 4.5 are from repetitive tuning of the weighting specifications

using the these functions.

Table 4.5: Robust stability and performance results.

Margin µ upper µ lower Remark

µ controller 46
states

4.64 4.64 RS achieved by 464%
1.19 1.19 RP achieved by 120%

H∞ controller 26
states

54.84 54.84 RS achieved by 5480%
0.40 0.40 RP not achieved by 40.3%

We see that with H∞ controller the results indicate the closed-loop system is

robustly stable and performance robustness is not achieved as the lower bound

is < 1 as described in [7]. However for the µ controller we have achieved robust

stability that satisfies the lower and upper bounds > 1 that is stable to tolerate

up to 464% of plant uncertainty at 21.5 rad/s which at this frequency the desta-

bilizing poles are at ±0.129i. The µ controller also achieved robust performance

To further illustrate the robustness of the closed-loop system with µ controller

we shall test the system by increasing and decreasing the input disturbance of

50% for a time domain response shown in Figure 4.25 and 4.26 respectively.
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We observe in these responses that the performance specification for the con-

trol system is maintained due to these changes, hence the controller is robustly

stable.

-1

0

1

2

3
?

 (
de

gr
ee

s)

0 5 10 15
-2

-1

0

1

2

A
 (

de
gr

ee
s)

ideal
nominal
perturbed

Closed-loop responses with mu controller KMU

Time (seconds)

Figure 4.25: µ closed-loop time responses due to 50% increase in command
signal.

4.4 Summary

The aircraft model used was considered at steady flight condition with lateral-

directional dynamic values computed. The design method was first to select the

Q and R matrices. The next step was to implement the results of the control

gains on the model which are based on the multi-objective PSO algorithm.

Accordingly we implemented a state feedback controller based on the optimal

weighting matrices obtained explicitly from the multi-objective PSO algorithm

and compared to a conventional PSO algorithm. An initial population for Q

and R was computed using the Bryson’s rule. Subsequently for the Q matrix

the maximum values for the states using Bryson’s rule, an initial population

matrix was developed using the algorithm. Figure 4.9 shows the response to a
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Figure 4.26: µ closed-loop time responses due to 50% decrease in command
signal.

doublet input to roll angle of < 5secs. The response is well damped with a rise

time < 2secs and an overshoot < 10%. The actuator response corresponding to

the doublet is given in Figure 4.10 and it can be seen that it stays within the

aileron permissible limits.

The corresponding results for the yaw output response and rudder actuator

is also visualized in the Figures 4.13 and 4.14 respectively. These results indicate

that the while the cost function minimizes the control action, a selection of the

Q and R matrices using the multi-objective PSO algorithm described guarantees

that the yaw output response in Figure 4.13(a) is < 1.8◦ due to the control input

of < 0.2◦ in Figure 4.14(a). This is an improvement when compared to output

response using the conventional PSO algorithm in Figure 4.13(a) and and its

corresponding control input > 0.2◦ in Figure 4.14(b).

We also demonstrate the robust stability and performance of the UAV lateral

model by designing a model-based controller synthesis. A test for the robustness

of the designed controllers (µ and H∞), where the closed-loop response for the
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µ controller proved to be more robust (stability and performance) to modelling

errors than with the H∞ controller. These results suggest that during a climbing

turn flight condition we achieved robust stability for the roll-yaw motion of the air

vehicle with stability margin value of 4.64 satisfying the lower and upper bounds

requirement of > 1 and a tolerance value, 464%, of plant uncertainty. The

robust performance was achieved with margin value of 1.19 which also satisfies

the bound requirement.
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Guidance System Design

5.1 UAV Guidance System

Autonomous unmanned aerial systems (UAS) share the basic need for sensors or

sensor-systems which provide an estimate of the vehicle’s full state vector. The

state vector normally consists of three position co-ordinates, components of the

velocity vector and anywhere between three and nine parameters which describe

the vehicle’s attitude. UAV operating autonomously need some form of control

and guidance, in addition to these sensor systems that allow it to manoeuvre in a

way consistent with specific flight missions [42] [43]. There are numerous varieties

of guidance, navigation and control (GNC) frameworks already published in the

academic and industrial environment. In this Chapter we therefore implement

a Lyapunov-based guidance vector field to provide instruction for operating the

aircraft controls (aileron, elevators, thrust, etc) to follow a pre-determined path

set by a user. This method was selected due to the ease of implementation in real-

time. The test platform used for this chapter is the Ultrastick UAV simulation

model and our focus here is limited to simulation and analysis purposes using

the Matlab/Simulink codes developed in [5]. The software architecture adopted

is shown in Figure 5.1.
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Figure 5.1: Full UAV system architecture.

5.2 Guidance System

Guidance as defined by [74] is the process for guiding the path of an object

towards a given point, which in general may be moving. Furthermore, according

to [6] various guidance models exist and they can be derived with regards to

the level of fidelity or existing uncertainty of the aircraft model that are highly

dependent on the choice of its application. An overview of these models is

described and grouped in two categories: the kinematic and dynamic guidance

models.

5.2.1 Kinematic Guidance Model

The kinematic guidance model was used to develop both longitudinal and lateral-

directional guidance laws for generation of the UAV flight-path and course com-

mands. The simplest laws for longitudinal and lateral-direction motions was

adapted as described in [6]:

ṗn = Vacosψcosγa + ωn (5.1)

ṗe = Vasinψcosγa + ωe (5.2)
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ψ̇ =
g

Va
tanφ (5.3)

V̇ = Ka(V
c
a − Va) (5.4)

γ̇ = Kγ(γ
c − γ) (5.5)

φ̇ = Kφ(φc − φ) (5.6)

ḣ = Vasinγa − ωd (5.7)

5.2.2 Dynamic Guidance Model

The dynamic model essentially provides guidance laws in respect of the thrust

and drag forces which generates trajectories for determining the positional vec-

tors of the aircraft [6]. These laws were given as:

ṗn = Vgcosχcosγ (5.8)

ṗe = Vgsinχcosγ (5.9)

χ̇ =
Flift
mVg

sinφcos(χ− ψ)

cosγ
(5.10)

V̇g =
Fthrust
m

− Fdrag
m
− gsinγ (5.11)

γ̇ =
Flift
mVg

cosφ− g

Vg
− cosγ (5.12)

ḣ = Vgsinγ (5.13)

5.3 Objective

Objective is to assess and demonstrate the use of LGVF method using the Ultra

stick UAV model in the presence of wind disturbance magnitude with a view to

conduct an experimental flight test for the GULMA UAV. This guidance system

is applied to the non-linear UAV simulation model. The full system architecture
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as described in [5] is in Figure 5.1. The autopilot block is implemented using

low-level PID based control algorithms for the lateral and longitudinal motions

of the UAV [23].

5.4 Lateral Guidance

5.4.1 Straight Path Following

path
error

y-axis

Figure 5.2: Geometry for lateral guidance of UAV to follow a straight-line path.

The lateral guidance strategy for path-following in [12] [3] is adopted from

the frame relative to the path being followed. The path for a straight line is

described in Figure 5.2 as

path(r, q) =
{
x ∈ <3 : x = r + λq, λ ∈ <

}
(5.14)

where r is the initiation of the path, q is the vector for indicating the direction

of the path, (qnorth, qeast, qdown). The course angle, χpath is given as
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χpath
.
= atan2

qeast
qnorth

(5.15)

Now projecting, r, as the center of the path frame, path, with the x-axis

(i.e north east) and z-axis as the inertial down axis we get the conventional co-

ordinate system that translate the direction from the inertial frame to the path

frame given as:

R
.
=


cosχpath sinχpath 0

−sinχpath cosχpath 0

0 0 1

 (5.16)

 ˙epathx

˙epathy

 =

 cosχpath sinχpath

−sinχpath cosχpath

Vacosχ
Vasinχ

 =

Vacos(χ− χpath)
Vasin(χ− χpath)

 (5.17)

The relative path error from the geometry of Figure 5.2 is seen as:

epath =


epathx

epathy

epathz

 .
= R(pathi − ri) (5.18)

Hence for path follower the path error y-axis, epathy, must tend to zero steering

a commanded course angle, χcmd.

epathy = Vasin(χ− χpath) + ωwind (5.19)

So the straight-line following guidance problem for lateral-axis is to formulate

χcmd so that epathy tends to zero for the specified course angle. ωwind is the wind

vector in the lateral plane.

So therefore using the Lyapunov second method to define the function, V (epathy) =

1/2e2
pathy and χ = χq + χd(epathy)
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Now,

Ẇ = epathy ˙epathy

substituting for epathy from Equation 5.19

Ẇ = −Vaepathy sin(χ∞ tan−1(kpathepathy)) < 0

∀epathy 6= 0, ∴ epathy → 0 asymptotically. Subsequently, the command for the

lateral path is

χcmd = χpath −
2

π
χ∞ tan−1(kpathepathy) (5.20)

In the case for a wind disturbance magnitude the air vehicle would induce

an opposition to a drift (crab angle) to maintain the desired course as seen in

Figure 5.3. We hence add an integral controller with the lateral command path

in Equation 5.26 [5].
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Figure 5.3: Crab angle due to wind disturbance.
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χcmd = χpath −
2

π
χ∞ tan−1(kpathepathy) +KI

∫ t

−∞
epathy(τ)δτ (5.21)

where,

• KI is the Integral control for crab angle.

• kpath vector fields fast/slow transition positive constants usually between

0− 1.

• χ∞ initial UAV course angle constrained to (0,
π

2
).

5.4.2 Circular Path Following
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Figure 5.4: Geometry for lateral guidance of UAV to follow a circular path.

The circular path geometry we consider as described in [6] is shown in Figure

5.4. The UAV is to follow the circular path smoothly and converging with

improved stability performance. Here we also adopt the LGVF method.
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Chapter 5 5.4. Lateral Guidance

ṗn
ṗe

 =

Va cosχ

Va sinχ

 (5.22)

converting to polar coordinates as done in the straight line strategy we have

 ḋ
dϕ̇

 =

 cosϕ sinϕ

− sinϕ cosϕ

ṗn
ṗe


=

 cosϕ sinϕ

− sinϕ cosϕ

Va cosχ

Va sinχ


=

Va cos(χ− ϕ)

Va sin(χ− ϕ)


and

χ0 = ϕ+ λ
π

2

When d� ρ → χ ≈ χ0 + λπ
2

When d = ρ → χ = χ0

Therefore, let the desired course angle be

χ(d− ρ, λ) = χo + λ tan−1

(
kcirc

(
d− ρ
ρ

))
(5.23)

The commanded course is

χcmd = ϕ+ λ

[
π

2
+ tan−1

(
kcirc

(
d− ρ
ρ

))]
+Kc

∫ t

∞
epathy(τ)δτ (5.24)

• Kc is the Integral control for crab angle during circular motion.

• kcirc vector fields for fast/slow transition positive constants during circular

manoeuvre usually between 0− 1.
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Chapter 5 5.5. Longitudinal guidance

• ϕ phase angle relative to UAV position (0, 2π).

• λ shows the direction of UAV either clockwise or anti-clockwise 1 or −1

respectively.

The circular angle must be wrapped:

ϕ = atan2(pe − ce, pn − cn) + 2πm

The
∫ t
∞ epathy(τ)δτ term in the heading command, χcmd, is the integral con-

troller for the error due to wind vector.

5.5 Longitudinal guidance

path
error

y-axis

Figure 5.5: Geometry for longitudinal guidance of UAV.

The LQR longitudinal control approach described in Chapter 4 is adopted

here for the guidance system. We shall augment the measured altitude state

with an integral control in order to track the reference altitude signal. So we

have,

ẋ = Alonx+Blonu (5.25)
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Chapter 5 5.5. Longitudinal guidance

z = Hx

where z is the measured altitude output. Objective is to drive z to a reference

signal hr. The augmented state with an integrator is

xi =

∫ t

0

(z(τ)− hr)δτ (5.26)

let’s define the augmented state as

ξ = (xT , xTi )T

hence

ξ̇ = Aaugξ +Baugu (5.27)

Aaug =

A 0

H 0

Baug =

B
0

 (5.28)

(5.29)

So now considering the longitudinal state space equations described in Chap-

ter 4

ẋ = Alonxlon +Blonulon (5.30)

where xlon = (u,w, q, θ, h)T and ulon = (δa, δt)
T . The objective is to track

altitude, h, to a reference altitude signal, hr and UAV airspeed Va to commanded

airspeed, Vc Hence we proceed to augment as in Equation 5.26.
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Chapter 5 5.6. Kalman Estimator Dynamics

xi =

 ∫ (h− hr)δt∫
(Va − Vc)δt



=

∫
(Hlon −

hr)
Vc

)δt (5.31)

where

Hlon =

0 0 0 0 1

1 0 0 0 0



5.6 Kalman Estimator Dynamics

In reality, aircraft state estimates (sensors) are required to effectively control the

air vehicles as there are no direct measurements of these states. Hence using the

dynamic observer theory as described by Luenberger in [6] the air vehicle’s rate

of change of velocity, angular rates, altitude and airspeed in terms of change

of static and dynamic pressure respectively, e.t.c. are measured [80]. In the

simulation model direct feedback of the true states of the UAV is also assumed

which is compared with the estimated states. The UAV state system model in

terms of sensor and measurement noises is described as [6]:

ẋ = f(x, u) + ξ (5.32)

y[n] = h(x[n], u[n]) + η[n], (5.33)

where ξ ∼ N (0, Q) is the process noise, ηi ∼ N (0, R) is the measurement noise.
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Chapter 5 5.6. Kalman Estimator Dynamics

The continuous-time observer for this system is given by

˙̂x = Ax̂+Bu+ L(y − Cx̂) (5.34)

where x̂ is the estimated value of x and the observation error defined as x̃ = x−x̂

˙̃x = (A− LC)x̃.

Therefore, observation error → 0 if eig(A− LC) is stable.

For a non linear propagation model with respect to non linear model described

in Chapter 3 we have:

φ̇ = p+ q sinφ tan θ + r cosφ tan θ + ξφ (5.35)

θ̇ = q cosφ− r sinφ+ ξθ (5.36)

where

ξφ ∼ N (0, Qφ) and ξθ ∼ N (0, Qθ)

Accelerometers for measured outputs are described as:

yaccel =


u̇+ qw − rv + g sin θ

v̇ + ru− pw − g cos θ sinφ

ẇ + pv − qu− g cos θ cosφ

+ ηaccel. (5.37)

if u̇ = v̇ = ẇ ≈ 0

and 
u

v

w

 ≈ Va


cosα cos β

sin β

sinα cos β


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now assuming that α ≈ θ and β ≈ 0, gives


u

v

w

 ≈ Va


cos θ

0

sin θ


we see that

yaccel =


qVa sin θ + g sin θ

rVa cos θ − pVa sin θ − g cos θ sinφ

−qVa cos θ − g cos θ cosφ

+ ηaccel (5.38)

Now x = (φ, θ)>, u = (p, q, r, Va)
>, ξ = (ξφ, ξθ)

>, and η = (ηφ, ηθ)
>, gives

ẋ = f(x, u) + ξ

y = h(x, u) + η,

where

f(x, u) =

p+ q sinφ tan θ + r cosφ tan θ

q cosφ− r sinφ

 (5.39)

h(x, u) =


qVa sin θ + g sin θ

rVa cos θ − pVa sin θ − g cos θ sinφ

−qVa cos θ − g cos θ cosφ

 (5.40)

According to [6], implementation of Kalman filter requires Jacobians: δf
δx

and δh
δx

.
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δf

δx
=

q cosφ tan θ + r sinφ tan θ q sinφ−r cosφ
cos2 θ

−q sinφ− r cosφ 0

 (5.41)

δh

δx
=


0 qVa cos θ + g cos θ

−g cosφ cos θ −rVa sin θ − pVa cos θ + g sinφ sin θ

g sinφ cos θ (qVa + g cosφ) sin θ

 . (5.42)

Other states were measured using a low pass filter (LPF) method. We shall

use a simple unity DC gain LPF with a cut-off frequency of 3Hz. The filter is

represented as

yn+1 = e−3Tsty(n) + (1− e−3Tst)u(n) (5.43)

we assume %LPF = e−3Tst , then

yn+1 = %LPFy(n) + (1− %LPF )u(n) (5.44)

where yn+1 is update of the measured output and input, u, for sampling time,

Tst. Also %LPF ∈ [0, 1]. The results for using the LPF method is given as follows:

p̂ = yn+1 (ygyro,x) (5.45)

q̂ = yn+1 (ygyro,y) (5.46)

r̂ = yn+1 (ygyro,z) (5.47)

ĥ =
yn+1 (ystatic pres)

ρg
(5.48)

V̂a =

√
2

ρ
yn+1 (ydiff pres) (5.49)

While ground speed, position (north and east) and course is obtained using the
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Chapter 5 5.7. Simulation Results

GPS sensor model as,

p̂n = yn+1 (yGPS,n) (5.50)

p̂e = yn+1 (yGPS,e) (5.51)

χ̂ = yn+1 (yGPS,χ) (5.52)

V̂g = yn+1 (yGPS,Vg) (5.53)
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Figure 5.6: State estimation via EKF.

We observe in Figures 5.6 and 5.7 that the estimated states closely follow

the true states which indicates that the implemented EKF sensor model gives

an acceptable result.

5.7 Simulation Results

The results of the simulation was obtained via tuning of the inner PID loops and

outer guidance loop. The parameters used is listed in Table 5.1 are for straight
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Figure 5.7: Estimation error for states via EKF.

line path tracking while for circular path tracking is listed in Table 5.2. The

LGVF method is implemented as described in Figure 5.8.

5.7.1 Summary

Aircraft modelling using commercial tools such as AVL which model the aircraft

in terms of aerodynamic and flight dynamics analysis used for the calculation of
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Clock
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Figure 5.8: Matlab/Simulink LGVF simulation diagram.

Table 5.1: Parameters for straight line path tracking.

Parameters Values Range

Direction of path (q) [−0.5,−1,−0.05]Tm -
Initial position of path (r) [0, 0,−100]Tm -

UAV velocity 17m/s 10m/s− 23m/s
UAV initial position [0, 0,−100]Tm -

kpath 0.03 0.02− 0.03
φmax 35◦ -
KI 0.00075 -

windn 1m/s 1− 3m/s
winde −1m/s −3m/s to −1m/s

stability derivatives. Guidance algorithms on their side are typically based on

sensor fusion using extended Kalman filtering. The LGVF algorithm provided

a low cost and high performance solution and was adapted to the Ultra stick

UAV model. The guidance framework used was developed by Beard and Randal

for small autonomous fixed wing UAV. The LGVF technique guaranteed con-

vergence for straight line and circular path tracking of the vehicle. Tuning of

PID controllers for stabilization of the inner loop was conducted and to guar-

antee outer loop stability in the presence of wind disturbances in the range of

(−1 ≤ windn,e ± 3)m/s the integral controller was added to the loop.
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Table 5.2: Parameters for circular path tracking.

Parameters Values Range

Initial position of path (r) [0, 0,−100]Tm -
Initial direction of circular path (λ) 1 ±1

UAV velocity 13m/s 10m/s− 23m/s
UAV initial position [0, 0,−100]Tm nil

kpath 0.05 0.05− 0.7
φmax 35◦ nil
Kc 0.02 0.02− 0.0356

windn 1m/s 1− 3m/s
winde −1m/s −3m/s to −1m/s
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Figure 5.9: UAV straight line path error due to windn,e = 1m/s.
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Figure 5.10: Response to straight line path tracking due to windn,e = 1m/s.

98



Chapter 5 5.7. Simulation Results

-500 -400 -300 -200 -100 0 100 200 300 400 500

East

-500

-400

-300

-200

-100

0

100

200

300

400

500

N
or

th

UAV

Figure 5.11: UAV straight line path error due to windn,e = 3m/s.
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Figure 5.12: Response to straight line path tracking with windn,e = 3m/s.
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Figure 5.13: UAV circular path error due to windn,e = 1m/s.
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Figure 5.14: Response to circular path tracking with windn,e = 1m/s.

102



Chapter 5 5.7. Simulation Results

-500 -400 -300 -200 -100 0 100 200 300 400 500

East

-500

-400

-300

-200

-100

0

100

200

300

400

500

N
or

th

UAV

Figure 5.15: UAV circular path error due to windn,e = 3m/s.
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Figure 5.16: Response to circular path tracking with windn,e = 3m/s.
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Chapter 6

Conclusion and Further Work

6.1 Conclusions

In conclusion, to enhance and facilitate the NAF UAV program, there was a

need to develop a simulation model of its air vehicle. Hence, the development of

the GULMA UAV non linear simulation model was accomplished using AVL and

Matlab/Simulink software in this thesis. Linearization of the non linear model

was successfully computed for steady flight and climbing turn velocity values

of 43m/s and 35m/s respectively, zero flight path angle and altitude of 100m.

The corresponding linear models- longitudinal and lateral-directional were ob-

tained for the UAV. Control design and modal analysis of the models provided

satisfactory results using the LQR/LQG control design technique. The control

problem for roll-yaw coupling existing in the lateral-directional dynamic model

was addressed. The design method was to select and tune for optimal weighting

matrices using a developed multi-objective PSO algorithm scheme that com-

puted the best fit matrices for determination of the optimal LQR state feedback

control gains. The result obtained from multi-objective PSO algorithm was com-

pared to the conventional PSO algorithm which indicated a better response to a

doublet input to roll angle of < 5secs. The response was well damped with a rise

105



Chapter 6 6.1. Conclusions

time < 2secs and an overshoot < 10%. The actuator response corresponding to

the doublet was maintained within the aileron permissible limits.

The coupling results for yaw output response and rudder actuator also indi-

cated that the while the cost function minimizes the control input, the optimal

weighting matrices using the multi-objective PSO algorithm described guaran-

teed that the yaw output response value of < 1.8◦ due to the control input

of < 0.2◦ was an improvement when compared to output response using the

conventional PSO algorithm.

A 2-DOF model-based H∞ and µ robust controller design and synthesis was

conducted for the lateral axis GULMA UAV model that was linearized at 35m/s

during a climb turn flight condition. Assessment of the synthesized controllers

in terms of the performance objectives indicated that the performance of H∞

technique was satisfactory for the nominal model and poor performance for the

worse-case uncertain models. However, the µ controller performance was satis-

factory for both nominal and uncertain models by maintaining the gain peak of

1 ≤ γ ≤ 1.2 in the frequency domain. Furthermore in the time domain test for

performance and robustness of the µ controller gave satisfactory roll and yaw

output responses for a 50% increase and decrease in the commanded roll and

yaw input configuration while when compared to time domain responses for the

H∞ controller, the results where unsatisfactory. This suggest that the aircraft

in climbing turn flight condition showed promising robust stability for the roll

to rate rate motion of the system. A robust stability value of 4.64 meant the

system satisfied the lower bound of > 1 and a tolerance value, 464%, of the plant

uncertainty. Hence, using the µ controller we can synthesize a robust controller

for the GULMA UAV when conducting flight experiments.

Aircraft modelling using tools such as AVL which model the aircraft in terms

of aerodynamic and flight dynamics analysis used for the calculation of stability

derivatives. Guidance algorithms on their side are typically based on sensor fu-
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sion using extended Kalman filtering. The LGVF algorithm provided a low cost

and high performance solution which was demonstrated using the Ultra stick

UAV non linear simulation model. The guidance framework used was developed

by Beard and Randal for small autonomous fixed wing UAV. The LGVF tech-

nique guaranteed convergence for straight line and circular path tracking of the

vehicle. Tuning of PID controllers for stabilization of the inner loop was con-

ducted and to guarantee outer loop stability in the presence of wind disturbances

in the range of (−1 ≤ windn,e ± 3) m/s an integral controller was added to the

loop.

A basic requirement for pre-flight checks for flight experiments and testing

is that control and guidance algorithms are to be tested using a HIL (Hardware

in the Loop) environment in which the navigation and flight control software is

performed in real-time hardware on-board a UAV. This hardware is connected

to a set of systems that emulate the flight dynamics of the aircraft as well as the

sensor data that will be employed by the navigation algorithm. Positioning data

could be simulated employing GPS sensor including the errors that are common

to these sensors.

The Matlab/Simulink code generated using this framework could be com-

piled ready to be used on real-time operating system running on an on-board

embedded controller such as the Arduino hardware, which brings a high degree

of flexibility for adapting to changes in mission and a simple open interface for

running the C codes.

6.2 Further Work

Recommendation for future work for improving GULMA UAV flight performance

include the following:

• Comparing experimental flight data analysis with this developed full linear
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model simulation results using model identification techniques. This com-

parison would enable further analysis for rapid development of FCS and

testing on newly designed GULMA UAV variant structures.

• Implementation of the LGVF design on the Arduino hardware as an on-

board autopilot which would be used for UAV guidance system experimen-

tal testing and analysis.

• The linearization of the GULMA simulation model was done for velocity

at 35 and 43 m/s, this could be further calculated for specified range of

velocities using measured thrust or engine power setting data of the air

vehicle.

• Adapt the LGVF design to the NAF unmanned combat aerial vehicle pro-

gram.



Appendix A

AVL Modelling

A Performance Specifications for GULMA UAV

Critical performance specifications for GULMA UAV were obtained from CAD

model provide vide reference documents and AVL analysis. The dimensional

critical parameters are in Table A.1 while aerodynamic critical parameters are

specified in Table A.2

Table A.1: Critical dimensional parameters.

Parameters Values Units
Maximum Take-off weight 47.04 Kg

Empty weight 32.1 Kg
Fuel weight 14.4 Kg

Tank Capacity 10.2 Litres
Wing Loading 36.7 Kg/m2

Wing reference area 1.3 m2

Aspect ratio 11.1 nil
Wing span 3.8 m
Taper ratio 0.7 nil
Root chord 0.4 m

Dihedral angle 0.1 deg
Cruise speed 44.5 m/s
Stall speed 20.6 m/s

Diving speed 62.3 m/s



Table A.2: Aerodynamic critical parameters.

Parameters Symbol Values
Maximum Coefficient of lift Clmax 1.38
Zero-lift Coefficient of drag CD0 0.0345
Induced Coefficient of drag K 0.0357

Oswald efficiency e 0.8
Zero-lift Coefficient of moment CM0 −0.0235

Lift-to-Drag (L/D)max 0.32
Reynolds number Re 106

Neutral point Xnp 1.086

The specifications are required to perform an analysis of different flight con-

ditions for the vehicle using the AVL interface. The result of the performance

analysis is described in Figure A.1 is for sea level conditions and shown in Figure

A.2 is for flight level of about 1000metres.
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7.3 Performance analysis

Case 1: Sea Level conditions, Wto.

Case 2: 14000 ft conditions, Wto.

V (m/s) CL e Cdi Cdt D(N) L/D Power Cm
15 2.611 0.981 0.199 0.233 41.621 18.107 0.837 -1.065
17 2.033 0.994 0.119 0.153 35.156 18.914 0.801 -0.756
19 1.627 1.003 0.075 0.110 31.509 18.882 0.803 -0.566
21 1.332 1.009 0.050 0.085 29.675 18.139 0.836 -0.441
23 1.111 1.013 0.035 0.069 29.098 16.891 0.897 -0.355
25 0.940 1.016 0.025 0.059 29.445 15.356 0.987 -0.294
27 0.806 1.018 0.018 0.053 30.510 13.723 1.105 -0.248
29 0.699 1.020 0.014 0.048 32.156 12.122 1.251 -0.213
31 0.611 1.022 0.010 0.045 34.292 10.634 1.426 -0.186
33 0.539 1.011 0.008 0.043 36.932 9.275 1.634 -0.164
35 0.480 1.011 0.006 0.041 39.867 8.101 1.871 -0.147
37 0.429 1.006 0.005 0.040 43.176 7.076 2.142 -0.132
39 0.386 0.995 0.004 0.039 46.828 6.190 2.449 -0.120
41 0.350 0.982 0.004 0.038 50.777 5.430 2.792 -0.110
43 0.318 0.971 0.003 0.037 54.998 4.780 3.171 -0.102
45 0.290 0.976 0.002 0.037 59.416 4.228 3.586 -0.094
47 0.266 0.966 0.002 0.037 64.166 3.748 4.044 -0.088
49 0.245 0.956 0.002 0.036 69.165 3.335 4.545 -0.082
51 0.226 0.947 0.002 0.036 74.408 2.979 5.089 -0.078
53 0.209 0.939 0.001 0.036 79.894 2.670 5.678 -0.073
55 0.194 0.932 0.001 0.036 85.619 2.401 6.315 -0.070
57 0.181 0.926 0.001 0.036 91.580 2.166 7.000 -0.066
59 0.169 0.920 0.001 0.035 97.775 1.960 7.736 -0.063

V CL e Cdi Cdt D(N) L/D Power
15 4.018 0.944 0.489 0.523 60.715 15.398 1.221
17 3.129 0.968 0.289 0.323 48.189 17.118 1.099
19 2.505 0.984 0.182 0.217 40.348 18.292 1.028
21 2.050 0.994 0.121 0.155 35.331 18.900 0.995
23 1.709 1.001 0.083 0.118 32.160 18.959 0.992
25 1.447 1.006 0.059 0.094 30.274 18.529 1.015
27 1.240 1.010 0.043 0.078 29.328 17.710 1.062
29 1.075 1.013 0.033 0.067 29.100 16.617 1.132
31 0.941 1.016 0.025 0.059 29.441 15.365 1.224
33 0.830 1.011 0.019 0.054 30.318 14.016 1.342
35 0.738 1.011 0.015 0.050 31.524 12.710 1.480
37 0.660 1.006 0.012 0.047 33.111 11.447 1.643
39 0.594 0.995 0.010 0.045 35.029 10.265 1.832
41 0.538 0.982 0.008 0.043 37.211 9.192 2.046
43 0.489 0.971 0.007 0.042 39.615 8.232 2.284
45 0.446 1.039 0.005 0.040 41.759 7.463 2.520
47 0.409 1.025 0.005 0.039 44.628 6.686 2.813
49 0.377 1.013 0.004 0.039 47.682 6.002 3.133
51 0.348 1.001 0.003 0.038 50.914 5.401 3.482
53 0.322 0.990 0.003 0.037 54.319 4.871 3.861
55 0.299 0.980 0.003 0.037 57.894 4.404 4.270
57 0.278 0.971 0.002 0.037 61.635 3.992 4.711
59 0.260 0.963 0.002 0.037 65.540 3.627 5.186

Figure A.1: List of performance values for analysis at sea level at 1000 metres.
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7.3 Performance analysis

Case 1: Sea Level conditions, Wto.

Case 2: 14000 ft conditions, Wto.

V (m/s) CL e Cdi Cdt D(N) L/D Power Cm
15 2.611 0.981 0.199 0.233 41.621 18.107 0.837 -1.065
17 2.033 0.994 0.119 0.153 35.156 18.914 0.801 -0.756
19 1.627 1.003 0.075 0.110 31.509 18.882 0.803 -0.566
21 1.332 1.009 0.050 0.085 29.675 18.139 0.836 -0.441
23 1.111 1.013 0.035 0.069 29.098 16.891 0.897 -0.355
25 0.940 1.016 0.025 0.059 29.445 15.356 0.987 -0.294
27 0.806 1.018 0.018 0.053 30.510 13.723 1.105 -0.248
29 0.699 1.020 0.014 0.048 32.156 12.122 1.251 -0.213
31 0.611 1.022 0.010 0.045 34.292 10.634 1.426 -0.186
33 0.539 1.011 0.008 0.043 36.932 9.275 1.634 -0.164
35 0.480 1.011 0.006 0.041 39.867 8.101 1.871 -0.147
37 0.429 1.006 0.005 0.040 43.176 7.076 2.142 -0.132
39 0.386 0.995 0.004 0.039 46.828 6.190 2.449 -0.120
41 0.350 0.982 0.004 0.038 50.777 5.430 2.792 -0.110
43 0.318 0.971 0.003 0.037 54.998 4.780 3.171 -0.102
45 0.290 0.976 0.002 0.037 59.416 4.228 3.586 -0.094
47 0.266 0.966 0.002 0.037 64.166 3.748 4.044 -0.088
49 0.245 0.956 0.002 0.036 69.165 3.335 4.545 -0.082
51 0.226 0.947 0.002 0.036 74.408 2.979 5.089 -0.078
53 0.209 0.939 0.001 0.036 79.894 2.670 5.678 -0.073
55 0.194 0.932 0.001 0.036 85.619 2.401 6.315 -0.070
57 0.181 0.926 0.001 0.036 91.580 2.166 7.000 -0.066
59 0.169 0.920 0.001 0.035 97.775 1.960 7.736 -0.063

V CL e Cdi Cdt D(N) L/D Power
15 4.018 0.944 0.489 0.523 60.715 15.398 1.221
17 3.129 0.968 0.289 0.323 48.189 17.118 1.099
19 2.505 0.984 0.182 0.217 40.348 18.292 1.028
21 2.050 0.994 0.121 0.155 35.331 18.900 0.995
23 1.709 1.001 0.083 0.118 32.160 18.959 0.992
25 1.447 1.006 0.059 0.094 30.274 18.529 1.015
27 1.240 1.010 0.043 0.078 29.328 17.710 1.062
29 1.075 1.013 0.033 0.067 29.100 16.617 1.132
31 0.941 1.016 0.025 0.059 29.441 15.365 1.224
33 0.830 1.011 0.019 0.054 30.318 14.016 1.342
35 0.738 1.011 0.015 0.050 31.524 12.710 1.480
37 0.660 1.006 0.012 0.047 33.111 11.447 1.643
39 0.594 0.995 0.010 0.045 35.029 10.265 1.832
41 0.538 0.982 0.008 0.043 37.211 9.192 2.046
43 0.489 0.971 0.007 0.042 39.615 8.232 2.284
45 0.446 1.039 0.005 0.040 41.759 7.463 2.520
47 0.409 1.025 0.005 0.039 44.628 6.686 2.813
49 0.377 1.013 0.004 0.039 47.682 6.002 3.133
51 0.348 1.001 0.003 0.038 50.914 5.401 3.482
53 0.322 0.990 0.003 0.037 54.319 4.871 3.861
55 0.299 0.980 0.003 0.037 57.894 4.404 4.270
57 0.278 0.971 0.002 0.037 61.635 3.992 4.711
59 0.260 0.963 0.002 0.037 65.540 3.627 5.186

Figure A.2: List of performance values for analysis at 1000 metres.

B Aerodynamic analysis for GULMA UAV

The air-foil employed in the design of the air vehicle wings was the NACA-2415

while the tail section was the NACA 0012. The respective coefficients of lift,

drag and moment versus angle-of-attack of the vehicle were thus simulated using

XFOIL programme in order to obtain the behaviour in critical flight conditions.

Shown in Figure A.3 is the graphical representation of the results obtained from

the simulation using the air-foil NACA 2415. In Figure A.4 we have the results

for using the NACA 0012 for the tail section of the aircraft.

We obtained the best lift to weight ratio and power requirement for sea level

as well as at 1000metres condition from the graphical representation of the lift

to weight ratio versus the aircraft speed as shown in Figure A.5.
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Figure 2: Variation of Cl, Cd, Cm and Cl/Cd for NACA 2415

Figure 3: Variation of Cl, Cd, Cm and Cl/Cd for NACA 0012

For the 3D aerodynamic analysis, AVL program was used. The complete discretization
of the GULMA UAV was employed based on the geometrical coordinates obtained
from the CAD model.
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Figure A.3: Variation of coefficients for NACA 2415 air-foil.
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Figure 2: Variation of Cl, Cd, Cm and Cl/Cd for NACA 2415

Figure 3: Variation of Cl, Cd, Cm and Cl/Cd for NACA 0012

For the 3D aerodynamic analysis, AVL program was used. The complete discretization
of the GULMA UAV was employed based on the geometrical coordinates obtained
from the CAD model.
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Figure A.4: Variation of coefficients for NACA 0012 air-foil.

C Weight analysis

In computing the mass matrix AVL requires the input of the mass distribution

of the components, sub-components and other accessories as well as payload in
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From simple performance analysis, the best CL3/2 over CD and power requirement for
Sea Level as well at 14000 ft conditions was obtained:

CL3/2 over CD is the critical parameter for a propeller/reciprocating engine airplane. In
this case the maximum value is reached near stall conditions; where in cruise the value
increases with altitude. At SL this value is 4.7 – cruise speed, with a power requirement
of 3.17 hp.
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Figure A.5: Lift-Drag ratio versus airspeed for GULMA UAV.

terms of the their product of inertia. Therefore all components were weighed to

build up the excel mas sheets. This is shown in Figure A.6.
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7.2 Weight table

Components
Mass (kg) x y z

Structural Components
Fuselage +Wiring + Painting 5.194 0.944 0.000 0.08640
Right Wing + Wiring +  Painting 4.875 1.091 -0.950 0.17700
Left Wing + Wiring + Painting 4.875 1.091 0.950 0.17660
Left Aileron + Painting 0.000 0.000 0.000 0.00000
Right Aileron + Painting 0.000 0.000 0.000 0.00000
MLG strut + tyres 2.242 1.147 0.000 -0.20000
NLG (Tyre+Strut) 0.593 0.224 0.000 -0.09084
Tail boom(left) 0.343 1.663 0.507 0.18064
Tail boom(right) 0.343 1.663 -0.507 0.18064
Right Fin + wiring + Painting 0.596 2.165 -0.515 0.26700
Left Fin + wiring  + Painting 0.596 2.165 0.515 0.26700
Right rudder + Painting 0.000 0.000 0.000 0.00000
Left rudder  + Painting 0.000 0.000 0.000 0.00000
Horizontal Tailplane + Painting 1.313 2.192 0.000 0.47800
Elevator + Painting 0.000 0.000 0.000 0.00000
SYSTEM AND ACCESSORIES
Engine and Engine accessories 6.612 1.584 0 0.134
Propeller +hub 0.000 0 0 0
Alternator 0.000 0 0 0
Fuel Tank + Piping 15.133 0.975 0.023 0.0636
AVIONICS SYSTEMS AND ASSESSORIES
Battery 1.81 0.345 0 0.035637
Surveillance Camera 1.347 0.489 0 -0.0603
Forward Looking Camera 0.013 0.160 0 -0.05
Flight Control Systems 0.600 0.660 0 0.028054
Avionics 0.14 0.66 0 0.028054
Rear Camera 0.013 2.2 0 0.45
Telemetry Equipment 0.40 0.66 0 0.028054
Ballast 0 0.20 0.00 0.00

OEM 47.042 Summation of OEM Mass Moments

Figure A.6: Mass distribution sheet for GULMA UAV.



D Trim results from AVL

The trimmed results are presented in graphical form for some selected cases.

This is because the volume of simulations required to for various trim conditions.

However the selected the results for the trim procedure are in Figure A.7.
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7 Appendix - tables

7.1 3D aerodynamic analysis

Case 1: Trim condition, cruise state, Wto mass and CG position

Case 2: Trim condition, cruise state, flaps 5 deg, Wto mass and CG position
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7 Appendix - tables

7.1 3D aerodynamic analysis

Case 1: Trim condition, cruise state, Wto mass and CG position

Case 2: Trim condition, cruise state, flaps 5 deg, Wto mass and CG position

E Eigenmode Analysis
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Loading for Case 2

Case 3: Trim condition, cruise state, flaps 10 deg, Wto mass and CG position
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Loading for Case 2

Case 3: Trim condition, cruise state, flaps 10 deg, Wto mass and CG position
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Loading for Case 2

Case 3: Trim condition, cruise state, flaps 10 deg, Wto mass and CG position

Figure A.7: Trim for loading case 2.
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Case 4: Trim condition, stall state, flaps 0 deg, Wto mass and CG position

Loading Case 4
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Case 4: Trim condition, stall state, flaps 0 deg, Wto mass and CG position

Loading Case 4
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Case 4: Trim condition, stall state, flaps 0 deg, Wto mass and CG position

Loading Case 4

Figure A.8: Trim for loading case 4.



Figure A.9: Eigenmode view of model in flight level condition.

Figure A.10: Eigenmode side slip motion diagram.
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7.4 Stability derivatives table
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7.4 Stability derivatives table
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7.4 Stability derivatives table

Figure A.11: AVL stability derivatives results for case 2.

24
Figure A.12: AVL stability derivatives results for case 4.



Appendix B

UAV Models

A Linearized models

The non-linear model described in Chapter 3 of is linearized by assuming small

perturbations from a steady, level trim condition. For simplicity, state variables

is the same notation as notation as perturbation of states in the linear model.

The longitudinal dynamics are decoupled from the lateral-directional axis and

the thrust is assumed to be constant. The longitudinal model are described in

Equations 3.1 and 3.2 of Chapter 3. The resulting system for the longitudinal

system is:

Alon =


Xu Xw Xq −We −gcosθe

Zu Zw Zq + Ue −gsinθe

Mu Mw Mq 0

0 0 1 0


Blon =


Xδe

Zδe

Mδe

0


(B.1)

where the terms We, Ue and θe are the trim conditions for linearization. The

X, Z and M terms with are the dimensional aerodynamic derivatives computed

from AVL. Alon cotains the longitudinal static derivatives andBlon matrix has the

control derivatives that are also computed from AVL. The linearized acceleration

measurements are also computed from the non-linear model auxiliary sub-system
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given as:

axx = u̇+ qWe + g cos θeθ + g sin θe (B.2)

azz = ẇ − qUe + g sin θeθ − g cos θe (B.3)

The Lateral directional axis dynamics are described in Equations 3.2 and 3.3.

The Y, L and N are described by the linear functions of lateral velocity, roll and

yaw angular rates, as well as the ailerons and rudder deflections. The resulting

system is given by the following:

Alatt =



Yv Yq +We Yr − Ue −gcosθe 0

Lv Lp −LrIx/Ixz 0 0

Nv −NpIz/Ixz Nr 0 0

0 1 tan θe 0 0

0 0 sec θe 0 0


Blon =



Yδa Yδr

Lδa Lδr

Nδa Nδr

0 0

0 0


(B.4)

The linearized lateral acceleration measurement is given as:

ayy = v̇ + pWe + rUe − g cos θeφ (B.5)

The MATLAB/Simulink diagram for the models used are shown in below:
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Figure B.1: UAV Non-linear Simulink Test Platform [56].
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Figure B.2: UAV Non-linear Simulink Test Platform [56].
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