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PART I.

STATEMENT OF THE PROBLEM : GENERAL THEORY,



1. Introduction and Chemical Background.

1.1 Introduction.

Optimal control theory has been developed principally over the last 

twenty years, particularly in response to the requirements of space flight; 

but more recently it has been developed in the areas of social, economic, 

ecological and medical problems. Many industrial and other systems 

operate below their full potentialities and it is therefore desirable to 

create and implement control systems which enable them to achieve 

specified optimum goals. For example a control system may be required 

to ensure the highest productivity for a given expenditure of fuel and raw 

materials. High accuracy and high speed of operation of a system or 

plant are often required, beyond the capability of the human controller, 

and frequently self-regulating or automatic control is desired. Many 

systems are distributed in time and space and their dynamic behaviour may 

be described by partial differential equations, integral equations, 

differential delay equations, or functional differential equations. The

development of optimal control theory for non-ordinary differential 

equation systems was hindered until relatively recently by the lack of a

well established theory of partial differential equations and of 

functional differential equations {34}. Some early references in the 

area are the papers of Egorov {11, 12}, and the books of Butkovskiy {3} 

and Sage {31}. Since 1970 there has been an enormous growth of interest 

in optimal control theory for distributed parameter systems, notably by 

Lions and his coworkers {20}^ and for delay equations and functional 

differential equations, particularly by Hale and others {4, 8 , 9, 14, 34}. 

Useful surveys have been published by Robinson {28}, Davies {6} and Ray {26} 

However, it must be said that to date relatively few applications of



1. INTRODUCTION AND CHEMICAL BACKGROUND

distributed parameter optimal control theory have been made to full-sized 

industrial processes, and there remains a regrettable gap between the 

potential user and the control theorist.

An early application of optimal control theory to a distributed 

parameter system in the chemical industry was made by Degtyarev and 

Sirazetdinov {7} , who considered the system

~  + (a + bx) = - (k^ + (1,1)

^  + (a + bx) ^  . (1 .2)

The control was exercised through the reaction rates k^ and k^

which are temperature dependent so that the two first order p.d.e.'s are

essentially uncoupled, leading to a complete resolution of the problem.

However, the paper is notable since it considers in the p.d.e. connection 

constrained controls which operate sometimes at their boundaries and 

sometimes in the interiors of their ranges, and also variable end time control.

The present study considers the regulation of the outlet state of one 

stream of the counterflow exchanger, using the inlet state of the second 

stream and the flow rates as the controls. Subject to certain 

simplifying assumptions, the governing equations are a coupled pair of 

first order partial differential equations. Consideration is also given 

to the study of the optimal control of the general first order linear 

partial differential equation

(x,t) + u(x,t) (x,t) = f(u, w, (j), X, t) (1.3)

which may be described as the transport or moving furnace equation, and to 

the restricted counterflow system in which one stream of the exchanger 

is assumed to be very massive.
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Thus the application of distributed parameter optimal control theory 

in this work falls under four main headings :

(i) Bang-bang optimal control of the transport equation + u(x,t)-^ = 0

(ii) Continuous optimal control of the transport equation 

Iy  + u(x,t)^ = k(w(x,t) - (J)(x,t))

(iii) Optimal control of the restricted counterflow system in which the 
controlling stream is so massive that it is unaffected by giving

up heat or solute to the controlled stream

(iv) Optimal control of the full counterflow system, in which both 

streams affect each other.

Both numerical and analytic methods are applied to the various problems.

1.2 The counterflow exchanger.

Counterflow exc1\angers are widely used in the chemical and 

mechanical industries in heating, cooling and economising roles, for example 

as a device for cooling steam after its power cycle, for extracting the 

heat energy from the carbon dioxide stream which passes through the core 

of a gas-cooled nuclear reactor in order to generate steam, for pre

heating the intake gases in a jet engine or for pre-heating chemical 

reagents prior to reaction. Related cross flow systems occur biologically, 

for example the cooling of an elephant's body by the passage of blood 

through its ears, or the temperature control system (heating or cooling) 

of the dinosaur Stegosaurus's body by the passage of blood through 

vertical fins along its back {1} . The chemical exchanger , where a 

solute passes through a semi-permeable membrane from one solvent to 

another, is of almost equally wide application, and related systems also
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occur in b iol ogi cal  orga ns such as the lung and kidney. The se par ati ng  

m e m b ra n e may  take the form of a liq uid-gas interface, as in a di s ti l l a t i o n  

column.

A further a p p l ic a ti o n of the co unt er cu r ren t pr inc ipl e is to the 

cooli ng of tubular reactors, in whic h the co ol an t  m ay  also be the feed 

ma t eri al for the reaction. Figs. 1.2(a) and (b).

Stream I

St rea m 2

Feed

Fig. 1.1. The c o u n t e r f 1ow exchanger.

Keac tor

Coolant

Fig. 1.2(a). The c o u n t er c ur r en t  cooled tubula r 

r ea cto r : inde pen den t coolant.

React or

F i g . 1.2(b). The co un t er c u r r e n t  cooled tubular 

r ea ct or : feed as c o o l a n t .

Feed
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An early mathematical treatment of the dynamic behaviour of the 

counterflow exchanger is that of Jaswon and Smith {17} . However their 

work contains an error and is also limited to the case of a single change 

of a boundary input condition from one constant value to another constant 

value, the system being in a steady state initially.

Stafford {32} considers the optimal control of the counterflow 

exchanger using a reduction to lumped parameters based on finite Fourier 

transforms. This method suffers from the draw-back that meaningful 

results regarding inlet and outlet states cannot be obtained from the 

solutions at the end points of the spatial interval, but must be obtained 

from approximations taken close to the ends. However, his results agree 
well with results he obtains by finite differences, of which he 

unfortunately gives no details. Ito, Kanoh and Masubuchi {16} use a 

method of weighted residuals (MWR) approach based on Legendre polynomials 

which give good results for both open and closed loop operation of 

parallel flow and counterflow exchangers, using only a few terms of the 

expansions.

Unfortunately the counterflow system does not posses a set of 

eigenvalues and eigenfunctions {23} , so that the modal methods described 

by Brogan {2} cannot be applied to it directly.

The Taylor diffusion model introduces a simple weighted mean state 
which reduces the hyperbolic system to a parabolic one to which modal

methods can be applied {23} . However when the counterflow system is

approximated by the Taylor diffusion model superfluous boundary conditions

are required in order to determine the boundary conditions of the model

and it is difficult to determine the control configuration of the original

distributed parameter system {16} .

The present work returns to the exact analytical approach first used 

by Jaswon and Smith {17} , generalising and extending it to cover the
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application to optimal control problems, and compares the results obtained 

by this method with numerical solutions obtained by using the Wendroff and 

Lax-Wendroff non-characteristic solutions of the hyperbolic partial differential 

equations. These numerical methods have been used in preference to 

characteristic methods to avoid the need to reconstruct the finite difference 

mesh in response to changes in the flow rates.

1.3 The available controls.

The counterflow exchanger has four outputs, namely the outlet 

temperatures or concentrations of the two streams and the residual state 

of the two streams at the final time, which may be subject to control ; 

and six inputs, the inlet temperatures or concentrations of the two streams, 

the flow rates, and the initial states of the two streams, all of which may 

be used as controls in appropriate situations.

In this work, we shall assume that the inlet state of stream 1 and 

the initial states of both streams are given, that the outlet state of 

stream 2 is immaterial (subject possibly to satisfying inequality constraints), 

and that the available controls are the flow rates and the inlet condition 

of stream 2. These will be used to influence conditions in stream 1.

The possibility of feedback exists through sensing the outlet conditions 

of both streams, and the possibility of feed forward through sensing the 

inlet conditions of stream 1, Fig. 1.3(a), (b) and (c). Control 

mechanisms include the operation of pumps, valves, bypass circuits, and the 

inlet character of the controlling stream. In common with many 

distributed parameter systems, it will be assumed that internal monitoring 

of the state of the two streams inside the exchanger is not possible.

The satisfaction of internal constraints on the state therefore falls 

within the realm of identification.
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Val ve or pump

 D f C H -

Valve
Input
Qu a li t y

or pump Control

— ^ — V
Sensor I

S t r e a m  2

S tr e a m  1

C on t rol ler

Fig. 1.3(a). F e e d b a c k  co ntr ol of a c ou n te r f l o w  exchanger,

Valve
Input
Qua li t y
Controlor pum]

Valve 
or pump

S t r e a m  2

Sensor
S t r e a m  1

Co nt ro l le r

F i g . 1.3(b). F ee d f o r w a r d  contro l of a c o un t er f lo w  e x c h a n g e r .

S t r e a m  2

S t re a m 1
Sensor

C o n t r o l 1er

Fig. 1.3(c). Bypass co ntrol of a c o u n t e r f l o w  exchanger.
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1■4 Objectives.

In an exchanger, the aim is to transfer heat or a solute from one 

stream to another. If the objective is to maximise this transfer, we 

speak of maximising quantity transfer. However, if the two fluids are 

available at constant temperatures or solute concentrations, the flow 

rates being the controls, this will be achieved operating the flows as 

fast as possible, in order to maximise the temperature or concentration 

gradient across the interface. Although this will result in the largest 

quantity transfer, the actual change in concentration or temperature of 

the controlled stream will be low (the change will be "dilute") because 

the high flow rate will lead to low contact time in the exchanger. Hence 

a modification of this aim is to maximise the average quantity transfer - 

that is, the average temperature or concentration change in an outgoing 

volume of fluid is to be made as large as possible. A third aim is to 

achieve some desired output temperature or concentration profile for the 

controlled stream. This will be termed output quality regulation. In 

short-time or start-up problems the spatial quality distribution along the 

tube of either or both streams at the final time may be important* for 

example it may be desired to achieve a given steady state condition in 

minimum time. This objective is termed residual quality regulation. 

Further objectives are to minimise the cost of supplying and pumping fluids 

and the amount of heat or solute that must be supplied to one stream in 

order to control the other.

The above objectives will lead to the following types of term in 

the cost functional :
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lÜ

1 . j  {u(t) e^(L,t)} dt

i: Fg {u(t) e^(L,t)} dt
2 . = j:- (t) dt

quantity transfer

average quantity 
transfer

(1.4)

(1.5)

3. J3 = [ F^ {0^(L,t), 0* (t)} dt
J G

output quality 
regulation (1.6)

■ j :4. J4 = 1 F4 (i(x,T), i(x)} dx

5. = J  F^ {u(t), v(t), 02(L,t)} dt

residual quality 
regulation

cost of 
supplies and

pumping

(1.7)

(1.8)

where F^, F^ ,...,F^ are appropriate positive or negative definite 

functions. 0^(x,t), 02(x,t) denote the temperatures or concentrations 

of the two streams, u(t), v(t) are flow rates, ^*, ^  are desired 

outgoing or residual target profiles, and the domain of interest is S — 

{0,L} X {0,T} . For the usual quadratic performance criterion for 

quality regulation we would use for example

= -̂ {0j(L,t) - 0*(t)} 2 ,

while for maximisation of simple quantity transfer we would use 

F^ = u(t) 0^(L,t).

It is further possible to achieve exact control of some aspects 

of output whilst optimising some other cost criterion.

(1.9)

(1.10)
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Other objectives such as the economic implications of design criteria, 

number, positions and type of sensors, and integration of the exchanger in 

relation to other process elements, which require an integrated approach to 

the plant as a whole, will not be considered here.

1.5. Constraints.

The counterflow system will usually involve constraints on both 

control and state variables. Constraints on the controls include the 

following :

(i) Flow rates Although these may become zero, they will not be

allowed to become negative, and they will also be subject to certain 

maximum positive values. In exchangers that rely on bubbling of 

gas through a liquid they must be such that flooding or foaming cio ndt 

occur. In general they will be assumed to take the form

0_<Uj^_<u(t)j^U2 , 0 ^v(t) ± ^ 2  , (1.11)

where u^, U2, v^ and will normally be constants, although they 

could be time-varying,

(ii) Input temperatures or concentrations

These too can only be varied between certain available limits, 

giving for example an inequality constraint of the form

a 1  02(L,t) 1  b (1.12)

when the input state of stream 2 is used as a control. Again a 

and b will normally be constants, but could be time-varying.

Constraints of this type may also be of a physical nature (see 

constraints on the states below).
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(iii) C o n st r ai n ts  on the states

Con st ra i nt s  on the states will be co n st rai nts  of te mpe rat ure  

or co n cen tra tio n, and are fr equ ent ly in the nature of a physical 

limitation. T e m p e ra t ur e s in the interior of the ex c h a n g e r  must 

not beco me so high or so low that boiling, freezing or chemical 

d e c o m p o s i t i o n  occurs. C on c en t r a t i o n s  mus t not becom e so hig h as 

to cause saturation. Phy sic all y, a fractional c on c e n t r a t i o n  cannot 

exc e ed  1. There ma y be boun dar y c o ns tr a in t s in that wh il s t  

m a x i m i s i n g  some cost cr i te r io n  the ou tle t tem per atu re or c on c e n t r a t i o n  

may not be allowe d to go beyon d c e r t ai n  limits. S i m i la r ly  mass 

ou tp ut  rate or total mass flow migh t be subject to limits.

Tim e is a co ns t ra i nt  in that we may be require d to acliieve some 

d e s ir e d ob je c ti v e in a gi ve n fixed time.

1.6 11)6 opt ima l control of the c o u n t e r f l o w  e x c h a n g e r .

Stream 1 
speed u(t)

Strea m 2 
speed v(t)

Fig. 1.4. The co u n t e r f l o w  e x c h a n g e r ,

We are n ow  in a po s i t i o n  to set up the p r o b l e m  m a t h e m a t i c a l l y  and

conside r the s i m pl if y in g  a s s um pt i on s  involved. As in all mo de l li n g,  some

si m pli fyi ng a s s u mp t io n s must be made, and mo d el s  of var yi ng  c om p le x i t y  are
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are discussed in the literature {16-18, 22, 29, 32}. The assumptions 

listed below are widely used, with the exception of neglect of the absorbing 

capacity of the separating membrane. This assumption simplifies the 

detail of the mathematics without essentially altering its type {29} , and 

may be re-introduced if required for specific applications.

Assumptions.

(1) The fluids take up and release heat or solute without any other change 

in physical properties. In particular it is assumed that saturation 

does not occur.

(2) A linear transfer law is assumed, i.e. the diffusion rate is 

proportional to hG^ - 8  ̂ and is independent of the flow rate. Here h 

is an equilibrium constant ; for heat transfer, h = 1 .

(3) The fluids are well mixed laterally, so that the temperature or 

concentration at any cross-section is the same all over that cross- 

section. Thus 6(x,t) describes the state of a tube completely.

(4) Motion is relatively swift, so that diffusion along the tubes can be 

neglected.

(5) Any absorbing capacity of the diffusing membrane for the diffusant 

is neglected.

(6) There is no loss of diffusant through outside walls.

(7) Any change in the flow speeds u(t), v(t) is transmitted instantaneously 

throughout the length of the exchanger. This would be approximately 

true, not only for incompressible liquids, but also for light gases, 

which may be accelerated swiftly.
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The D e r i v a t i o n  of the C ou n t e r f l o w  equ at io ns

M  ►r»-------w
v 6 t

(t)

u 6 tX

■v(t)

Fig. 1.5. The d e r i v a t i o n  of the c o u n t e r f l o w  e qu ati ons

R ef e rr i ng  to F i g . 1.5, let us co ns ide r e le me nts  of fluid of  length 6& in 

each tube pas sin g each othe r at p o s i t i o n  x and time t. Let A ^ , A^ be 

the c r o s s - se c ti o na l  areas of the two tubes and c^, c^ the vo l um e t r i c  

ca pac iti es of the two fluids for the diffu san t. A ft er a short time 6 t, 

el ements 1,2 will ha v e mo v e d  to x + , x + r e s p e c t i v e l y  w he r e

6 x^ = u 4 1 , 6x 2 = - v 6 t. Henc e by c o n s e r v a t i o n  of the di ffu san t,

c^ Aj 6 «.(0  ̂(x + 6 x ^ , t + 6 t) - 6 j(x,t)) = k ( h 0 2 (x,t) - 0 ^(x, t))dt

Cg A 2 65,(02 * ^*2' ^ = - k (h0 2 (x,t) - 0^( x,t ) )6 t  (1.14)

w he re k is a transfe r c oe f fi c ie n t w h i c h  inc or po r at e s the cr o ss - se c t i o n a l  

di m e n s i o n  of the int er fa ce  b w e te en  the fluids. On car ry i ng  out Ta yl o r  

exp an s io n s of eq ua tio ns (1.13), (1.14) and taking limits as 6 x^^, & X g , 6 1 -+ 0, 

we ob t a i n

(1.13)

wh e re  are d if f us a nt  cap ac i ti e s of the two fluids per unit length.

= k(h02 - 0 )̂

= - k(h02 - 0j)

(1.15)

(1.16)
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Co ntrols

Case (i) Boundary Control

The input state of stream 2, O^Cl, t) = <j>(t), may be used to 

influence the state of stream 1.

Case (ii) Domain Control

The flow speeds u(t), v(t) may be controllable.

Case (iii)

Cases (i) and (ii) may be combined.

In each case the controls may be bounded by inequality constraints, 

or they may be continuous and unrestricted. The former non-coercive 

situation will lead to "bang-bang" controls, and the maximum principle of 

Egorov must be applied. In the latter coercive situation the classical 

calculus of variations can be used, and terms involving control will occur 

in the cost functional.

Boundary conditions

0j(x,O), 8^(x,0), 0^(0,t) are assumed known. t) may be

controllable, case (i), or known, case (ii).

The cost functional

The following general cost functional covers a variety of cases ; 

terms may be omitted or modified to meet individual situations.

We seek to minimise 

T
I j  {[e^(l,t) - 0*(t)] 2 + a [02(L,t) - 0*(t)]2

output quality regulation Input quality regulation 
of stream 1 . of stream 2 .

+ b [^u(t) - u*(t)]  ̂ + c [^v(t) - v*(t)J  ̂ } dt

cost of supply and pumping fluids
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■ d kj^O^Cx.t) - 0^(x,t)Jdx dt ^(0^(x,T) - 0^(x)]2 dx

Quality transfer from Residual quality regulation
stream 2 to stream 1 of stream 1. (1.17)

a, b, c, d, e are non-negative constants. It is assumed that output 

quality regulation of stream 1 will always be required, hence it is 

included with coefficient 1. Where controls are bounded by inequality 

constraints, corresponding terms in the cost functional will be ommitted. 

Also where 02(U,t) is known, the term involving input quality regulation of 

stream 2 will be ommitted.
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2. Optimal control theory.

2.1 Introduction.

Optimal control theorems for distributed parameter systems were 

first developed by Butkovskiy {3} and Egorov {18,12} building on the 

maximum principle of L.S. Pontryagin {24} . Later authors {4, 20, 25, 33} 

have unified the problems of control theory for different types of systems 

including lumped parameter, distributed parameter and differential delay 

systems, into a theory based on semigroup solutions to abstract evolution 

equations in infinite dimensional space. This approach enables the 

questions of controllability, observability, stability and estimation 

to be considered together, yielding abstract results which can be 

specialised for any particular problem. We give here a short description 

of open loop deterministic optimal control theory for a system of first 

order hyperbolic equations, which will be sufficient for our purposes.

2.2 A minimum principle for the open loop optimal control of a system of 

first order hyperbolic partial differential equations.

Let S be a closed region of the (x,t) plane, with boundary curve C.

We seek to minimise the functional

J = |J F(x,t, u)dx dt + ^  G(x,t, ;̂ )ds (2.1)

subject to the n state domain equations

3(fi
3

and m boundary conditions

M(x,t, u^) = 0 on C' £  C . (2.3)

Here ^(x,t) is an n-dimensional state vector, u(x,t) is an r-dimensional 

distributed control vector belonging to some admissible set and Uy(s) is 

a p-dimensional boundary control vector belonging to an admissible set
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F, G, ^  and M are assumed to be twice continuously differentiable with 

respect to their arguments. It is also assumed that for u e , u^ e Uy, 

the boundary conditions (2.3) and the characteristic directions determined 

by (2.2) are such that the system is well-posed. Conditions for this require 

detailed consideration of the geometry of S and are discussed by Russell {30} . 

We introduce the n-dimensional vector of domain costate variables A(x,t), 

the m-dimensional boundary costate vector jj(s), and Hamiltonians 

defined by :

»o " “o^i* i x ’ -* = F + i i

Hj = Hj(^, u^, y ) = G + M

(2.4)

(2.5)

Theorem (2.1)

J is minimised when

over S , (2.6)

3H 3H
(■^ds + dt + X dx ) . 6* = 0 on C, (2.7)

=  0 on C  , (2 .8)

H = inf (H ) o o
ucU — d (2.9)

and = inf (H^)
(2.10)

in the case where u, u^ are bounded by inequality constraints (Theorem 2.1a).

If the controls u, u^ are continuous and unrestricted, equations (2.9) 

and (2 .10) become

3H __c
3u =  0 (2 .11)
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3Hl
and 3 ^ - 0  

—b
( 2 . 12)

If the d o m ai n  co n tro l u is a func tio n of time only, e q u a t i o n  (2.9) or (2.11) 

is r e p l ac ed  by

9H (t)
Hj(t) = inf (H^CO) or = 0

u(t)cUj

re(t)
w h e r e  H_(t) = 1  H d x ,

 ̂ J a ( t )  °

(2.13)

(2.14)

X = a(t), X = 6(t) bein g the bo u nd a r i e s  of S as in dic ate d in Fig. 2.1 

(T he o re m  2.1(b)).

Proof

Co ns i de r  the au gm e nt e d functional

t
t 2

t

X = 6(t)

Fig. 2.1. Opt ima l con tro l for the case wh en  u is 
a f u nct ion  of t.

J* = {F + ^ ^  (^ - - ^  ) } dx dt + J (G + M) ds

(H -  X --f )  dx dt  » T H,  ds
s ° -  3" c *

The first order  v a r i a t i o n  in for small changes A^, A^, A ^  etc, is

(2.15)

gi v e n  by
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II T T3H 3H^ 3H"
'>4, * ■ «  * A(M,)

—  u

- x T . A ( &  - A x^.lâ ) dx dt — dt —  dt

3H 3H,
9i r  3y -c- (2.16)

Then, after applying Green's theorem,

A j * =
r

{ 3^ 3x 3 ^  3t A^ +
3H __ c
ax

3^
I t AX

+ A (H^) } dx dt 
u

ds . A^

3H
+ A (H,) ds + -—  Ay ds }1 3y • —
-b

(2.17)

Hence when X and ^ satisfy (2.6), (2.7) and (2.8), the first variation of 

J* vanishes except for the variation due to u and u^.

. A J ■ I I A (H ) dx dt o (Hj ) ds (2.18)
C -b

Thus J* is minimised when (2.9) and (2.10) or (2.11) and (2.12) (respectively 

(2.13)) are satisfied. Since the state, costate and boundary equations are 

satisfied in any solution, according to the usual classical calculus of 

variations theory, or the later maximum principles of Butkovskiy et al.
* ,when J is minimised, J is also minimised.
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3. Optimisation.

3.1 Introduction

Conditions (2.6) -(2.14) are non-linear and of two point boundary 

value form. Hence iterative methods must be used to obtain solutions.

There are three components to the problem which must be satisfied :

(i) the partial differential equations for the state and 

costate variables,

(ii) the state and adjoint boundary conditions,

(iii) the minimisation of the Hamiltonians.

The "gradient to the Hamiltonian" approach described by Holliday and Storey 

{15} satisfies (i) and (ii), using iteration to satisfy (iii). Starting 

from a nominal admissible control, the equations for the state and adjoint 

variables are solved, and the solutions used to give a correction to 

the control which yields an improved performance index. The method 

gives a steepest descent direction, which can be used directly i.e. (the 

steepest descent method), or incorporated into more sophisticated methods 

such as the conjugate gradient method or the method of Davidon- 

Fletcher-Powell. In each case a linear search is carried out to 

determine the local minimum along the search direction.

3.2 The search direction.

Equation (2.18) provides an expression for the change in J for 

small changes Au, A^y in the controls, when the state and costate 

equations, together with their associated boundary conditions are satisfied. 

(2.18) may be expressed as

' if . AU dx dt * i  ( ^ )dJ -  II ( 'i ... X T t— t. Au. de (3.1)
S -  " C H  '

Hence the choice



3. OPTIMISATION

- e , (r esp ec t iv e ly  -e ) (3.2)

- b  ' 3u—b

w h e r e  e , are p os it ive  step length par ame ter s, provides a steepest 

des cen t di r e c t i o n  subje ct to u, u^ c o nt i nu i ng  to belong- to U ^ , U^, and

AJ = - e JI * 3H
dx dt - e 4* (-— ds .' I

(3.3)

(3.4)

In the c a s ®  of interest this must pro duc e a de cr e a s e  in J for su f fi c ie n tl y  

small ch anges u, u^^. Co ns tra int s of the types (1.11), (1.12) and

ma y be dealt with by using

u . = A .  + B .  sin y.I t 1 -̂ 1

wh er e u^ is any co mpo n en t  of the control vector. Thus y  ̂ becomes 

e f f e c t i v e l y  a new control v ar i a b l e  w hi c h is un res tr i ct e d,  so that the 

o p t i m i s a t i o n  p ro bl em is uncons tra ine d. In the rem ai nd er  of this chapter, 

the con trol ve c to r  u will be u nd er s to o d to include both d oma in and 

bo un d ar y  controls, and the symbol H to include both do ma i n and bou nda ry  

H a m i I t o n i a n s .

(3.5)

3.3 T he L in ear  search.

The f ol l ow i ng  a l g o r i t h m  is emp lo y ed  for 

the linear search, irr es p ec ti v e of the 

type of gra di ent  method.

(m)

(m),

(m+1 )

( m + 1 )

J(3)

u

F 3 h
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(i) Suppose the point u^”'̂  in control space has been reached after 

m iterations. The state and costate equations are solved at 

û "'̂  to determine the value of J(l) and the search direction s^^^.

(ii) Beginning with a step length parameter e, equal to e^ from the 

previous iteration, a step is made to the point û *"̂  + e

and the state equations are solved to determine J(2). If this 

results in a reduction of J, e is doubled (i.e. extrapolation) ;

if J increases, e is halved (i.e. interpolation). ^

(iii) Step (ii) is repeated until either (a) there is an increase in J

following a series of decreases, or (b) vice versa. In either

case suppose the final evaluation of J to be J(£). The starting

point for the next linear search is given by

(m+1) (m) (m)u * Ü p ®

where e^ is determined by a parabolic minimum estimate based on 

J(l), J(2.-l) and J(%) as follows (see Figs. 3.2(a) and 3.2(b) :

Case (a) : extrapolation

J(fc) + 3J(1) - 4J(&-1)
®p ~ ® • 4{J(«.) + J(l) - 2J(&-1)}

Case (b) : interpolation

J(fc-l) + 3J(1) - 4J(&)
®p "  ̂ • 2{J(H-1) + J(l) - 2J(&)}

The value of e appearing on the right hand side of equations (3.6a, b) 

is the most recent previous value.

(3.6a)

(3.6b)

t Choices of factor other than 2 could of course be used, but this value 

was found to work reasonably efficiently in practice.
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3 4

® denotes points used in the parab oli c esti mat e

J

e Step 0 
length 
pa r am e te r

Step length 
pa r am e te r

Fig. 3.2(a). The P ar abo lic  e st im ate  Fig. 3.2(b). The Par ab ol ic  est im a te
following a series of e xt r ap o l a t i o n s  fol lo wi ng  a series of in ter pol a ti o ns

(iv) St a rti ng from an a r b i tr a ry  initial poin t and an initial

va l ue  of e, steps (i) - (iii) are r e pe a te d  until the v a l u e  of J 

at diffe rs fr om that at u^*"^ by less than a p r es c ri b ed

tolerance. We note that no tests are i nc orp ora ted  to ensur e 

that J de cr e as e s at every step or that e re mains positive, as 

it is found in pra ct i ce  that this type of p ro b le m  rights itself 

best wi th o ut  any interference,

3.4 Tlie ste epest des cen t me tho d

The search di r e c t i o n  is simply  the d i r e c t i o n  of steepest descent,

_ 3H
2 = (3.7)
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3.5 The conjugate gradient method

This method is described by Dixon {10} and was applied to optimal 

control problems by Lasdon et al {19} , It is a modification of the 

steepest descent method in which the search direction differs from the 

gradient direction after the first iteration in an attempt to improve the 

convergence rate. It depends for its success on the use of a linear 

search to determine a minimum along the line of search at each iteration.

The search direction for the m*"̂  iterate is given by

_ (3.6)

where the norm of g is defined by

I U l P = J f ^ ■ i  dx dt (3.9)
S

(with omission of integration with respect to x for those components of 

which depend only on the time). Assuming that g has n components, 

the condition for a set^onjugate directions \  , . . . ,  ̂ is

^(i)T g ^(j) = Q  ̂  ̂ ^ j (3.10)

wh ere  G is the m a t r i x  of sec o nd  d e r i v a t i v e s  of the Ha mi l to n i a n .

Referring to Fig, (3.3), the g eometrical interpretation is as follows.

Let û "'̂  be a point on a surface of constant J, assumed to be

approximately quadratic. Then any direction in the tangent space at 

û *"̂  is conjugate to the diameter of the quadratic surface through u^*"\

As G is the matrix of second derivatives^ the step

du'” > - - u'” > (3.11)

produces a change in gradient

^(n,U) . ^(m) (3.12)
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F ig. 3.3. The conju gat e 

gradien t motl^od.

u (m+1 )
(m+1 )

(m)

give n by

dg'm) = G d u '” F

H  is taken in the di r e c t i o n  t ^ ^ ^ , (3,10) be com es

t ' ^ ^ T d g W  . 0 .

C on d i t i o n  (3.14) ena bles a set of n con ju ga t e dir ect ion s (which 

are also the search di rec t io n s)  to be de t er min ed,  s ta rti ng initially 

from

,(1) = / o )  , _ ^(o)

(3.13)

(3.14)

(3.15)

using e qu a t i o n  (3.8) and wit ho u t d et e rm i n i n g  G.

If £  has n c om p one nts  and J is of second degree  in u, the co nju gat e
no.

gradien t m e t h o d  c onv erg es to the m i n i m u m ^ a t  mos t n iterations. Where 

J is not quadratic, afte r n ite rations a search is ma d e in the di r e c t i o n  

of the gr ad i en t  and the pro cess is repeated.

3.6 Tlie m e th od  of Davidon, F l et c he r  and Powell

This is one of the mo s t powe rfu l o p t i m i s a t i o n  te chniques of 

grad ien t type known, and is d e s c ri b ed  by D i xo n  {23} . It is a further 

r ef i nem ent  of the co nj u ga t e gra d ie n t m e t h o d  and uses m a t r i x  iteration. 

The d ir e c t i o n  of search gi ve n by the N e w t o n - R a p h s o n  tec hnique is
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M  = . c-> (3.16)

where H is termed the inverse Hessian matrix.

Starting from the unit matrix as an initial approximation to H, 

so that the initial search direction is that of steepest descent, changes 

to H are made at each iteration using

(3.17)

where
^ (k) _ du"‘' du'’'' - H'’"'dg'’'' dg'k) (3.18)

- "(k) r M  — ‘t t t --------
‘‘Ï  ‘‘S  dg” '' h '"' dg"''

In the early stages of iteration, the search direction is close to

steepest descent and the method is therefore robust ; whilst near the

minimum the search direction approacfies the Newton-Raphson direction, so

that the method is efficient there.
Flow charts for the algorithms are given in Appendix 3.
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4. The Numerical Solution of Hyperbolic Partial 

Differential Equations

4.1 Introduction.

Two widely-used formulae are described, namely those of Wendroff 

and Lax-Wendroff. When applied to the counterflow problem, Wendroff's formula 

is implicit, while that of Lax-Wendroff is explicit. The implicit 

formula has the advantages of guaranteed convergence and stability for 
all values of the flow rates but has the disadvantage that rounding

errors cause a blurring where there should be a sharp cut-off in the 

solution along characteristic lines of discontinuity. The explicit 

formula is only convergent and stable for values of the flow rates ^  1 

in normalised coordinates, but it provides a sharp cut-off along the 

lines of discontinuity. The use of the explicit Lax-Wendroff formula 

for counterflow requires the explicit use of Wendroff s formula in 

conjunction with it for the first cell in from each of the boundaries x = 0 ,

X = I_. Both formulae may be used explicitly for the transport equation.

4.2 The finite different formulae

Let us consider the equation

a > 0  (4.1)

where a is a constant, subject to the initial condition u = u^(x) for 

t = 0 and - 00 < X < “ , which is discussed by Mitchell {21} . Let us 

suppose the solution region, t ^ O ,  - oo < x < <» , to be covered by a 

rectangular grid of lines parallel to the x - and t - axes and consider 

the portion of the grid illustrated in Fig. 4.1, in which S is the point 

(mh, nk) etc, h and k being the grid spacings in the x - and t - directions 

respectively.
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(n+1 )k

nk

X(ni- 1 )h (m+1 )hÜ mh

Fig. 4.1. The finite dif fe r en c e mesh.

Using T a y lo r' s  theorem,

II = expCk

But

= exp(- ka — ) U 9x s

^  . I 69x h X

(4.2)

(4.3)

w he re is the standard central d if f er e nc e  opera tor , so that 

Up ' exp(-r  6^)

Ug - r̂(U.j, - Uq) + ^r2(U.j. - 2U^ + U^)

(l-r2)Ug - kr(l-r)U.^ + ^r( 1+r)Uq

w he r e r = ka
h •

This formula, whic h is cor rect to second order, is the L a x - W en d ro f f  

formula. It op e rat es on the inverted T- s h a p e d  mo l e c u l e  PQST.

(4.4)
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Wendroff's formula may be obtained as follows. The partial 

differential equation (4.1) may be discretised with second order 

accuracy as

u"*' - u" ,
* a p .. . 0 (4.5)

» 0 (4.6)m+1 ra *

Now, the approximation

* "t >

is correct only to first order, but the difference approximation

Cl - - "s - (4 7)
is correct to second order. Using this, with a similar result for

, we obtainm+1 m

“w" “s (“t - V* (4 8)
which is Wendroff8 formula. This formula operates in the rectangular

molecule PWST of Fig. 4,1.

4.3 Stability analysis

There are two main sources of error in the solution of partial

differential equations by finite difference methods.
(1) The exact solution to the finite difference equations may differ

from the exact solution to the partial differential equation.

This is the problem of convergence.

(2) Rounding errors may grow exponentially so that the actual solution 

to the finite difference equations differs from the exact solution. 

This is the problem of stability.
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Let u(x,t) denote the exact solution to the partial differential

equation, U(x,t) the exact solution to the finite difference equations,

and U(x,t) the actual solution to the finite difference equations. The

finite difference equations are convergent if u(x,t) - U(x,t) -+ 0

uniformly over the solution region ash, k ->■ 0 and m, n +■ «> with mh(=x)

and nk(=t) remaining fixed. They are stable if the error term

u" - u" (=z") remains bounded as n increases, for fixed k ; and they are m m m
consistent if

truncation error in the finite differences formulae
k

ash, k ->■ 0 .

The accuracy of the finite difference schemes for linear partial 

differential equations is guaranteed by the stability of the scheme 

according to Lax's equivalence theorem {27) which states that "given a 

properly posed linear boundary value problem and a finite difference 

approximation to it which satisfies the consistency condition, stability 

is a necessary and sufficient condition for convergence"

The Wendroff and Lax-Wendroff finite difference schemes satisfy the 

consistency condition since the truncation expressions

0 (4.9)

Sx^at 9t3
t 3^2 Sfu I (4.10)

9t^ 9x(

respectively tend to zero ash, k 0 .

The stability of the formulae may be investigated, by a number of 

methods, one of which is Von Neumann's method of Fourier Analysis. This 

method examines the propagating effect of a single row of errors along

the line t = 0. Suppose these are represented by a finite Fourier series 

of the form
ie-x

Z = I A. e J (4.11)
j ^
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where the number of terms is equal to the number of mesh points on the 

line, and the frequencies Bj are arbitrary. It is necessary only to 

consider the single term e^^^ where B is any real number. To

investigate the error propagation as t increases, we seek a solution to
the finite difference equation which reduces to e^^* when t = 0. Let 
this solution be

(4,12)
where a = a(B) is in general complex. The original error component will 

not grow in time if |e^^^ 1 for all a . This is Von Neumann's

criterion for stability, in which C = e^^ is called the amplification 

factor. Since U and 0 both satisfy the difference equations, so also does Z.

On substituting
^ ^cnk ^iBmh , çn eiBmh (4 ,13)

m

into Wendroff's formula, we obtain after some manipulation 

1-irtan^
C = ------------ . (4.14)

1 + irtan^

so that j Ê, I = 1. Thus Wendroff ' s formula is unconditionally stable.

On applying the same analysis to the Lax-Wendroff formula, we obtain

Ç = (1 - 2r^ sin^ ^ )  - ir sinBh ,
(4.15)

so that „ 1
ICI = (l - 4r2(l-r^)sin4 — }

Hence the Lax-Wendroff method is stable if 0 ^  r ^  1.

An alternative condition for stability is the Courant-Friedrichs-Lewy 

condition which states that explicit finite difference schemes for 

hyperbolic equations are stable provided the region of finite difference 

determination lies within that of the differential equations. This

m a y  be expressed by saying that the characteristic through P must cut
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the line t = nk at R, between Q and T, as shown in Fig. 4.2. The 

stability of the two schemes according to this condition agrees with 

that obtained above.

Q

Fig. 4.2. The Courant-Friedrichs-Lewy stability condition. 

4.4 Systems of hyperbolic equations.

Let us now consider the numerical solution of the hyperbolic system 

of equations

3u 9u (4.16)

where A is an n^n real matrix and is an n-component column vector. If A 

has all real eigenvalues and n linearly independent eigenvectors, the system 

is hyperbolic. In the case where A is constant, Wendroff's formula is

(I + ^(I + pA)A } u"*l = t l +  %(I - pA)A) u” (4.17)X —m X —m

and the Lax-Wendroff formula is

U"*l = { I -  %pA(A + V ) + %p^A^(A - \7)} u" (4.18)— m X X  X X  — nj

while the formulae corresponding to (4.17) and (4.18) which maintain 

second order accuracy when A is a function of x and t are :

{I + ^(I + pA"^hA } u"*l = {I + ^(I - pA^'^hA } u" (4.19)m+î X —m m+î x ~m
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= (1 - % p A " * ^ ( A  + V ) * l p 2 ( A " * ^ A  a " * \ -  + a’ ' * \  a " * ^ A  ) u"ID X m m X m X —m (4.20)

In the case of counterflow, A is constant for fixed flow rates u, v, 

and a function of t if the flow rates are variable. However in both cases 

A is neither positive definite nor negative definite^ in this situation, 

care must be taken to ensure that the boundary conditions lead to a well- 

posed problem. In the general case that A has k positive and n-k negative 

eigenvalues and a solution is required in the range 0 ^  x ^  1, t ^ O ,  then 

k components of u must be given on the boundary x = 0 and n-k components 

on the boundary x = 1. All n components of £ must be given on the 

boundary t = 0. For counterflow, 

u 0
A =

0 -V

and so has one positive and one negative eigenvalue. 8  ̂ is given on

the boundary x = 0 , 8  ̂ is given on x = 1, and both 6  ̂ and 6  ̂are given

on t = 0 , and thus the problem is well-posed.

As in the scalar case with constant a, the stability of the finite

difference approximation at a grid point in the solution region will

involve the stability of the corresponding difference equation for the

values which the coefficients take at the grid points. Hence we shall

now have a local stability condition, usually a limitation on the size 
k . .of the ratio which will vary from point to point of the region.

Thus the global stability condition is the largest mesh ratio which 

satisfies the stability condition at each point of the region.

If a typical Fourier term

(4.21)

U" = U e'Gx ~m —o (4.22)
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w h e r e  is a constant vector, is substituted into the difference equations,

it is found that u"*^ is of the same form as u" , but with GU replacing -m —m —o
, where G is the amplification matrix. For the Lax-Wendroff method, the 

amplification matrix is

G = I + %pA(e^^^ - e"^^^) + ^p2A2(e^^^ + e'^^^ - 2)

= I - p^A^d - COS0) — ipA sin6

where 9 = 6h , while for the implicit Wendroff scheme, the amplification

matrix is given by

{I ■+■ ipA hiKTiG} G = I -  ipA . (4.24)

The Von-Neumann necessary condition for stability is

max|p 1 1 1  , i = 1, 2, ..., n (4.25)
i ^

where the are the eigenvalues of G . ITiis condition is satisfied for 

the Lax-Wendroff amplification matrix G if

jpa^l 1  1 , i = 1, 2, ..., n (4.26)

where the are the eigenvalues of A. In the case of counterflow this

becomes

pu 1  1 and pv 1  1 (4.27)

The implicit Wendroff scheme is unconditionally stable and imposes no 

upper limit on p.

4.5 The extension to a non-zero right-hand side

Up to this point, the discussion of the solution of equation (4.16)

has been in terms of a zero right-hand side. However the solution of the

counterflow and transport equations requires a non-zero right-hand side.
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A li terature searc h rev ealed no pre vi o us  co n si d e r a t i o n  of this problem, 

so that it was n e c es s ar y  to de ve l op  suit abl e formulae. Two ap pr oa che s  

we re used; one was to cons ide r the p ro b l e m  wi th  a general ri gh t- h an d 

side in the form

9u 3u
3Î * * -S ' {(x.t.s) . (4.28)

w h i l e  the second was to made  use of the line ari ty of the equ at io n s we 

wi s h  to solve by co ns i d e r i n g  the p r o b l e m  in the form

3u 9u
âl * 3? = "H ■

The first met ho d  will  be r ef err ed to as the "general met ho d"  and the 

second as the "e xp on e nt i al  op er a t o r  method".

4.3.1. We n d r o f f ' s  formula.

In the case of W e n d r o f f s  formula, the two ap pr oa che s give the 

same result, and the d er i va t io n  is as follows.

(4.29)

P ( m , n + 1 )

S(m,n)

W ( m + 1,n + 1)

T ( m + 1 ,n)

Fig. 4.3. The W e n d r o f f  finite di f f e r e n c e  molecule.

Re f e r r i n g  tOj^4.3, the finite di f fe r e n c e  a p p r o x i m a t i o n  to (4.28) ce nt re d  

on the point (m + %, n + \) is
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-  u" , ,—m+i —m+^ ^ —m +1 —m _ ^n+%
k m+% h —m+% (4.30)

.n+1Using the replacements of etc. described in (4.6), we have

= (I * % ( i -  + 4 , * 4  * £^), (4.31)

correct to second order

4.5.2. The Lax-Wendroff formula

(i) The General Method.

With the general right-hand-side term in equation (4.28) the 

operator replacement for k ~  used in equation (4.2) is no longer posible.

Instead, the following derivation leads to an equation equivalent 

to equation (4.20) to second order, 

u"*^ = exp(k -^)u"— m  a t —m

= (I + k I- + ^k —  )u"at

9u ^U + k(f - A -r—  ) + %k^ -r— (f - A — — dx dt —

„ . (f - A 1=  )
n , , 3u"

4 kf"*^ - kA"*^—m m dxm

+ k(f"+^ - %pA" 6 f") m m X m (4.32)
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This is the required finite difference formula.

(ii) The Exponential operator method.

P(m,n+1)

Q(m~l,n) S(m,n) T(m+l,n)

Fig. 4.4. The Lax-Wendroff finite difference molecule.

We seek to solve equation (4.29). Referring to Fig. (4.4),

= exp(- kA -K— + kB) Udx — 8

z exp(- pA 6^ + kB) U^

= { I - pA 6 + k B +  ^^(B - ^ 6 )2 } U* ^ x  2 h x - J — £

fl - pA 6 + k B +  ^^(b2 - 6 + -^ 62)} UX 2 h X 2 * "G

{I + kB + ^k2fi2 - pA 6^ + %p2A2 &2_ %pk(AB+BA)5^} U^

U - %pA(U_ - U ) + kB(I + %kB)U-g -T -q -g

- ^kp(AB+BA)(U.j. - Uq ) + ̂ p ^a 2(U.j.

(I + kB(I + %kB) - p2A2)U^ + %p(A + %k(AB+BA) + pA^)U^
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- %p(A + %k(AB+BA) - pA2)U^ , (4.33)

which is the required formula.
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5. The transport equation.

5. 1 Introduction■

This chapter is devoted to the minimisation of the following 

three types of cost functional :

Problem 5 Æ  J = J 4i^(x,t)dx dt (5.1.1)

(5.1.2)

fT rL r T
Problem 5. 5~ J = % {(|>(L,t) - (j)*(t)}^dt+^a I { u(x,t) - u*(x,t)}^ dx dt

•Jo J o  Jo

fT rL
Problem 5.6 J = % { 4i^(x,t) + a u^(x,t)} dx dt (5.1.3)

J o J o

where 4> satisfies the transport equation

+ u(x ,t) = 0 . O ^ x ^ L ,  O ^ t ^ T .  (5.1.4)

together with boundary and initial conditions

(f(x,0) = 4)^(x) (5.1.5)

4»(0,t) = <|ij(t) (5.1.6)

satisfying the Goursat continuity condition ^^(0) = <j>ĵ (0).

In Problem (5.4r) the control is subject to the constraints

0 < Uj £  u (x,t) U2 (5.1.7)

whilst in the other two problems u(x,t) is continuous and unrestricted.

Problem (5.4-) is shown to lead to an improperly posed boundary value

problem. Analytic solutions are obtained to Problem (5.5) using
elementary (Lagrange) methods, while Problem (5.6) is solved using a

hodograph transformation leading to the Poisson-Euler-Darboux equation.

Problem (5.6) is also investigated numerically in Chapter 9.
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D e g t ya r ev  and S i r a z e t d i n o v  {7} have studied a similar problem 

arising from the optimal control of a tubular reactor, in which the 

coefficient u is a function of x only. However, in their case the 

multiplicative coefficient u is not subject to control. In the two- 

phase exothermic reaction which they consider the governing equations are

34>,
^  + (a + bx) - (kj +

—  + (a + bx) ^  = kg
0 < x < L ,  0 < t < T

(1.1)

(1 .2)

where are the mass concentrations of the reacting substances

and the parameters k^ and kg are defined by

k. = k? exp { - E./R6(t)> , i = l , 2 (5.1.8)

kj , kg , El, Eg and R are constants and control is exercised through the

temperature 6(t) of the reactor. 6 is subject to the inequality constraints

0 < 8  ̂^  0(t) 1  Gg • (5.1.9)

Initial conditions at t=0 and inlet conditions at x = 0 are prescribed, 

and they seek to maximise the total output of <J>g at x = L, namely

■i:1 = 1  *g (L,t) dt . (5.1.10)

A complete resolution of the problem is given in their paper.

The above problems belong to a more general class of furnace probleire 

which may be stated in the following way. We seek to minimise the cost 

functional
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J = ^ I  { 4 i ( L , t )  -  d t  + '̂  r  f  { a ( u ( x , t ) - u * ( x , t ) ) ^ + b w ^ ( x , t ) } dx dt
Jo J o J o

output quality regulation cost of controls

- c[ [ k(w - (j)) dx dt + ^d r {*(x,T) - <j>(x)}2 dx
V o  J o

quality transfer residual regulation (5.1.11)

subject to the partial differential equation (linear furnace equation)

(x, t) + u(x,t) 1^ = k(w(x,t) - (}i(x,t)) (5.1.12)

with boundary and initial conditions (5.1.5), (5.1.6), u(x,t), w(x,t) are 

controls, u corresponding to flow rate, and w to the furnace temperature.

Davies {6} has obtained results for furnace problems when the flow 

rate is dependent on t only, which are discussed in Section 5.2 below.

The results of Davies, together with those of the present study are 

summarised in Table 5.1.
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Governing equation Control Cost functional Results

I The problems studied by Davies

5.1. <J)̂ +a4>̂ +k(j)=kw(x, t )

5.2. (J)̂ +a4î +k(fi=kw(t)

w(x,t)

w(t)

5.3, ({(̂ +u(t)(j)̂ +k(j)=kw(x,t' u(t)

w(x,t)

II The problems of the present study

5.4. <})^+u(x, t)(j)̂ =0

5.5. (J)̂ +u(x, t)(|)̂ =0

5.6. (})j.+u(x, t)4>^=0

0<u^£u^U2

u(x,t)

u(x,t)

fT
; [4>(L,t)-(l)*(t)]
Jo

+%n( ( w^dxdt
Jo Jo

dt Constant speed.

Explicit solution 
available.

(n=constant) 

h j {[(p(L,t)-<l>*(t)]^
Jo

+nw^}d t 

(n=constant)

^r{[(i)(L.t)-(t.*(t)j2
Jo

+rau^}dt 

+^nf f w^dxdt
J o J o

(m,n constants)

% [ f (fî dxdt 
Jo J o

'J;
f'a(u-u

Jo Jo

% I ((j)(L,t)-<|» )^dt 
)
rL rT

*)^dxdt

Constant speed. 

w(t) satisfies :

LF:Second order 
linear o.d.e.

SF:Second order 
linear delay 
system.

Controlled speed 
u(t) satisfies :
LF;Second order

non-linear delay 
differential 
equation 

SF:Second order
non-linear delay
differential
system.

Bang-bang control. 
Improperly posed 
problem.

Controlled speed 
u(x,t) satisfies 
a second order 
non-linear partial 
differential 
equation.

rL fT
%| I ((J)^+au^)dxdt
J o J o
(a=constant,>0 )

Table (5.1) Classification of first order partial differential equations 
involving control.
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5.2 Furnace problems : flow rate dependent on time

Davies {6} has studied furnace problems of the general type

^ (x,t) + u(t) (x,t) = k(w(x,t) - 4)(x,t)) , O ^ X ^ L ,  0 ^  t

J =

< T ,

(5.2.1)

with boundary and initial conditions (5.1.5), (5.1.6) satisfying the 

Goursat continuity condition.

In these problems characteristic curves are given by

X - 6(t) = constant (5.2.2)

where

u(t) = S'(t) , 6(0 ) = 0 , (5.2.3)

and it is necessary to consider the two cases of long furnace (L > g(T))

and short furnace (L < 6(T)).

We give here a brief description of the solution of problem (5.3).

This problem is to minimise 

►L fT
= ^ f r {m [u(t)j  ̂ + n ^w(x,t)J ^} dx dt 

J o Jo
rT

+ h I [̂ 4»(L,t) - (|)*(t) j   ̂ dt , (5.2.4)
J o

where m, n are constants, subject to the linear equation (5.2.1) together 

with boundary and initial conditions (5.1.5), (5.1.6). According to 

equations (2.4), (Z. 5) and (2.14), the Hamiltonians are

= % mu2 + % nw2 + X {k(w - (fi) - u , (5.2.5)

b {<|>(L,t) - <)>*(t)} 2 , (5.2.6)

"2 " [ (4*, 4»̂ , u,w)dx . (5.2.7)
■J o

The domain co-state equation is

TT u(t) - kX = 0 (5.2.8)ot dx
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and tlie boundary co-s tat e eq ua t io n s are

4'(L,t)-iJ)*(t)-u(t) A(L,t) = 0 on X = L

A(x,T) = 0  on t = T ,

while from equation (2.13) we have the optimality condition 

'L

■i:
m L u(t) - I A(x,t) (x,t) dx = 0 .

The control w(x,t) must be determined from 

nw(x,t) + kA(x,t) = 0.

On introducing the characteristic function 6(t) defined by equation 

(5.2.3), it is found after considerable algebra that in the long furnace 

case illustrated in Fig. (5.2.1) 6(t) satisfies the second order non

linear differential delay equation

P(6(t)) 5 Lm 6"(t) + —  (e^^^ - 1) A^fL - 6(t))}

- ^  6 '(t) *^(L - 6(t)) A^(L - B(t)) = 0

(5.2.9)

(5.2.10)

(5.2.11)

(5.2.12)

(5.2.13)

with 6(0) = 0, 6'(T) = 0, where A^ is defined by

4>*(t) - e 4) (L - 6(t))
A,,(L - j3 (t) ) =  j— ---------

sinh kt + ^ e  6'(t)k
(5.2.14)

......... . - y - X/ /
/

/
/ /

2 // / S3
/ /

/ /

Figure 5.2.1. The solution domain for the long furnace
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When E(t) has been found from e q u at i on  (5.2.13), the sol ution for w(x,t) 

follows from

w (x, t) = «
(x.t)eS^, Sg

e^^ A^ (x-B(t)) , (x,t)c Sg

In the short furnace case, illu str ate d

in Fig. 5.2.2, in whic h

0  ̂ t., < t., < T. B(t) sa tis fie s the N M
foll owi ng di ff e re n ti a l dela y equ at io ns

in the v ar i ou s  time ranges : Fig. 5.2.2. The solutio n d oma in for the short

(a) 0 < t < t : furnace (0 < t., < t„. < T).N N M

(5.2.15)

P ( L' ( t ) 1 = - \ A^(- h( t))+ -  Ag ( - h( t ) ) ^  (e^^ 4' ̂ t ( (5.2.1b)

where  P (E (t )) is de fi ned  in (24) and A^( - E (t )) is defined by 

% e'̂ *' Ag( - B(t)) + e B^( - B(t) ) = tt'j(t)

ik + f  B'(t)} e*"" A^ (L - B(t)) + e"""^ (L - B(t)) 3 ^^(t)

(5.2.17)

(b) 0 < t^ < t^ : P {3(t)] = 0 (5,2.18)

(c) t^ < t < T ;

m ^ L B"(t) + ^  (L - B(t))} - ^^ B' ( t )  A^( L - B(t)) (L - B(t)) = 0
(5.2.19)

wh er e and are as de fi ne d  in e qu a ti o n (5.2.17).

The b ou n d a r y  con di t io n s for B(t), are B(0) = 0, B '(T) = 0 with B(t),

B'(t) con t in u ou s  at t., and t., .N M

No so lut ion s of these e qu a ti o ns  ha v e as yet been ob tained, but it is clear 

from the abov e m a t h e ma t ic a l de sc r i p t i o n  that the speed control will req uire 

a highly s o p hi s ti c at e d co ntrol mecha nis m.
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5.3 Bang-bang control of the transport equation

This section, previously considered by the author {13},is included 

to show that in distributed parameter problems non-coercive controls that 

affect the characteristicsof the partial differential equations lead to 

improperly posed problems, to non-unique controls, and to regions of the 

solution domain where the state variables are not defined. For purposes 

of illustration we consider the following first order transport equation 

problem :

Problem 5.4

rZTT r / T T
J =  (j)2(x,T)dx = G3 { (j)(x,T)} dx

J o  J o

(5.3.1)

where S E {0 ^  t ^  T, 0 x ^  2tt}, the control u(x,t) satisfies % u ^  1, 

and the boundary conditions are

<() = 0 on X = 0 (5.3.2)

(() = sinx o n t  = 0 ,  (5.3.4)

We seek to minimise the quadratic functional

■2it r 2ir
(5.3.5)

The Hamiltonian is

H = Xf = - .

J is minimised when H is minimised with respect to u, so that for

<j)X>0, u = u = 1  X max

i.e. the control is "bang-bang". 

X satisfies

(5.3.6)

(5.3.7)

(5.3.8)
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I f  '  ■ I f  fc  (|f^ ) = " \

that is, the same equation as for <{). Hence in particular characteristics 

for X are the same as those for 4».

Boundary conditions for X are that on t = T,

BG.

(5.3.9)

(5.3.10)

while on X = 2it ,

3(|) x =2 tt

___
3(j)(2Tr,t)

that is, X (Zir; t ) = 0

The characteristics of the equations 

are the lines

X - ut = const, 

along which 4> and X are constant.

The slope of these lines is — .

t = T

=  0

(5.3.11)

(5.3.12)

x = 2 tt

The domain S is subdivided into regions Fig. 5.3.1. Boundary conditions
_ ...... . for example 5.4.of differing u. -------- ---------

The following argument establishes the optimal control and shows that in 

some parts of the domain S at least, the control, and the state and co

state functions are non-unique.

Values of <|)(x,t) are determined by transporting boundary values of 4) 

forward (i.e. in the direction of increasing t) along characteristics, 

while values of X(x,t) are determined by transporting boundary values of X 

back along characteristics.

Consider the neighbourhood of the point(^ , 0) for a small value of

the end time T. The boundary condition X(x,T) = 24>(x,T) shows that 

sgn{X(x,t)} = sgn{4>(x,t)} and since 4> “ sin(x - ut), which is positive in
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the neighbourhood of t = 0, X(x,t) will also be positive. Since

» G) = 0 , so that ^  changes sign, we may expect a change of control

along some contour emanating from the point ,0) with u = 1 on the left 

where 4*̂  ̂ > 0 and u = % on the right where 4>̂  ̂ < 0. The requirement that

4>(x,t) be continuous shows this contour to be a straight line of slope .

Such a contour will be called a "switching curve", although it is not a 

curve in phase space, as in the ordinary differential equation case.

In a similar way, one would expect a switching curve emanating from

(—  , 0 ) where (x,0 ) again changes sign, while 4>(x,0) (and hence xCx,t) 

for small T) is of constant sign,

These two switches require that u(x,t) switches back from % to 1

along some contour emanating from a point on the t = 0 axis lying between

(^ ,0) and ( ^  ,0). The point must be (ir,0) since 4>(x,0) (and hence X(x,t)

for small T) changes sign there, while is of constant sign in the

neighbourhood of this point.

We have thus established the patterm of events detailed in Tables

5.2 and 5.3 (see Fig. 5.3.2).

Table 5.2 : Values of 4>(x,T)

Line segment Values of 4>(x,T)

AB 0

BC sin (x-T)

CD sin (x-%T)

DE 0

EF sin (x-T)

FG sin (x-%T).
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Table 5.3 Subdomains of S

Subdomain 4>(x, t) X(x,t) Control u(x,t)

OAB 0 0 is undetermined in (%, 1) so 
that control is non-unique.

OBCH sin (x-t) 2 sin (x-t) 1

HCI sin (x-t) is undetermined 1 
but > 0 .

ICJ sin(x-%t) %
JCDK sin(x-%t) 2 sin(x-%t) %
KDE 0 0 The switching curve is undetermined 

but the contribution to J along DE 
will be zero if switching occurs 
either along KD or along KE, so 
that again the control is non
unique .

Similar results hold for the remainder of S. We note that for T 2it , 

4>(x ,T) can be controlled to zero (see Fig. 5.3.3).

Conclusion.

This example illustrates that in the optimal control of distributed 

parameter systems, the use of bang-bang distributed controls which affect 

the characteristics of the partial differential equations will lead to 

improperly posed problems, giving non-unique controls and also regions of 

the solution domain in which the state and co-state functions are not 

uniquely determined.
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(0,T)

u=l

u=l /

(0 ,0)

(2n,T)

Fig. 5.3.2. The e v o l u t i o n  of the s witching curves and of the state function 

in e x a mple 5.4. (x, t, (j>) is a t h r e e - d i m e n s i o n a l  set of c o ordinates.

4>(x, 2ti)=0

i})(0, t)=0

(ïï,0)

Fig. 5.3.3. The case T = 2tt.
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5.4 Continuous control of the transport equation.

In this section we consider the following problem.

Problem 5.5

We seek to minimise the cost functional

f h fT+ % I {a [ ^ u ( x , t )  -  u * ( x , t ) ^ 2  + b | ^ w ( x , t ) ]  2 } d x d t  
J o J o

f L
+ % c I {(|)(x ,T) -  <|)(x)} ^dx

J o

s u b j e c t  t o  t he  t r a n s p o r t  e q u a t i o n ,

( x , t )  + u ( x , t )  ( x , t )  = k ( w ( x , t )  -  4 > ( x , t ) )  , 0 X L,3(|)
91

with prescribed boundary and initial conditions

<t)(x,0) = (|)̂ (x) ,

(j)(0 ,t) = (j)̂ (t) ,

0 < t < T

(5.4.1)

(5.4.2)

(5.4.3)

(5.4.4)

satisfying the Goursat continuity condition <1)̂ (0) = (j)ĵ (O). a, b , c and k

are non-negative constants.

The characteristics of equation (5.4.2) have slope and in the general

case might enter and leave the solution domain on any of its boundaries,
t

as indicated in Fig (5.5.1). This would lead

to an improperly posed problem involving regions 
where <|) could not be determined. Likewise,

since the domain costate equation (5.4.8) has

 ̂ . Fig. 5.4.1. The general form ofthe same characteristics, information about A--- —r-®------ :— —:---^ ------ —;---7-=— , -vcharacteristics of equation (5.4.2)
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being obtained from the boundaries x = L, t = T,

it would also lead to an improperly posed problem
4)=4)i (c)for X. Hence, in order to make progress, let ^

us assume that the characteristics have positive
Fig.5.4.2. The assumed form of 

slope along the edges of the solution domain as characteristics of equation (5.4 .2)

indicated in Fig. (5.4.2). This will tend to be ensured by the inclusion 

of the term k a(u - u*) in the cost function (5.4.1), with non-negative 

u^. Furthermore the validity of the assumption can be verified, once the 

solutions have been obtained.

Introducing the co-state variable A(x,t), the Hamiltonians are

H^ - X{k(w -<!>)- u<))̂  }+ %a(u - u*)^+ %bw^

H^ = J k(4> - 
â(<p - %)^

on X = L 
on t = T

(5.4.5)

(5.4.6)

The domain costate equation is, from equation (2.6),

3t 9<}> " 9x 94)3» ^ |H a ,|H , . J, _ 0 < X < L. 0 < t < T. (5.4,7)

Aj. - kX + (Xu) - 0

X^ + u Xx + Xu^ - kX = 0

The conditions = 0 , = 0 yield9w

(5.4.8)

-X(()̂  + a(u - u*) = 0 

kX + bw = 0 .

(5.4.9)

(5.4.10)

The boundary co-state equations are, from equation (2.7),

9H 9H
— 1 +  — 2
9<J> 9(|)„ = 0 on X = L (5.4.11)

9()> - X = 0 on t = T (5.4.12)
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w h i c h  y i e l d

Au = c(4>(x,T) - $(x)) on  t = T (5.4,13)

A = 4>(L,t) - 4>*(t) on X = L . (5.4.14)

Let us consider first the solution of the domain equations. To

summarise we have the following coupled set of partial differential equations

+ u(j)̂ + k* - kw = 0 (5 .4 .2)

Aj. + uA^ + Au^ - kA = 0 (5.4.8)

-A4>̂  + a(u - u*) = 0 (5 .4 .9)

kA + bw = 0 . (5.4.10)

On eliminating w using (5.4.10),

k^X
*̂ t ^ *̂̂ x ~b~ ~ ̂  (5.4.15)

Aj. + uA^ + Au^ - kA = 0 (5.4.8)

- A(j)̂ + a(u - u*) = 0 (5 .4 .9)

From equations (5.4.9) and (5.4.15), 

k2(j)̂u + :g- A = - (j)̂ - k(j) (5.4.16)

au - (j)̂A = au* , (5.4.17)

whence
r k^u* - 4) è - k4>4>

^x b

and .
- a(4) u + 4>t + k4>) (5.4.19)

A =

* %
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These expressions, together with their x and t derivatives, may be 

substituted in (5.4.8) to yield a second order non-linear partial 

differential equation for 4>. However, at this point we simplify 

the problem by

(i) choosing k = 0 , so as to remove the right hand side of 

equation (5.4.2)^

(ii) removing w from the cost function (5.4.1),

(iii) taking u* to be constant.
(iv) rC-vvvov/î g tLe. veSictvLal cyucL) ity hzvKVl fce. Cc3S f" efi O/JOL /  ̂} .

Thus we have the following simpler problem.

Problem 5.S 

We seek to minimise

J = % f {<j)(L,t) - (J)*(t)}  ̂ dt + % f r a{Tj(x,t) - u*} ̂  dxdt (5.4.20)
Jo 'J o J o

subject to

(x,t) + u(x,t) -^x, t)=0 , O ^ x ^ L ,  0 j. C ̂  T , (5.4.21)

with prescribed boundary and initial conditions (5.4.3), (5.4.4). Thus 

the aim is to control the output by controlling the characteristics of 

equation (5.4.17). Corresponding to equations (5.4.2), (5.4.8) - (5.4.10) 

we have the set

<l>t + "4»̂  = 0 (5.4.21 )

At + uA^ + u^A = 0 (5.4.22)

-A(}î  + a(u - u*) = 0 , (5.4 23 )
(a(5.4.9))

and on eliminating A between (5.4.22) and (5.4.23) we have the pair 

of equations

<|>t + u(j)̂  = 0 (5.4.21 )

u^ + (3u - 2u*)u^ = 0 (5.4.24)
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(5.4 .24) integrates directly to give

X + (2u* - 3u)t = ij)(u) (5.4.25)

where >|> is an arbitrary function.

(5.4.21) has Lagrange equations

—  + = - -t* ■du 2(u“u*) 2(u-u*)

3/2 fU ^ L
= X {(u - u*) t + % I i|)' (v) (v - u ) dv) ,

Now (j>̂

while from (5.4.21),

"x ijj' (u)+3t

(5.4.26 )dt _ dx _ d({>
1 “ u 0

so that one integral is

4)=  ̂ (5.4,27 )

and we also have the differential relationship

dx = udt; (5.4 .28 )

while from (5.4.25")

dx = (3u - 2u*)dt + 3tdu + 4̂' (u)du , (5.4.29)

whence

(5.4.30)

(u-u*)^/^t = - ^  i p ' ( v ) (v - u*)^ dv + (5.4.31)

is a second integral. Combining these,

(5.4. 32)

where x is a second arbitrary function.

From (5.4. 9)

(5.4.33)
*x

== X ' {(u - u*)^/^t *  ^  J <^'(v)(v - u*)^ dv} .{ ^(u - u*)^

(3t + \j)'(u))} u ( 5 A 3 A  )

(5.4.35)
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Hence
2a(u-u*)^ (5.4.36)X =
3/2

x'{(u-u ) t + % I ij; ' (v) (v-u*)dv]
fU
I 4/' (v)(v-u^

Equations (5.4.25), (5.4.32) and (5.4.36) comprise a complete solution 

of the system of partial differential equations (5.4.21) - (5.4.23).

5.5. The hodograph transformation and the Poisson-Euler-Darboux equations 

Problem 5.6

In this section we consider the problem of minimising

fT rL rT rL
3 = % I { f<j)(x,t)]^ + a [u(x,t) - u*j2}dx dt = j F(<j>,u) dx dt (5.5.1) 

>o J o J o J o

subject to -|̂  (x,t) + u(x,t) (x,t) *=0 , 0 ^  x L, 0 ±  ^  T , (5.5.2)

with prescribed initial and boundary conditions

4,(x,0) = 4)^(x) , O l x ^ L  , (5.5.3)

4)(0,t) = 4»^(t) , 0 £  t <_ T , (5.5.4)

satisfying the Goursat continuity condition 4)^(0) = 4>j(0) . a and u* are 

non-negative constants. As in Section 5.4 we shall assume that u is 

non-negative at the boundaries of the solution domain.

The Hamiltonian for the problem is

H^ = F - u4î A = %(4»̂  + a(u - u*)^) - u4)̂ A , (5.5 .5)

From equation (2.6) the domain co-state equation is

ax a
' X T '  “  “ • O i x i * - .  O l t < T ,  ( 5 . 5 . 6 )
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i.e. X + uA + u A + d) — 0 .t X X ^
9H

The condition -r- = 0 yields ou

- A(j)̂ + a(u - u*) = 0 , 0 X ^  L, 0 ^ t _ ^ T .

From equation (2.7) the boundary co-state equations are

9H
=  0

(5.5 .7)

(5.5 .8)

(5.5.9)
Jx=L

and
b] = 0

t=T
(5.5.10)

which yield Au = 0 on x=L

A = 0 on t=T .

Over the solution domain S we have the coupled set of partial differential 

equations

4>t + u(j)̂  = 0

A + u A  + u A  + (b = 0t X X

a(u - u*) - <j)̂A = 0

On eliminating A from (5.5.7) and (5.5.8) we obtain the pair of equations 

4't + = 0

*u^ + ( 3u - 2u ) u^ + —  = 0

Let us now seek to find characteristic directions.

Equation (5.5.13) is already in characteristic form, and a further 
equation in characteristic form can be obtained by taking a linear

combination of equations (5.4.13) and (5.4.14). The x and t derivatives 

of the equation

(5.5.11)

(5.5.12)

(5.5.2)

(5.5.7)

(5.5.8)

(5.5.13) 
(=(5.5.2))

(5.5.14)
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“2“1 + —  4») 4>jj + 0̂ 2 Uj. + cigOu - 2u*) \  =  0  (5.5.15)

will be in the same ratio if

“1 “2

a, u + ^  4> - 2u*)1 a

whence either " 0 , giving equation (5.4.13) again, or 

iĵ (u - u*) =

(5.5.16)

2a a, (u - u*) = a 4>. (5.5.17)

Let us choose

= (j) , «2 = 2a(u - u*) ; (5.5.18)

then

4> 4>j. + (3u - 2u*)4» 4»̂  + 2a(u - u*)(u^ + (3u - 2u*)u^) = 0 (5.5.19)

4» ( ^  + (3u - 2u*) ^)4> + 2a(u - u * ) ( ^  + (3u - 2u*) ^ ) u  = 0 (5.5.20)

4* ( ^  + (3u - 2u*) ■|̂ )4> + 2a(u - "*)( ^  + (3u - 2u*) ̂ ) ( u  - u*) = 0 (5.5.21)

(since u* is constant)

.'. ( ~  + (3u - 2u*) |^)(4»2 + 2a(u - u*)2) = 0 . (5.5.22)

In order to solve these equations, we use a hodograph transformation.

An interpretation of (5.5.13) is that 4’(x,t) is constant along the 

characteristic direction

thus characteristics of the first kind will be solutions of the ordinary 

differential equation

^  = u(x,t) . (5.5.24)

In a similar manner we see from equation (5.5.22) that 4>̂  + 2a(u - u*)^ is 

constant along characteristics of the second kind whose ordinary differential 

equation is
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^  = 3u - 2u* . (5.5.25)

Thus we introduce characteristic coordinates

and s = (j)̂ + 2a(u - u*)^

dxOn characteristics of the first kind, —  = u and r is constant.

(5.5.26)

(5.5.27)

.■. dx = X ds

dt = t ds

(5.5.28)

(5.5.29)

(5.5.30)

(5.5.31)

On characteristics of the second kind, ^  = 3u - 2u* and s is constant

. ’ . dx = x^ dr 

dt = t^ dr

- 3u - 2u* - idt

x^ - (3u - 2u ) t^ = 0

where u = -— x ~ —  ^ + u*2a

We now make a further change of variable to 

C =

and n = s

, t_ = t^ 2rThen x^ = x^ 2r

^s

(5.5.32)

(5.5.33)

(5.5.34)

(5.5.35)

(5.5.36)

(5.5.37)

(5.5.38)

(5.5.39)

whence

and

Xç - (3u - 2u*) t^ = 0

X - u t = 0n II

(5.5.40)

(5.5.41)
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where
%

u = + u* . (5.5.42)

On eliminating x,

2(u - u*) tç^ + 3u^ tç - Uç t^ = 0 ; (5.5.43)

and on substituting for u and its derivatives we have

’ 4(S - n) " 4(ç - n) ° ' (5.5.44)

Eliminating t we obtain

3u 3u - 2u*
Cn 3u - 2u* * 4(Ç - n) u ' 4(Ç - n) = 0. (5.5.45)

Thus t satisfies the Poisson-Euler-Darboux equation (5.5.44) which is 

described in detail by Darboux {5} and is of the general form

6’z 6z
(5.5.46)

hence t satisfies E(- %,%) = 0 .

When u* = 0, the x-equation becomes

so that in this case x satisfies E(- %,^) = 0.

When 0 < 6 < 1, 0 < 3 ' < 1 ,  the general solution of E(3,B') = 0 is

- Q »
z(6,B') = (n - C) I $(C + (n - O o ) a  (1 - o) do

+ f Y(^ + (n - Ç)o)o^''^ (1 - o)^'^ do (5.5.48)
J o

where $ and Y are arbitrary functions .

However, when one or other of the parameters is negative, we use instead
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m+n+l”3"B' 9m+n

9Ç" 9n
z(8.3')

(n - Ç) 1-3-3'

Hence

t = (n - Ç)% 39n (n - O

= (n - ^  {I(x, -i, -%) + (n - 1(0, -k, -k))

(5.5.49)

(5.5.50)

(5.5.51)

= (n ~ Ç) i(x'« + %i(x, " W  + (n ■ Ç) i(o', %, -k)

where x , 0 are arbitrary functions, and I(<J>, a, o') is a short-hand for 

the integral

I($ *î>(Ç + (n - Ç)o)a“ (1 - o)“ do .

X may then be obtained from equation (5.5.41) as

-n
= ]  ' ) t(ç,n') dn'

(5.5.52)

(5.5.53)

(5.5.54)

No further detailed work on this general case has been carried out to date. 

The case u* = 0 . Let us consider in more detail the case u* = 0 . 

Equation (5.5.45) reduces to

U ( i  - n) 4(ç - n) ^ 

so that X then satisfies E(- -  0 , and has solution
(5

X = (n - C)% 3
3n

z(^,U
(n - O

= (n - C)^/^ !($', %, -k) + (n - O  1(4". -I) - k 1(4", -%)

(5.5.55)
(5.5.47))

(5.5.56)

(5.5.57)

where $ and Y are arbitrary functions. However, $, Y , x and 0 must be 

matched by substituting the solutions (5.5.52) and (5.5.57) into equations 

(5.5.40) (with u* = 0) and (5.5.41). This yields
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0 = 2 ^ $ ,  X = ,

so that X is g i ven by e q u a t i o n  (5.5.57) w h i l e  t is g i v e n  by

t = 2^{(n - 1(4" , %, -i) + %I($, -i)

+ (h - C)I ($', %, ^)}

(5.5.58)

(5.5.59)

Boundary conditions

*(0,t)=4)^

t

T

u.=0 and ei t h e r

A=0 or <f) =0.

Fig. (5.5.1) Bou n d a r y  c onditions for the case u^ = 0 

of p r o b l e m  5.6

Fr o m  e q u a t i o n  (5.5.12) we have A = 0 on t = T. H e n c e  unless (f)̂ 

is infinite there, w h i c h  is u n l i k e l y  in a m i n i m i s a t i o n  problem, from 

equ a t i o n  (5.5.8) u = 0 also on t = T. F r o m  e q u a t i o n  (5.5.11) e ither A = 0 

or u = 0 on X = L. If A = 0, then by the same a r g u m e n t  u is likely to

be zero also ; w h i l e  if u = 0 then ei t h e r  A = 0 or (J)̂ = 0. H e nce let

us assume that u = 0 and e i t h e r  A = 0 or = 0, g i v i n g  the set of 

bou n d a r y  c o n d itions i l l u s t r a t e d  in Fig. (5.5.1). Th u s  o n  x = L and 

on t = T, u =0, w h ich from e q u a t i o n  (5.4.42), implies Ç = q .

Since u = 0 on x = L ,and from equation (5.5.23) ((i(x,t) is constant

along characteristics for which —  = u ,
dt
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= constant = on x = L. (5.5.60)

From equation (5.5.57) and (5.5.59), on t = T we have

X = - ÿ(Ç)o (1 - o) ^ do =  - h  V(%) B(%, Ï )  (5.5.61)

T = 2"^J 4>(Ç)o'^ (1 - a ) ' ^  do = 2'^ $(%) B(%, %) (5.5.62)

where B(p,q) is the Beta function with arguments p and q.

Equation (5.5.62) shows that in a region S^ of the solution, domain 

bordering on t = T, <t is the constant

m f i T  '

Since from equations (5.5.26) and (5,5.37),

C = {<{)(x,t)}  ̂ , (5.5.64)

from equation (5.5.61) ,

n  C»(x .T)]2)= (5.5.65)

On X = L we have,

L = - % I Y(€)o ^ (1 - o) ^ do = - % f(C) B(%, k )  (5.5.66)f:
t = 2 ^ I 4>(Ç)o ^ ( l - o ) ^ d o  = 2 ^ $(() B(%, %) (5.5.67)

so that from (5.5.66)

while (5.5.67) yields

t = 2 ^ ^{[<t>^(L)J^ ) B(%, %) = constant, (5.5.69)
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a contradiction which indicates that the choice of u* = 0 is a 

singular case. Fig. (5.5.2) indicates the possible behaviour of 

characteristics at the boundaries of the solution region. We turn 
to a numerical approach to this problem in Chapter 9.

t
T

not constant

X0 L

Fig. 5.5.2. Possible behaviour of characteristics of Problem 5.6

at the boundaries x = L, t = T.
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6.1 General theory

In this section we consider the general problem of minimising the 

cost functional

= % f { [ e ^ ( L , t )  - e * ( t ) ]  2 + a [ G g C L . t )  - 6* ( t ) ]
J o

+ b [ u(t) -u*(t)]2 + c [v(t) - v*(t) 2 2} dt

+ % d f ["8^(x,T) - 8^(X )J 2 d; 
J o

( 6 . 1)

subject to the system equations

38. 98
a r 

se, se
s f - ( ' )  s f

= k(h8_ -8.)

■k( h8., - 8, )

(1.15)

(1.16)

which may alternatively be written in the form

98. 98^
T T  ^ "(t) = k^(h8g - 8^)

38 38
9F" - v(c) 3̂ - «-kgChGg

where k^ = k/C^ , k^ = k/C^

Let us suppose now that u(t), v(t), 8 g(L, t)= 

controls and that

>^(x,0) = 0j q (x )

02(x,O) = QggCx) 

\(0,t) = \^(t) 

are known functions.

(t) are available as

( 6 . 2 )

(6.3)

(6.4)

(6.5)

(6.6)
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Introducing domain co-state variables X^(x,t), X^(x,t) and the boundary 

co-state variable p(t), we have the following Hamiltonians :

Ho = {k^(h02 - 6j) - u(t)e^^} + -k2(h02

u(t) - u*(t)]-2 + ~  (v(t) - V*(t)} (6.7)

{e^(L,t) - 0*(t)} 2 + % a {02(L,t) - e*(t)} 2

+ u(t) {(j)(t) - 02(L,t)} , on X = L

. h  d {0j(x,T) - 0j^(x)} 2 , on t = T

From equation (2.6), the domain co-state equations are

(6.8)

(6.9)

+ !Ü£ - i_( ÜÎ£) = 09t 90. 9x 98.1 XX
i = 1. 2 (6.10)

whence

9X 9A
J T  + "(t) ^  = ^1 \  " ^2 ^2 ( 6 . 11)

3X, BA,
W  ■ v(t) - k2 Xg) (6.12)

From equations(2.7), (2.8) and (2.10) the boundary co-state equations are 

as follows :

9H 9H
{gg- ds + dt + X^ dx} 60^ = 0 , i = 1,2,

i ix

9H,
9y =  0

on C

on C'

(6.13)

(6.14)
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9H,
=  0 on C (6.15)

whence, on x = L where ds = dt and dx = 0,

9H. 9H 

1 Ix
(6.16)

9H, 9H

-
.a(02 - 8g) - y + vA^ = 0 (6.17)

9y =  0 . ’ . 02(h, t) = 4»(t) (6.18)

Ü19(j) = 0 y = 0 (6.19)

On t = T, where ds = dx and dt = 0 ,

9H
.'. X^(x,T) = d(0j - 0j) (6.20)

9Hi
w ;  - ^2 " 0 .' . X^(x,T) = 0 (6 .21)

On X = 0, where ds = - dt, dx = 0, and 6 0  ̂ = 0,

9H, 9h
= 0 . ’ . V(t) Xg(0 ,t) = 0 (6.22)

On t - 0, 60ĵ  = 602 = 0, so that there are no conditions on X^, Xg

In the case when the flow controls are dependent on t, from equation 

(2.13), we have
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3H2(t) 
3u( t)

BHgCc)
9v( t)

=  0

=  0

(6 .23)

(6.24)

50 that
r L  30

b(u(t) - u*(t)) + 1 Xj^(x.t) (x,t) dx = 0
J o

(6.25)

■J 30.
c(v(t) - V (t)) +1 A.j(x,t) (x,t) dx = 0 (6.26)

Numerical procedure

Following the "gradient to the Hamiltonian" method described in 

Chapter 3, in the numerical work we do not use equations (6.19), (6.24) 

and (6.25). Instead, starting from an arbitrary choice of #(t), u(t) 

and v(t) the state and co-state variables are solved. Let 6(j), 6u , 6v 

denote small changes in these variables. Then according to equation

(3.1) the change in J is given by
3H2 3H

* w T ) 6v(t)} dt (6.27)

so that the search direction is the vector

! î l i
3i|)

3u

3v

6u = -

thus ensuring a decrease in the value of J.

Characteristic coordinates and scaling

(6.28)

From this point on, for the analytic work we shall assume that u and v
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are given positive constants. We shall return to the question of 

variable u and v in the numerical work in Chapter 9. Let us now 

introduce scaled variables 6 u' , v' etc which are 

chosen so as to simplify the equations. At the same time we will 

introduce characteristic coordinates 4, n.

The equations relating the variables are

'1 = ' l

e ; .  he.

(6.29)

(6.30)

X| = k^X^

k.h

(6.31)

(6.32)

(6.33)

= 6* 

)*• = h0*

* ' = h(j)

' = Y  k.

(6.34)

(6.35)

(6.36)

(6.37)

(6.38)

(6.39)

(6.40)

(6.41)

(6.42)

The state and co-state domain equations(6.2), (6.3), (6.11), (6.12)

become
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90'
—  = G -  0; (6.43)

30-
9Ç " ®2 * G; (6.44)

9X-
9n " Aj - (6.45)

9A;
W a ; - A; (6.46)

whilst the co-state boundary conditions (6.16) - (6.20) become
I *

on X = L, =

A2 =
P' - a'(0' - 0*')

on t = T,

e pa;(x,t) = d(ej - 

A^(x,T) = 0 

on X = 0, A,(0,t) = 0 .

Having introduced the primes into equations (6.29) - (6.52), these will 

immediately be dropped in all subsequent work, on the understanding that 

from this point on we shall be working with scaled variables.

6.2 Some specific problems 

Probelm 6.1. Restricted counterflow

(6.47)

(6.48)

(6.49)

(6.50)

(6.51)

(6.52)

In the restricted counterflow problem stream 2 is assumed to be so
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massive (k^ 0 ,0 , -> that it is u n a f f e c t e d  by g i v i n g  up heat or solute to

stream 1. The equations for this system are (in natural variables)

98 90
_  + u ^  = k(h0, - 0 ^  (6.2)

38 30
J T  ' ^  > (^ 53)

where k^ = k and k, = 0.

We seek to control the output of stream 1 using the input of stream 2

as the control, so that the cost functional to be minimised is

J == % { [ 0^(L, t) - 8*(t)J 2 + a [0,(L, t) - 0*(t)J2} dt . (6.54)

That is, the controlled output of stream 1 and the controlling input of 

stream 2 are required to be as close as possible to some desired forms 

0^(t) , 0 ,([). a is a parameter affecting the "cost of

the control". Initial and boundary conditions for 8^, 0, are given by 

equations (6.4) - (6.6). The solution of this problem is considered 

in Chapter 7.

Problem 6.2 Full counterflow

In the full counterflow problem both streams affect each other.

The governing equations are equations (6.2) and (6.3) and the cost 

functional is given by equation (6.54). As in the problem above, 

boundary and initial conditions for 0^, 0, are given by equations (6.4) - 

(6.6). Analytic methods for solving this problem form the subject of 

Chapter 8, and numerical methods are used in Chapter 9.
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7.1 The transformation to characteristic coordinates.

In this chapter we consider the solution of Problem 6.1 

Let us introduce the transformed variables

ej =

U + V

 ̂ ' (7 6)

so that the characteristic coordinates are

C = x' - t’ (7.7)

n = x ' +  St' (7.8)

where s = — is the ratio of the speeds of the two streams, u
This also leads to

• T' = ^ T  . (7.9)

As before, we shall immediately drop the primes and understand that 

from now on we are working in scaled variables.

We shall also introduce the characteristic time

T^ = (1 + 1) L , (7.10)

(6.29)

@2 = he, (6.30)

= kA^ (7.1)

* 2 = ^ 2  (7 2)

u' = ̂  (7.3)

v' = ̂  (7.4)

together with the boundary terms (6.35) - (6.39). We will also scale 

the distance and time variables by writing 

kh (7.5)
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7 5

which is the sum of the times required for a particle of fluid in each

stream to travel the length of the exchanger, and a characteristic

attenuation factor
- ? oa  =  e

The domain equations corresponding to equations (6.43) - (6.46) are :

90
97T = "2 -

(7.11)

(7.12)

98,
aT = 0 (7.13)

= A, 
3n ^

(7.14)

(7.15)

while the transformed boundary conditions corresponding to equations 

(6.47) - (6.52) are :

On X = L :
Aj(L,t) = 6^(L,t) - 6*(t) ^ 4^[)

A,(L,t) =
-a(8,(L,t) - 0*(t))

(7.16)

(7.17)

O n c =  T : 

On X = 0 :

A^(x,T) = A,(x,T) = 0,

A,(0,t) = 0

6^(0,t) = 6^j(t) .

(7.18)

(7.19)

(7.20)

On t = 0 :
ij(x,0) = 0j q(x )

IgCx,0) = 6,q(x)

(7.21)

(7.22)
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7.2 The solution for the control.

Referring to Fig. 7.2, the control <J>(t) may be found as follows :

Assume (|>(t) is known along the boundary AB.

Then from equation (7.13) 6, is known in Ŝ  - S^ in terms of *(t), 

and completely in S^, S^ from 8,g(x).

8^is known from equation (7.12) in S^ - S^ in terms of (j)(t) and 

completely in S^. In particular 8  ̂ is known along AB.

.’. Using condition (7.16), is known in S, - S^ in terms of 4(t).

^1 = ^2 = 0 in Sj.

Since A, = 0 along BHO, A, is known in S, - S^ in terms of <t>(t), from 

equation (7.15) •

The condition (7.17) which holds along AB provides equations for <j*(t).

Due to the different definitions of 8, and A, in the various regions 

of the solution domain, there will be different matching conditions for <j>(t) 

in the segments BF, FE, ED, and DA. In the case T < 2T^, F will be internal

to EA and a slightly different set of equations will result.
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t

B(L,T)

H

F ( L , T - T  )

D(L,L)

N

A(L,0)
x=L

0

Fig. 7.1 The solution diagram in the (x>t) plane
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B (L -T ,L+ sT)t=T

X (L,t)={e,(L,t)-e*(t)} /u#(t)

-a{6g(L,c) - )}/v

(-T,sT)
x=L

0(0,ST )

Flow

A(L,L)Flow 2

Fig. 7.2 The solution diagram in the (%,n) plane
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The solutions for 8^ 8^.

3^2From equation (7.2) : =  0 ,

where B(u)

= B(n) = B(x + St) (7.23)

r= <t»(~ -~ - ) in Sj - S^ (7.24)

^20^"^ in S^ , (7.25)

Hence the general solution for 8^ is :

^(x.t) I = <j)(t + *--— ) in Sj - S^ (7.26)

>20 ^ S 5. S^ . (7.27){;
From equation (7.1), 8^^ ^ ®1 ~ ®2

cH
0^ = e-^{f e" 8^(C,u)du + A(Ç)} (7.28)

J o
_ /  \ f X + S t

)j(x,t) = e ^  ̂ {I e" B(u)du + A(x-t)} , (7.29)
J o

where A is found from boundary conditions on x = 0 and t = 0, and from 

making 8  ̂ continuous accross AN. This leads to :

e“ 4.(ii-^)dute,,(t-x)e'*n«)ins s (7.]n) ̂ Js(t-x) 8 11 1 2

fX+St _ J rL
{I e" î (----- ) d u + l  e" 8_^(u) du) (7.31)Jl ® Js(t-x)

^-(x+st),

+ 8^^(t - x)e in S^

^-(x+st) fX+st f L
{ e" 4)(^^-^) du + l e" du 1 (7.32)
•* L J x-t

a“ e,.(u) du ^ e,,(t-x) ins, (7.33)
•7 s(t-x)



80

7. RESTRICTED COUNTERFLOW

^(x,t) = e r e" du + 8^^(x-t) e in S^ (7.34)
J x-t

The solutions for , X^

From equation (7.3) : -—  = Xdn 1

X^ = C'(c)e^ (7.35)

ax,
.'. From equation (7.4), ~  *^'(C)e (7.36)

Xg(C,n) = C(G) e'̂  + D(n) (7.37)

X^(x,t) = C'(x-t)e^^^^ (7.38)

and X^(x, t) = C(x-t)e^^®*’ + D(x+st) , (7.39)

In - S^, X^ can be found using the boundary condition on x = L.

X^(L,t) = ij)(t) = c'(L-t)e^‘̂®*̂  (7.40)

C'(C) = = ai|;(L-ç)e®'’ (7.41)

where ç is a dummy parameter.

Xj^(x,t) = aiJj(L-x+t)e^^^®^^ in Sg " S^. (7.42)

From equation (7.41),

C(ç) = a j  ip(L-u)e^" du (7.43)
o

rX-t
.’. X^(x, t ) = otê   ̂ I %|)(L-u)e^" du + D(x+st) (7.44)

^o

In HFAN, D can be found from the boundary condition X^ = 0 on x = 0. 

r - t’
0 = ae®*" J i|)(L.-u)e®̂  du + D(st) (7.45)
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rD(f, ) = -«e.j t|)(L-u)e^du (7.46)

rX-t
X^(x,t) = Otê  ® i('(L-u)e^" du in HFAN . (7.47)

J -(t+x/s)

In BHF, D can be found from equation (7.44) and from the condition = 0 

on BH, where x - t = L - T. Substituting,

,L-T
0 = ae^ ® J t(i(L-u)e^" du + D(x+st) (7.48)

_fL-T
D(c) = -oce. I \}»(L“u)e®^ du (7.49)

X (x,t) = f 4»(L-u)e®'^ du in BHF (7,50)
J L-T

Finally, X^ = X^ = 0 in Sĵ . (7.51)

To summarise, the solutions for X^, X^ are as follows:

Xj(x,t) = aij,(L-x+t)e^^*^^* in S^ - S^ (7.42)

x-t 

(t+x/s) 

x-t 

■T

X^(x,t) = i|/(L-u)e®“ du in HFAN (7.47)

Xg(x, t) = ijj(L-u)e"" du in BHF (7.50)

Xi = X2 =■ 0 in Si, (7,51 )

is unimportant in Ŝ ,



82

7. RESTRICTED COUNTERFLOW 

The matching conditions for <{>(t) along AB.

From equations (7.47 and (7.50) ,

,L-t
A (L,t) = oe  ̂ I li'(L-u) e®“ du on FA (7.52)
 ̂ J-(t+^)

“ ae^ r if'(L-u) e^" du on BF (7.53)
J L-T

Since i/<(t) = ^ (0^(L,t) - 6*(t)} (7.16)

iJ)(L-u) = ^ {6j(L,L-u) - e*(L-u)} (7.54)

rsT^-su
= ~  ̂ ae^^ J e'̂ (|i('îî ) du + 0ĵ ĵ (-u)e - 0*(L-u)J in Ŝ '

(7.55)

[ rST^-SU , r  u

ne^"{ j * J - 8U

+ 6ĵ ĵ (-u)e - 0*(L-u)J in S^ (7.56)

[
f sT^-su , rL

c,e="{j <|>(^)du +j ^ e" 82o(u)du}

+ 0^Q(u)e’^^"“^^^'^®^ - 0*(L-u)j in (7.57)

Also X2(i-»t) = - — { (ji(t) - 6*(t)) along AB. Matching these leads to 

the following system of integral equations for <|)(t) :
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Integral equations for <j)(t)

f T _ , z
e  ̂ {e I se^* <j)(w)dw + a0j^(z-L) - 6*(z)} dz

 ̂^o

a -St= - - e {(j)(t) - e^Ct)} , T - T^£ t T (7.58)

r t + T T  'Jz-T

O rZ
e {e se®'*̂  ij)(w)dw + a6 (z-L) - 8*(z ) }dz11

f e'®" {.{.(t) - 0*(t)} , < t < T - T^ (7.59)

t + T_
-sZ , -sz e I e i: sê '̂  (j>(w)dw +

L ( x -L)

0*(z)}dz = - ^ e ®*'{4>(t) - 0*(t)} , L 1  C 1 (7.60)

t+T
e'sz { e^sz fZ r L

se ” ^(w)dw +1
Jo J l -z

 ̂ 02g(v)dv + 0j^q(L-z) e- ( 1 + 8 )z

+ Qjq(L-z) e - 0*(z) }dz =

0 < t < L (7.61)

Equations (7.58) - (7.61) may be rewritten

r e dz [ ^(w)dw = - — e $(t) + 0 (t), T - T < t < T
J t Jz-T_ »2 " '' -  -o —  — (7.62)

t+T
J  e®''(|>(w)dw = - e’®*̂ *(t) + G^(t), 1  t £  T - T,
z-T o —  — (7.63)
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t+T
Ü 2 ,z

e  ̂dz 4)(w)dw = - - e * *(t) + 0 (t) , L < t < T (7.64)
t J o  s2 c -  -  o

r^^o ,z
j e dz 4>(w)dw = - - *(t) + Q.(t) , 0 < t < L
Jt J o  s2 -  - (7.65)

where

0a
1 rT

it) = ■ " I (a6. (z-L) - 6*(z)) e dz + — e 0*(t) (7.66)
G J t  ^  1 s2 2

'^y(t) - - - j  e (ae^^(z-L) - 0*(z))dz + - ^ e ^ ^  ©^(t) (7.67)

0^^(t) H 0^(t) ” i j ® J  ( ) '̂̂  ^ ©20^^^^^ ^^ijiz-L) - 0*(z)J dz

rt + TO

+ - e"*t e*(t) , L < t < T , (7.68) s2 2 -  -  o

[■■■■JL ••■'■
l*(zjdz + -^ e ©*(t) , 0 1  t 1  L, (7.69)

7.3 The differential-delay equations 

Differentiating equations (7.62) -(7.65) yields

'L-t = - ~2 e*t(* ' - s ^ )  + e2*t Q,(t), T - T < t < T, (?.^ C “ 1. Q “ O —  — 70)
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,t+To ^
0(21 e^”(j)(w)dw - f ê '̂ (J)(w)dw = - — - 8((i ) + 0 '(t)
Jt Jt-T s2 ^ ’

1  t 1  T - T^. (7.71)

ft+To ^
C(2 I (|)(w)dw -[ ê'*̂ (}»(w)dw = - — (i}>' - S(}>) + O' (t),Jo Jo s2

0 < t < T , (7.72)
—  —  0

wTiile differentiating again yields :

(l + a - -  D2)<|.(t) - a(J)(t-T̂ ) = 4>^(t) , T - T^ £  t T , (7.73)
s2

(l+a+o2 _ 1 ^ 2 )  _ a*(6 + T ) - a*(c - T ) = *^(t) , T ^  t ^  T - T^, (7.74)
s2

(l+a - — d 2) (ji(t) - a#(t + T ) = 4» ,(t) , 0 < t < T , (7.75)^2 o cd —  —  o

where 4>̂ (t) = - e®*" ^  { ê ®*" O X t ) } (7.76)

for i = a ,  b, c, d, D = ^ ,  and

<t> .(t) 5 $ (t) for L < t < T , (7.77)cd c —  —  o

* .(t) 5 $.([) for 0 < t < L , (7.78)cd d —  —

Tlte solution of the differential-del ay equation for <}>(t) 
T T-To T

------- ♦ The matching
interval {0,T}.

T 2T T-2T T-To o o o The differential-
(7.75) (7.73) difference equations,

indicating the

(7.74)

length 3T --------------- W

intervals

Fig. 7.3 Solution intervals for (t>(t) in the general case.
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Fig. (7.3) illustrates how <̂ (t) may be determined from the differential 

difference equation (7.73) - (7.75) which apply to the various segments 

of the matching interval {0,T} .

Suppose (Ji(t) is known in {0, T^} . Then from equation (7 .75), given 

sufficient initial conditions, ^(t) is known in {0 , 2T^} , an interval of 

length 2T^. This provides sufficient initial data for equation (7.74), 

which can then be used to extend the solution for a further interval 

length T^. Hence by repeated application of equation (7.74) 'J>(t) is 

known in the whole interval {0, T) . Equation (7.73) then provides an 

overlap of information of length T^ from which (j>(t) in {0 , T^} , the 

initial assumption, can be determined. More detailed analysis of some 

particular cases is given below.

Case T = 3T

Equations (7.73) " (7.75) now refer to three equal intervals of 

length T^. The advanced and retarded terms in equation (7.74) can be 

eliminated, giving a fourth-order ordinary differential equation. 

Writing t + T^ in place of t in (7.73) gives

-sT
(1 + a - - d 2) 4>(t + T ) - e *(t) = $ (t + T ), T < t < 2T .2 o a o o—  —  os ̂
Writing t - T^ in place of t in (7.75) gives

(7.79)

(l + a - - d 2) (ji(t - T )-e *(t) “ 4» ,(t - T ), T < t < 2T2 o cd o o —  —  o (7.80)

On eliminating 4>(t - T^) and <j>(t + T^) between these and (7.74) there results

{( 1 + a - — D^)(l + a - —  + o2) - 2a2) 4)(t) = 4>(t) , T < t < 2T (7.81)
s2 fl2 o -  -  o

where $(t) = a{4> (t + T ) + <t ,(t - T )} + (1 + a  d2) 4>. (t) . (7 82)a o cd o 2 b

Equation (7.81) gives rise to four unknown constants. That no further
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un k n o w n  constants arise from o b t ai ni n g 41(c) in the intervals {0 , T^l ,

{2T^, 3T^} using equa tio ns (7.73) and (7.75) is ensure d by the co nti nui ty

of 4-(t) and 4» ' ( t ) at T and at 2T . One of the four con stants may be det er m in e d  o o

by pu t ti n g t = T in e qu a ti o n (7.58), gi vin g 4>(T) = 8* ( T ) , but the remaining 

three must be ob tai ned  by sub st i tu t in g  back into the integral equ ations

(7.58) - (7.61).

Case 3T < T < 4T . _________ o____________o_
T- 3 T T

9--------------- 1°
T- 2 T  2To o— I------ 1--

T- T 3To t— I------- »_

h  =2

wW-

lo

7.75)

7.74)

7.73)

7.75)

7.74)

7.73)

Fig. 7.4. Solu tio n intervals for 4>(t) in the case 3T < T < 4To o

(7.83)

(7.84)

(7.85)

(7.87)

In Fig. 7.4, the in tervals - 1^ are def in e d by

I = {T - 3T , T } 
1 0 0

I 2 = T  - 2T^)

I, ■ {T  - 2T , 2T I3 0 0

I, = {2T , T - T } 4 o o

The num ber s in the r igh t-h and  m a r g i n  refer to eq uations. H or i zon tal  lines 

indicate intervals over w hi ch  the equ at io n s operate. As all e qua tio ns are 

d i f f e r e n t i a l - d e l a y  equa tio ns wh os e delay pe rio ds are mu lt ip l es  of T^; a line 

of length nT^ indicates an n - t e r m  delay  e q ua ti o n (n = 2 , 3  only). Cross- 

h a t c h i n g  indicates el im i n a t i o n  of a term to pr od uce  a new eq uation, whic h is
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als o ind ic at e d by the eq u a t i o n  numbers. Each n e w  e q u a t i o n  o p e r a t e s  

ov e r  the longer  r e m a i n i n g  inte rva l of the two eq u a t i o n s  from w hi c h it has 

come. Thus, for example, e q u a t i o n  (7.83) o p e r a t e s  over  {T - 3T^, T  - T^} .

E l i m i n a t i n g  for T - T^ t T  b e t w e e n  (7.73) and (7.74) yi e l d s

e q u a t i o n  (7.83), w hi ch  o p e r a t e s  ove r {T - 3T^, T  - T^} . E q u a t i o n s  (7.75) 

and  (7.83) o v e r l a p  over int er v al s  Ij and I^, g i v i n g  e q u a t i o n  (7.85) for (ji(t) 

in I^. E l i m i n a t i n g  ifi(t ) for 0 <_ t ^  T^ b e t w e e n  (7.74) and (7.75 ) y ie ld s  

(7.84). (7.73) and (7.84) o v e r l a p  ov e r  and I^, g i v i n g  e q u a t i o n  (7.87)

for (j)(t) o ve r  I ^ . E q u a t i o n  (7.85) is of f o u r t h - o r d e r  w h i l e  e q u a t i o n  (7.87) 

is of ei gt h -o r de r , but c o n t i n u i t y  of (j)(t) and its first thre e d e r i v a t i v e s  at 

t = T - 2T^ e n su re s  that no m o r e  th a n eig ht  u n k n o w n  c o n s t a n t s  arise. O nc e  

4>(t) is k n o w n  ov e r  I^ ^  I^, w h i c h  is of le ngt h T^, 4>(t) is k n o w n  over  the 

w h o le  of {0, T} . D e t a i l s  of the c a l c u l a t i o n  are g i v e n  below.

We ha v e

d4i(t) - a((i(t - T ) = $ (t) , T - T  < t < T (7 7 3 )o a o —  —  v/./j/

(d + a2)(^(t) - a*(t  + T ) - a(j)(t - T  ) = 4>. (t) , T < t < T - T (7.74)O O D O —  —  O

d(j)(t) - ai|)(t + T^) = $^j(t) , 0 ^  t ^  T^ (7 .7 5 )

w h e r e  d = 1 + a - —  D^.
s 2

W r i t i n g  t + T^ in p l ac e  of t in (7 .7 3 ) giv e s

d*(t + T ) - oi)i(t) = 4>(t + T ) ,  T - 2 T < t < T - T .  (7 7 9 )o a o o —  —  o \ I . IJ >

E l i m i n a t i n g  if(t + T^) b e t w e e n  (7.74 ) and (7.79) giv es

{d(d + 0(2 ) - a 2 }())(t) - ad(j>(t - T^) = ou|)^(t + T^) + d4>j^(t) ,

T - 2T^ _< t T - T^. (7.83)

W r i t i n g  t - T^ in p l a ce  of t in (7.75) giv e s

d*(t - T^) - aip(t) = $^j ( t  - T^) 1  t ^  2T^ . (7.80)
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Equations (7.80) and (7.83) overlap on intervals Iĵ and I^.

Eliminating ij)(t - T^) between these gives

{d(d + 0(2) _ 2c,2)<(,(t) * a{4> (t + T ) + 4- ^(t - T )} + dt. (t), T - 2T < t < 2Ta o cd o b o —  —  o

= ^(C), (7.85)
i.e. an equation for (j>(t) on I^.

Writing t - T^ in place of t in (7.75) gives

04»(t - T ) - o4,(t) = 4> ,(t - T ) , T < t < 2T . (7.80)o cd o o —  —  o

Eliminating (t - T^) between (7.74) and (7.70) gives

{d(d +a2) - a2}4,(t) - ad4>(t + T ) = at .(t - T )+ dt.(t), T < t < 2T . (7.84)o cd O D o —  —  o

Equations (7.73) and (7.84) overlap over I^ and I^. Writing t + T^ in

place of t in (7.73) gives

{d(d + a2) - a2}(j»(t + T ) - ad4>(t) = at (t + 2T ) + dt. (t + T ),o a o b o

T - 3T^ < t < T - 2T^ (7 86)

Eliminating 4>(t + T^) between (7.84) and (7.86) gives

^{d(d + a2) - a2}2 - (%2d2J t(t) = a2dt^(t + T^) + ad2t^(t+T^)

+(d(d +a2) -o2){at^^(t - T^) +adt^(t)}

Tq 1  t 1  3’-2Tq , (7.87)

i.e. and eighth-order equation for 4»(t) on I^.

The general case(with T ^  2T^) can be solved in a similar manner, 

but may lead to still higher order ordinary differential equations.
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7.4 Examples

In this section we consider the case of T = T^ and obtain explicit 

solutions for two sets of initial conditions.

When T = T^, there is just one integral equation for (|>(t) 

corresponding to equations (7.62.) - (7.65) :

f e (f e®'^(J)(w)dw)dz=- - ij)(t)e + 0^ gft), 0 ^  t _< T , (7.4.1)
J t ■'o s^ ’

(t) = - — f e {e [ e^ ^0 (v)dv + a0 (z-L) - 0*(z)} dz
 ̂ ® J t  J s(z-L) ^

where 0,

+ - e‘®*̂ 0*(t) .
s2 2

L 1  t 1  T , (7.4.2)

02(c) = - ^  f e ® ^ { e ® * |  ^ 02Q(v)dv + 0^^(L-z)e 0*(^:)^dz
J t ^L-z

+ ^ e-*t 0?(t).
s2 2

0 1  t 1  L . (7.4.3)

On differentiating,

e^ (j)(w)dw = — e*^(4*' " sifi) - 0 .  « (t)e^^^ , (7.4.4)
o s2 I'Z

(1 + a - -^o2)(jt(t) s-e ~  (0  ̂̂(t)e^^^) = 4»̂  g(t) . (7 .4 .5)

Boundary conditions

On putting t = T in equation (7.4.1), 4>(T) = e®^ 0^(T) , ( 7 . 4 . 6 )

_2
On putting t = 0  in equation ( 7 . 4 . 4 ) ,  4^(0) - s*(0) = — ^^ ( O)  . ( 7 . 4 . 7 )
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Example 7.4.1. : Zero initial conditions

In this example we start with the zero initial and boundary conditions

Oiq(x) = 8^g(x) = 8^^(t) = 0 (7.4.8)

and seek to bring the outlet state of stream 1 as close to 1 as possible, 

while a term is included in the cost functional to keep the inlet state 

of stream 2 as near to 1 also, so that

0*(t) = 8*(t) = 1 . (7.4.9)

As before, the cost functional is

J “ ^ J  ( [ 8^(L,t) - 8*(t) J  ̂ + %a ̂ 8^(L, t) - 6*(t)J^} dt (6.54)

From equations(7.4.2) and (7.4.3),

0,(t) = 0-(t) = a\ (7.4.10)
1 2 s2

whence from equation (7.4.5)

<tj2(c) = 1 + a (7.4.11)

so that the differential equation forcJ>(t) is

(1 + a - — 2 D2)(ji(t) = 1 + a (7.4.12)
s

From equations (7.4.6) and (7.4.7), the boundary conditions are

*(T) = 0j(T) = 1  ̂ (7.4.13)

*'(0) - s<j)(G) = ^%^(0) * - li— ^  . (7.4.14)

The solution of equation (7.4.12) is

i})(t) = A cosh p t + B sinh p t  + 1 (7.4.15)

where p = ^ J ~ ~  • On fitting the boundary conditions ,
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, . _ s sinh p(T - t)_______
a p cosh pT -t- ssinh pT

This is illustrated in Fig. 7.5.

(7.4.16)

Fig. 7.5 The optimal control for example (7.4.1).

Example 7.4.2 Steady state initial conditions.

Starting from the steady state initial conditions 

e,o(x) •

O^oCx) “ 0

we Seek to bring the outlet state of stream I as close to zero as 

possible, while the inlet state of stream 2 does not vary too much from 

zero, so that the target functions are

6*(t) = e*(t) = 0.

The inlet condition for stream 1 is

(7.4.17)

(7.4.18)

(7.4.19)

(7.4.20)
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0)

1

Fig. 7.6 The initial steady state profile for 8 .̂

As before the cost functional is
.̂T 

J = '=  ̂[ {(e^(L,t) - e*(t))2 + a (BgfL,t) -
J o

From equations (7.4.2) and (7.4.3)

e*( t ) )2}dt

0 (t) = 0 (t) = — (a - e ®*")  ̂1 2 0

(6.54)

(7.4.21)

so that from equation (7.4.5),

4'l2(t) = - a

and the differential equation for is

(1 + a - — D )i# (t) = - a= 2

(7.4.22)

(7.4.23)

From equations (7.4.6) and (7.4.7), the boundary conditions are 
.2

4>(T) = I 0j(T) = 0

< p ' ( 0 ) - s*(0 ) = J  0^(0) = a| .

(7.4.24)

(7.4.25)

Hie solution for (j)(t) is

*(t) = 1+a
pcosh p t + s  sinh p t +  a sinh p(t-T) 

p cosh pT + 8 sinh pT (7,4.26)
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PART III

OPTIMAL CONTROL OF THE FULL COUNTERFLOW SYSTEM.
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8. Analytic Methods.

8.1 Introduction.

In this chapter we use the method of Jaswon and Smith {17} to obtain 

solutions to the counterflow state and co-state equations in terms of series 

of Bessel functions. These expansions are fitted to boundary conditions 
using the method of collocation. Some exact solutions of the optimal 

control problem are also obtained which are of use for testing the 

accuracy of the numerical methods used in Chapter 9.

8.2 The General solution

From equations (6 .A3) - (6.46) (in scaled variables),

301
3n “ ' ®1

302
3 T "  '2 - '2

3X^
3 ^  ° ^1 ■ ^2

(6,43)

(6.44)

(6.45)

S  ■ 2̂ (6.46)

we see that

and

30J 302

3A^ 3^2
3n" " W

(8.1)

(8.2)

Hence we can introduce two stream functions 0 and x such that

01 = 0Ç (8.3)

'2 = ^ (8.4)

(8.5)
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A2 - Xç (8 . 6)

*2 ■ \  <8.7)

h u  ' *£ ■ *n <8 8)

Equations (8,5) and (8 ,8) may be further transformed to

+ 4> = 0 (8.9)

+ Y = 0 (8.10)

where

and

<t = Ge*^"^ (8 .11)

Y = • (8 .12)

In equation (8.9) if we seek a solution of the form 
r m

•Kc.n) = ( ^  ) f(C n) , m real, (8.13)

we find that

w^ f" + w f  + (w - m^)f = 0 (8.14)

where w = Cn .
k  LOn writing z = 2 w  = 2(Çn) and n = 2m, equation (8,14) becomes

z^f" + z f  + (z^ - n^)f = 0 , (8.15)

which is Bessel's equation of order n. Hence equation (8.13) has

solutions of the type
n/2

$(^,n) = ( ^ ) (c {2(çn)^} + DY^ {2(çn)^ }). (8.16)

for all real values of n.

However as we shall require points where Ç = 0 or n = 0 to be included 
in the solution domain, the Bessel functions of the second kind are

inadmissible since Y^(z) has a pole of order |n | at the origin when n 7* 0,

and a logarithmic singularity there when n = 0 .
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Let us define the function H^(Ç,n) by

H^(C,n) = ( ^  ) {2(Sn)S }. (8.17)

Now n+2s
“ (-D® ( f )
ggQ si (n + s) I (8.18)

so that J^(z) has a zero of order n at the origin, and

1 Hn(Ç,n) = —  , n > 0 ,
n>o

lira H (E,n) = n > 0

(8.19)

(8.20)

Hence the general solution of equation (8.9) which remains finite in 

our solution domain is of the form

<t(E,n) * J C(n) H^(Ç,n) dn .

However, satisfactory results are obtained by restricting n to 

integer values and fitting the boundary conditions by the method of 

collocation,so that we shall take $(E,h) to be of the form

<î>(E,n) = Z C^H^^(E.n) .
n=-oo

Similarly, the solution of equation (8.10) which we shall adopt is

(8 .21)

Y(E,n) = Z D^H^(E,n) •
n=-œ

Through the recurrence relations involving derivatives of Bessel functions ,

(8.23)

3H 3H
H3Ç n-1 ’ 3n Hn+1 (8.24)

so that the solutions of equation (6.43) - (6.46) may be taken to be 

of the form
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I^(ç.n) = E A^ H^(E,n) (8.25)

IgCS.n) = - I A^_J H^(E.n) (8.26)

A^(E,n) = Z H^(E,n) (8.27)

A2(Ç,n) = Z B^_^ H^(E,n) (8.28)

where

An = Cn + C.+1 • - “n * V l '

To solve the general optimal control problem, these solutions must 

be fitted to the boundary conditions in the various regions S^, 82 , .... 

of the solution domain illustrated in Fig. 7.1.

Matching conditions for the control (j>(t) “ 02(L,t) can then be 
obtained along the boundary x = L, as in the case of restricted counterflow 

described in Chapter 7.

8.3 A specific example ; Cold start-up

In this section we consider the following problem :

Problem 8.1

This problem is characterised by the choice of the final time

T = - (8.30)u

toegther with the initial and boundary conditions

e^(x,0) * 02(x,O) = 0j(O,t) = 0 (8.31)

and the cost functional (6.54).
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That is, it is desired to start up, in time T, a system which is 

initially in the zero state^so that the outlet state of stream 1 is as 

close as possible to 6* while the inlet state of stream 2 does not differ 

too much from 0*.

Tl>e boundary conditions for the co-state variables are given by 

equations (7.16) - (7.19). Referring to Fig. (8.2),  ̂ the boundary 

conditions on x = 0, t = 0 and t = T, together with the partial

differential equations (6.43) - (6.46),show that

A^(E,n) = ^^(E.n) = 0  in S^ and S^ (8.32)

0^(E,n) = 02(Ç.n) = 0  in and (8.33)

and that the problem may be solved by considering the region only.

As there will be discontinuities of 8g across AK and in Xg across BK, the 

appropriate boundary conditions on AK and BK are 

k L
0,(E, - ^ )  = 0 on AK (8.34)1 u+v

X2(0,n) = 0  o n B K  (8.35)

^Fig. (8.2) illustrates the case of v < u. But the same conclusions 

hold when v > u.
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(L,^)

(0 ,̂ ^

(L,t)-0*(t)
----------------='p(c)u
a ( 6 „(L,t) -e* (c) )

6 ^{x,0 )= 02(x,O)=O (L.O)U

Fig. 8.1 The solution domain in the (x,t) plane for Problem 8.1

B(0.

t=T

A

u+v u+v
(0 , u+v

hL

t=0
(x,0)=0„(x,0)=0

0

Fig. 8.2 The solution domain in the (Ç,n) plane for Problem 8.1
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n
k,Ls

B ’ u+v

a (0 .( L ,t ) -6 * (t ) )
A^( L,t )= -

A (0,n)=0

Kio.o) k^hL
u + v

Fig. 8.3 The region in the (Ç,n) plane with the origin transferred to K

We now move the origin to the point K so that the solution region 

becomes as shown in Fig. 8.3 and take the solutions for and ^ to be 

given by (8.25) - (8.28). The boundary conditions 0^(0,^) = 0 on AK 

and X2^Ç> 0) - 0 on BK give, in view of the limits (8.19) and (8.20) ,

and
C_i = C.2 = ••• = 0

(8.36)

(8.37)

so that

ij(C.n) = e^'^ I A_^ H_^(S,n)
n=l

(8.38)

(8.39)

\(4,n) = e^'S E H^(ç.n) (8.40)

Ag(^,n) = E H^(c,n)
n=o

(8.41)
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Applying the boundary conditions (7.16), (7,17), which couple the

expressions for 0 and A , enables the coefficients A and B to be — — n n
determined, leading to a complete resolution of the problem.

In the numerical studies based on this method, expressions (8.38) 

(8.41) are taken to m terms only and the functions are matched by the 

method of collocation at m equally spaced points along AB.
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9.1 Introduction

In this chapter details are given of the numerical methods used

to solve the problems discussed in the earlier chapters. A considerable

number of computer programms were written in the course of working through

the various methods, and a selection of these are included as Appendix 5.

The counterflow programs deal with the case h = 1, heat transfer, or

equilibrium constant unity, and equal capacity per unit length for the

quality transferred, so that k̂  ̂ = k2 * As k is the symbol conventionally used

for time step, the symbol c is used in this chapter for. the transfer coefficient 
(i.e. c = kj = kg).

9.2 The optimisation of the transport equation.

The problem of minimising the cost functional

J =  hi  r { (j)̂ (x, t) + au^(x,t)} dxdt (5.1.3)
J o J o

subject to

|^x,t) + u(x,t) (x,t) = 0 (5.1.4)

over the domain {0 ^ x ^ l ,  0 ^  t 1} is investigated using the steepest

descent and conjugate gradient methods. The boundary and initial conditions 

for (j) are

(f>(x,0) = <I>q (x ) , (5,1.5)

(j)(0, t)=(j)^(t). (5.1.6)

The partial differential equations for the state and co-state variables 

are solved using Wendroff's method explicitly. As stated in Chapter 4,

this method is stable for all values of u(x,t).

For the state equation Wendroff's formula is used in a forward 

direction. Referring to Fig. (9.1) we have
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♦u ' < 4  - *p’> ( 9 . 1 )

where p = ^ is the ratio of step lengths in the x and t directions, and 

the value of u(x,t) at the centre of the grid square is obtained using 

the average expression

n+^ ~ r/ \
" = "m+t ' "T + "P + '

For the co-state equation, Wendroff's formula is used in reverse :

" ^w r r f n

The solution domain is divided into (D-1) sub-intervals in the x and t
1 kdirections so that h = k = and p = = 1.

A(x ,1)=0

4.(0, t) = *^(t)

P(mh,n+lk)

W(m+lh,n+lk)

S(mh,nk) T (m+1h ,nk)

(9.2)

(9.3)

A(1 ,t)=0

0 4)(x,0)=4>q(x) 1

Fig. 9.1 Wendroff's explicit method for the transport equation.
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The 'gradient to the Hamiltonian" method of chapter 4 is

employed. Starting from an initial value u(x,t) over the D^ grid
points, the state and co-state equations are solved to give the

search direction 
9H
9u '' 9x

This is used directly in the case of steepest descent, or in

corporated into formula (3.8) in the case of conjugate gradient. The 

minimum of J(u) is found in each linear search. Iterations are continued 

until J changes by less than a prescribed tolerance.

9.3 Direct solution of counterflow optimisation

The problem considered is that of minimising the cost functional (6.1) 

subject to equations (6.2), (6.3) with boundary and initial conditions

(6.4) - (6 .6). As in the previous section, the solution domain is 

{ 0 ^ x 1 .  1, 0 ^  t ^  1),using (D-1) sub intervals in each direction. The 

problem is solved by the algorithms of steepest descent, conjugate gradient, 

and that of DavidorL, Fletcher and Powell, using the Wendroff and Lax- 

Wendroff methods of solving the partial differential equations.

The flow rates u and v may be

(i) constants (with b = c = d = O i n  (6 .1))

(ii) functions of t (with d = 0 in (6 .1)).

In case (i) the steepest descent direction is 
3H

- a T  ° " (9 5)

while in case (ii), the unknown flow rates u(t), v(t) at the D grid points 

are appended to the vector of controls, as in equation (6.28), giving the 

steepest descent direction
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- -

Üli3(|) y(t)

9H fl 36
- U*(t)) q  a T2

3u b(u(t)

3H fl 382
3v c(v(t)

Again, this direction is either used directly, or is available for 

incorporation into the more elaborate algorithms.

The Lax-Wendroff explicit method

(9.6)

Referring to Fig. (9.2) since 8^ is known on x = 0 and on t = 0, 

the solution for 8^ can be obtained row by row from left to right for each 

increment of the time using the explicit Lax-Wendroff formula for D - 2 

distance steps, and the explicit Wendroff formula for the final point 

(1,(n+1)k) on X » 1 . At the same time, beginning with an assumed control 

8g(l, t) = 4>(t)» the solution for 8^ can be obtained row by row from right

to left using the explicit Lax-Wendroff formula D - 2 steps and the explicit 

Wendroff formula for the final point (0,(n+1)k) on x = 0.

Having found 8^(x,t) and 6g(x,t) throughout the domain, A^(x,t) 

and Ag(x,t) can be found in a similar way working backwards in time 

using reverse versions of the formulae.
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(x,1) = Ag(x, 1 ) = 0

Ag(0,c)=0

0^(x,O) = 9^q (x )

OgCx.O) = 6g^(x)

Fig. 9.2 The L a x - W e n d r o f f  e x p licit me t h o d  for counterflow,

A^(] ,t)= 

0 ^(l,t)-O*(t)

Qgd.t)

=4i( t )

i l lustrating the met h o d  of solution for 0  ̂ and A ^ .
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The W e n d r o f f  implicit method.

This m e t h o d  has g u a r a n t e e d  s t a b i l i t y  for all v a l u e s  of the flow 

rates. W e n d r o f f ' s  form u l a  cannot be u s e d  e x p l i c i t l y  as in the cas e  of 

the t r a n s p o r t  equation, but ins t e a d  the s o l u t i o n s  m u s t  be o b t a i n e d  

implicitly. Th e  v e c t o r  of state va r i a b l e s ,

0 ^ ( h , ( n + 1 )k)

0 =

0 j ( 2h ( n + l ) k )

0 j ( D h , ( n + l ) k )

0 g ( O , ( n + l ) k )

0 g ( ( D - l ) h , ( n + 1 ) k

is o b t a i n e d  in steps of i n c r e a s i n g  time b y  s o l v i n g  the s y s t e m  of 2D 

linear e q u a t i o n s

W  0 = B

(9.7)

(9.8)
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W is the m a t r i x

Xi + 1 I -1 -1

y^+1 x^+1

Xi + 1

-1

-1

-1 

-1 -1
;y2+i X g + l

(2D - 2) X (2D - 2)
in w h i c h

2 (1+pu)
ck

2 (l-pv)
ck

2 (l-pu)
ck

_ 2 (l+pv)
ck

w h e r e  p = ^  is the r a tio of the steps in the x and t directions. B is 

a vec t o r  invol v i n g  k n o w n  values of ^  at the n^^ time step. The c o - state 

v aria b l e s  are o b t a i n e d  in a similar way, w o r k i n g  b a c k w a r d s  in time. 

F u r t h e r  details of these e quations are g i v e n  in A p p e n d i x  4.

9.4 Bessel series for c o u n t e r f l o w  o p t i m i s a t i o n
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(9.9)

(9.10)

This m e t h o d  is used to solve the p r o b l e m  w i t h  zero b o u ndary and 

initial c o n d i t i o n s  d e s c r i b e d  in C h a p t e r  8 .

E x p r e s s i o n s  (8.38) - (8.41), trunc a t e d  to m  terms, require to be 

m a t c h e d  to the b o u n d a r y  c o n d itions (7.16), (7.17) at m  c o l l o c a t i o n  points
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along the boundary x = 1, This leads to the expressions

no

-n/2
I (l.t) = I A ( J {Q/a-ut)vt }
1 n = l  ■ "  ""C

(9.11)

n—o
{Q/(l-ut)vt } (9.12)

A^d.t) = e'^'Q
m-1

I \  ( 4 r )
n/2

{Q/(l-ut)vt } (9.13)

Agd,t) = ect-Q
m
I

n=l ( 4 r )
n/2

{Q/(l-ut)vt } (9.14)

where

Q = u+v

These are required to satisfy

0j(L,t) - uA^(L,t) = 0*(t)

)g(L,t) + ^ Xgd.t) = 0*(t)

at m equally spaced collocation points in the interval 0 ^  t ^  — .

In the case c * u = v = 1, 0*(t) = 0*(t) = 1, the discrepancy between 

the left hand and right hand sides of equation (9.16) > (9.17) » at all 

points of the interval using 5 collocation points is less than .001.

Convenient exact solutions to the counterflow optimisation problem 

for testing against the direct numerical methods described in the previous

section may be obtained by making arbitrary choices of the expansion

coefficients A and B ,-n n
One example of this type is programmed :

(9.15)

(9.16)

(9.17)
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A_^ = (-1)" , n = 0, 1, 2, m-1 , (9.18)

= (-1)" \  n = 0, 1, 2, .... m-1 . (9.19)

9.5 Constrained optimisation of counterflow.

With reference to equation (3.5), the control (j>(t) which is the 

input state of stream 2, is required to satisfy the inequality

a (f(t) 1  b (9.20)

where a and b are constraints.

Accordingly is taken to be of the form

*(t) = ^  sin(f(t)) (9.21)

= A + B sin(f(t)) (9.22)

where f(t) is unconstrained.

Thus the boundary Hamiltonian is

Hi = ^(e^(L,t) - 6*(t))2 + p(A + B sin(f(t)) - 0g(L,t)) (9.23)

and the steepest descent direction is 
3H.

s = - Yp- = - pB cosf(t) (9.24)

This method is programmed using the steepest descent, conjugate 

gradient,and Davidon - Fletcher - Powell optimisation algorithms.
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CONCLUSION.
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10. Results and Conclusions.

10.1. Introduction.

This chapter contains the results and conclusions of the various 

numerical and analytic methods described in the preceeding chapters.

The programs were run on the Burroughs B6700 computer at Leicester 

Polytechnic. As this is a multi-access, time-sharing machine, it is 

not really meaningful to quote timings ; however no program required 

more than 20 minutes of CPU time using up to 441 grid points, and 

many required less than one minute. In the tables, the numbers of 

iterations required for the iterative methods are given in parentheses,
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10.2. The transport equation.

The problems described in Section 9.2 is solved with two sets of 

initial and boundary conditions :

Problem 10.1. ^^(x) = x, (|î (t) = t (10.1)

Problem 10.2. i()̂ (x) = x(l - x), 0^(c) = te^, (10.2)

using Wendroff's formula explicitly to solve the partial differential

equations. Values of J and the number of iterations required for 

different numbers of grid points and different values of the control 

cost parameter are given in Table 10.1. Detailed results for the 

control, state and costate variables over the solution domain are given 

with the computer program listing in the case of steepest descent in 

Appendix 5. Iterations are stopped when J changes by less than 10 ^ .
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10.3. Coercive control and counterflow.

The problem described in Section 9.3 is solved with cold start-up 

initial conditions

0j(x,O) = BgCx.O) = 6j(0,t) = 0 (10.3)

and with the parameter values c = u = v = 1. Two choices of target 

functions are used :

Problem 10.3. 6*(t) = 8*(t) = 1  , 0 ^  t 1. (10.4)

Problem 10.4. The coefficients B^, n = 0, 1, ...,m - 1, are

given by (9.18), (9.19) so that 

)*(t) = 0^(l,t) - X^d.t) = Z (-1)" H^(%(l-t),%t)
n=l

Z (-1)^"^^) H^(%(l-t),%t), 
n=o

0 1  t 1  1, (10.5)

0*(t) = 02(1,t) + X^d.t) = - Z (-1)"+! H_^(^(l-t),%t)
n=o

Z (-1)" H (%(l-t),%t), 
n=l

0 t 1  1, (10.6)

The steepest descent, conjugate gradient and Davidon-Fletcher- 

Powell optimisation algorithms are used, with the Wendroff, Lax-Wendroff 

and analytic methods of solving the partial differential equations.

Values of J and the number of iterations required in the iterative methods 

are given in Table 10.2. For the analytic solution to Problem 10.3,
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5 and 6 collocation points are used. Problem 10.4 is an exact analytic 

solution so that it provides a model against which the iterative methods 

can be compared. After some experimentation to determine an appropriate 

degree of precision, the programs were run with D, the number of grid 

points in each direction, equal to 21. The results of varying D for 

one of the methods are given in Table 10.3. Detailed results for the 

control, state and costate variables over the solution domain are given 

for two methods along with the computer program listings in Appendix 5.
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10.4. Constrained control of counterflow.

Problem 10.5. The problem of section 9.5 is solved with cold start-up 

initial and boundary conditions (10.3) and parameter 

values c = u = V = 1. The control 4>(t) = 8^(1, t) 

is subject to the constraints (9.19)

a 1  (j)(t), < h ,  0 1  t 1  1 , (9.19)

and depends on the unconstrained variable f(t) through equation (9.21).

For the case a = 0, b = 2, the steepest descent, conjugate gradient 

and Davidon-Fletcher-Powell algorithms for unconstrained optimisation are 

programmed, together with the Wendroff and Lax-Wendroff methods of 

solution of the partial differential equations. The results are shown 

in Table 10.4 together with the numerical approximation to the exact 

result, since in this case the exact control can be seen to operate at 

its maximum value of $(t) = 2, 0 ^  t ^  1.

The results of varying the values of a and b for one method of 

solution are shown in Table 10.5.

11 grid points in each direction are used throughout.
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10.5. Optimal control of counterflow including variable flow rates.

Problem 10.6. The problem section 9.3(ii) is programmed using the 

Wendroff steepest descent and conjugate gradient 

methods, with various number of grid points.

The conjugate gradient method diverges, while the results for the 

steepest descent method are given in Table 10.6.
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10.6. Conclusions.

The transport equation.

As stated in Chapter 5, the constrained multiplicative control of 

the transport equation leads to an improperly posed problem. The 

analytic approach to the continuous, coercive control leads to a singular 

situation in the case u* = 0, while the numerical approach fails to 

proceed towards an optimum. This may be due to the large number of 

points (D^), used to describe the control. Davies {6} does not obtain 

solutions to the delay differential equations resulting from his analysis 

of the speed control u(t), and the more complicated problem of the 

multiplicative control which is a function of both variables remains an 

intractable problem.

Counterflow Systems.

In the analytic method, the excellent agreement between the results 

obtained using different numbers of collocation points vindicates the 

choice of a discrete set of solutions of the partial differential equations 

as a set of expansion functions.

Among the numerical methods, the Lax-Wendroff method shows 

moderately good agreement with the analytic results and has the advantage 

of sharp cut-off along characteristic discontinuities, but shows signs of 

oscillation. Tliis is not surprising as in the test examples it is operating 

at the limit of its range of stability. The Lax-Wendroff exponential method 

behaves poorly and shows worse oscillation. The Wendroff method has

the advantage of guaranteed stability and shows a similar degree of
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agreement with the analytic results. Among the optimisation methods, 

with the notable exception of the conjugate gradient method for variable 

flow rate problems, the steepest descent and conjugate gradient methods 

generally work satisfactorily, and the greater sophistication of the 

Davidon-Fletcher-Powell method does not seem to be justified. This 

result was also obtained by Holliday {15} .

The degree of agreement between the numerical solutions and the

analytic solutions for both the test problem and for a problem with 

arbitrary target functions shows that the former could be applied to 

problems with non-zero initial conditions and longer time scales, 

where the methods developed in Chapter 7 indicate a greater degree of 

complexity for the characteristic analytic method.

As may be expected the constrained control exhibits bang-bang 

behaviour when the constraint limits are sufficiently wide.

The variable flow rate calculations are only partially successful. 

The conjugate gradient algorithm diverges while the steepest descent 

algorithm requires excessively long CPU times. The program failed to 

converge after h  hour using a 17 x 17 grid. in the case of a 11 x 11 

grid, the method is not fully satisfactory as is shown by Fig. 10.19 : 

the performance index would clearly be improved if 8^(1,t) were ^  1 

throughout the time interval and 8^(1,t) consequently increased. This 

failure is probably due to the large number of variables (33) in the 

search procedure.
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10.7 Tables

Table 10.1 The transport equation.

(The number of iterations is given in parentheses.)

Problem Optimisation No. of grid x,t)+au^(x,t))dxdt
algorithm points J o 7 o

D a=l .0 0.1 0.01

11 .202453(7) .101616(3) .091763(3)
Problem 10.1

<J) (x)=x o

Steepest
descent

17

21

.220850(9)

.224140(10)

.098729(3)

.097018(3)

.086420(3)

.084544(2)

4>ĵ (t) = t 11 .575402(9) .119319(2) .051858(8)
Conjugate
gradient

17

21

.581170(7)

.582263(6)

.116920(11)

.118079(11)

.051229(5)

.051328(4)

11 .293165(7) .092173(6) .057935(6)
Problem 10.2 

<ti^(x)=x(l-x)

Steepest
descent

17

21

.290577(7)

.297165(7)

.067309(2)

.067066(2)

.044991(1)

.044056(1)

(t)=te^ 11 .437574(6) .089785(6) .053286(6)
Conjugate
gradient

17

21

.446198(7)

.447317(7)

.083835(3)

.082354(3)

.047616(1)

.045868(1)
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Table 10.2 Coercive control of counterflow.

Problem Solution
method

Algorithm J=%f {[8^(l,t)-8*(t)]^+a[8^(l,t)-8*(t)]2}dt 

a=1.0 0.1 0.01

10.3

8*=8*=1

Analytic
M=5

M=6

.322259 .245809 .100290 

.322259 .245811 .100299

Lax-Wendroff

Steepest
descent
Conjugate
gradient

.314452(4) .230969(8) .081258(8) 

.314452(4) .230275(7) .080698(8)

Lax-Wendroff
Exponential

Conjugate
gradient

.311884(5) .218285(5) .087636(5)

Wendroff

Steepest
descent
Conjugate
gradient

DFP

.314208(4) .230857(7) .078735(10) 

.314208(4) .229651(7) .081658(6) 

.314208(3) .230743(7) .083348(13)

10.4

Analytic
target
data

Analytic M=5 .416415

Lax-Wendroff

Steepest
descent
Conjugate
gradient

.406207(3)

.406064(6)

Lax-Wendroff
Exponential

Conjugate
gradient

.404722(4)

Wendroff

Steepest
descent
Conjugate
gradient

DFP

.405483(4)

.405478(4)

.405472(3)
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Table 10.3 The Wendroff conjugate gradient method for 

counterflow, with various numbers of grid points.

Problem No. of grid points
rl
{[6^(l,t)-0*(t)l ̂ +a 62(1,t)-e*(t)]̂ }dt

in each direction *'o

D a=l .0 0.1 0.01

10.3

e*=0*=i

11

17

21

.306646(4)

.312273(4)

.314208(4)

.212313(6)

.225407(7)

.229651(7)

.069245(7)

.078000(7)

.081658(6)

a=1.0

Optimisation result. Analytic result.

10.4 11 .396720(4) .416451

Analytic 17 .404108(4) .416418

target data 21 .405478(4) .416415

Table 10.4 Constrained control of counterflow by 

various methods.

Solution method Algorithm {0j^(l,t)-6*(t)}^dt
•'0

Exact .194098

Problem 10.5 Lax-Wendroff Steepest
descent

.197598(6)

0 1  ^2 -  ^ Conjugate
gradient

.198007(4)

Exact .193349

Wendroff Steepest
descent
Conjugate
gradient

DFP

.193627(20)

.193619(13)

.193797(8)
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Table 10.5 Constrained control of counterflow for various values of 

the constraint parameters, using the Wendroff conjugate 

gradient method.

A B a b J=%[ {e^(L,t)-0*(t)}2dt

1 1 0 2 .193619(13)

Problem 10.5 1 3 -2 4 .084790(19)

a ^  G^CL.t) 1  b 1 5 -4 6 .050235(24)

1 7 -6 8 .034693(18)

Table 10.6 Variable flow rate control of counterflow using the 

Wendroff steepest descent method.

Problem 10.6 No. of grid points J=^f {[0^(l,t)-0*(t)] 2+[02(l.t)-0j(t)]2
in each direction 

D

J o
+ [u(t)-u*(t)]^+Cv(t)-v*(t)] ̂ }dt

11 .291462(11)

17 Failed to converge after h  hour 
CPU time

10.8. Figures.

The multi-valued nature of a portion of Figure 10.15 is solely due to 

the cubic spline routine used to interpolate between the data points.
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Appendix 1.

Steady state solutions of the counterflow equations,

The time-independent version of equations (6.2), (6.3) 

(in natural coordinates) is

d0 k
d T  =

d02 k
_  (he^ - e^)

(Al.l)

(A1.2)

After transforming the coordinates according to equations (6.29) 

(6.42), and dropping the primes, these equations become

) (A1.3)

h
d T  " V (^2 - (A1.4)

The solutions of these equations which satisfy boundary conditions 

12̂ given at x = 0 and 8^ given at x = L are, in the case g = ^  ^  0 ,

e,(x) . - I  e ' S  . S,(L)(1 - «»')
1 . t

s
(A1.5)

(A1.6)

In the case 3 = 0 ,  they are

e (L) - 8,(0)
■ — m ; — X * 6^(0) (A1.7)

0.(L) - 6.(0) u6.(L) + L0.(O)
>2(-)= ' - L T V   L + u -

(A1.8)
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Steady state optimisation of the counterflow system 

We seek to minimise

J = ^ { (6^(L) -8*) 2 +  a( OgCD - 8*) 2} (A2.1)

subject to equations (Al.l) and (A1.2), and the boundary condition that 

8^(0) is given. <t> = 6^(L) is the control.

Let us introduce co-state variables X^(x), X^(x), and the Hamiltonians

^1 1 ^2 = k. —  (h8 - 6 ) +  k —  (he, - 6.) (A2.2)O i U 2 i 2 V 2 i

= % { (0j(L) - 0*)2 + a(02(L) - 0 p 2 }  + y(<{, _ 82( D )  (A2.3)

The optimality conditions are 

dX, kj k
d T  ' ■ 30^ ' ~  ~  ̂ 2 4)

3H
^(L) = a F  " 8i ( D  - 0* (A2.6)

3H,
XgfL) “ a F  “ a(02(L) - 8* ) -  P (A2.7)

^2(0) = 0 (A2.8)

3Hi
= 0 80 that 41 - 02(b) (A2.9)

3Hi
2̂  = 0 80 that p = 0 (A2.10)
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Transforming 0^, 6^, 4>> a, u, v according to equations (6,29),

(6.30) and (6.36) - (6.42), and Aĵ , A^ according to

(A2.II)

(A2.12)

and dropping the primes we obtain 

1
d ï - “ û '®2 ■ ®1> (Al.3)

de, h
d r 4 < * 2 - ° i ) (Al.A)

(A2.13)

dA, .
(A2.14)

with boundary conditions

0,(L) - 0.
A.(L) =   = Ip (A2.I5)

p - a(0 (L) - 0 ) 
A (L) = -------   —^ V (A2.16)

these equations being the time-independent forms of equations (6.16) - 

(6 . 22).

From equations (A1.5) and (A1.6), in the case 3 = ^ ^ f 0, the solution

of the state equations, with the boundary conditions that 0^(0) is given and 

GgtL) = 4>i is
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e d, - - I (A2.17)
' ■ 1 - h fBLs

,(x) =
1,(0) Ü («9* - e*L) . t(l - Ü  «G*)I s  ^ 8 (A2.18)

2- ' 1 - h « G L
s

The solution of the costate equations, with boundary conditions 

(A2.8) and (A2.15) is

; • ®

On substituting these results into the boundary condition (A2.16), we obtain

♦ . K°2 (A2.21)

(l-e-81-^% » (k -

The same result can of course be obtained by direct minimisation of 

expression (A2.1) for J when 8^(L) is obtained from equation (A2.17).

In the case 6 = 0, we have

(*, - 6,(0)
S,(x)=— 7—    X + 6,(0) (A2.22)1 L + u 1

e.(x)=* ' Gl'O) x + '^ * (A2.23)
L + u L + u

%2(x) ' r + T  (A2.24)
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k m  = -2 L + u ■ (A2.25)

On substituting into equation (A2.16) we have

%  (e^(L^u) - e,(0)ul L (A2.26)

l2 t Ï(L*u)2 a
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Flow charts for optimisation algorithms,

The flow charts shown in Figures (A3.1) - (A3.4) are included 

as just three examples of the many flow charts used in constructing the 

computer programs.

List of symbols used.

Program symbol Textual symbol Meaning

C ki=k2 transfer rate coefficient

E0 - initial step length

E - step length

F d> control vector

FF <t> control vector at the end of 
each iteration

G(M) J cost functional

HH H approximate inverse Hessian matrix

L,M - loop counts

LF.MF - maximum loop sizes

T1.T2 01.62 
* *

state variables

TTl,TT2 01.02 state target functions

W1.W2 ^l'^2 costate variables

Z P boundary costate variable = 
steepest ascent direction
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Ç  BEGIN ^

Output results for FF, Tl, T2, Wl, W2, Z.

Carry out the iteration to minimise G to convergence.

Output the iteration number and the cost as the method

proceeds.

Description of program.

Set autobind

Read E0, GT, LF, MF = from disc

Read Tl(x,0), T2(x,0), Tl(0,t), C, U V from disc

Write title and output the variables read in

Set up files

Initialise Wl(x,T), W2(x,T), W2(0,t) to zero

Write headings for the iterative procedure

Construct and invert the Wendroff state and costate matrices

Initialise FF(t) = TT2(t)

Figure A3.1 Flow chart for counterflow optimisation programs

using Wendroff's method of solving the partial differential equations.
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M = M+1

G E D
M * 0 
G(l) = 0.

Call COST(FF,GG) to calculate T1.T2, and GG 
using FF as input.
Call COSTAT to calculate W1,W2 and Z.

|G(1) - G G \  < GT? 
NO

Linear search
L = 1
G(l) * GG
Output M,L,E,G(1)
L = 2
Calculate the search vector

s<"> . . z'm) + II s(m-l)
II 2 -

=  - . m  =  1.
F = FF + E*S 
Call C0ST(F,G(2))
Output M,L,E,G(2)
L = 3

(2) < G(l)

C END
Proceed to output

Extrapolation
Double E 
Call COST(F,G(L))

Interpolation 
Halve E
Call C0ST(F,G(D)

L = L+1

I
L = L+1

L » LF? 
NO-<vP(L)>_G(L-l)?.

YES

L = LF?
I<G(1)+GT?>“N0

Parabolic minimum estimate 
for E (extrapolation) 
----- r-----------:— --------

1
Parabolic minimum estimate 
for E (interpolation)

FF * FF + E*S
NO M = MF?' YES

Fig. A3.2 The conjugate gradient algorithm for the optimal control of 
counter!low.
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[M = M+1I

^  BEGIN ^

M = 0 
HH = I

Call COST(FF,G(D) to calculate T1,T2 and G(l) 
using FF as input.
Call COSTAT to calculate W1,W2 and Z.

Linear search
L = 1
G(l) = GG
Output M,L,E,G(1)
L = 2
Calculate the search vector 
S = - HH*Z 
F * FF + E*S 
Call C0ST(F,G(2))
Output M,L,E,G(2)
L = 3

G(L)>G(L-1)? 
YES

Parabolic minimum estimate 
for E (extrapolation)

3:

G(2)<G(D?

Extrapolation
Double E 
Call COST(F,G(L))

I L = L+1 I

YES

Interpolation
Halve E 
Call COST(F,G(L))

IL = L+1

^ L  = LF?
G(L)<G(1)+GT?1>N0 

YES
Parabolic minimum estimate 
for E (interpolation)

DF = E*S 
FF =» FF + DF 
Call COST(FF.GG)

NO

:|G(1) - GG| < GT?.

Call COSTAT 
Update HH

M » MFL

■YES

G END
Proceed to output

YES

Fig. A3.3 The Davidon-Fletcher-Powell algorithm for the optimal control of 
counterflow.
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Equations for the implicit use of Wendroff's method, 

A4.1 The implicit Wendroff method for the State equations.

xi^l
y^+1 Xj+1

y.+l x.+l

■1
■1 - 1

-1 -1

-1 -1

y2+l X2+I

e^(h,(n+l)k)
0^(2h,(n+l)k)

6j(l,(n+l)k) 

62(0 ,(n+l)k)

02^(D"2)h,(n+l)k)

(x^-l)6^(O,nk) + (y^-l)6^(h,nk)+62(O,nk)+02(h,nk)-(y^ + l)0j^(O,(n+l)k) 

(xj-l)O^(h,nk)+(y^-l)0j(2h,nk)+02(h,nk)+02(2h,nk)

(x^-l)0^(l-h,nk)+(y^-l)0^(l,nk)+02(l-h,nk)+02(l,nk)+02(l,(n+l)k)

(x2-l)02(O»nk) + (y2-l)02(h,nk)+0j^(O,nk)+0^(h,nk) + 0^(O,(n+l)k) 
(x2"l)02(h,nk)+(y2-l)02(2h,nk)+0j(h,nk)+6j(2h,nk)

(x2-l)02(l-h,nk)+(y2-l)02(l,nk)+6j(l-h,nk)+0j(1,nk)-(x2+l)02(l>(n+l)k) 

, 1+pu 1-pv 1-pu 1+pv k . ,
“ 1 ' T Æ k  • ’‘2 “ ü ï k  ■ n  ■ îîïk ■ >-2 “ TTÏk ■ P “ h ■ "

heat transfer coefficient and k is the time step.
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A4.2 The implicit Wendroff method for the co-state equations,

A4. 2

-I
-I -1

y^ + 1-
X^ + 1'

-1 -1 
-1

;
+ 1

1 -!• 

-i:
I

-1 -1

x.+l y.+l

A^(0 ,(n -l) k)  

A ̂ (h ,(n-l)k)

Aj( l- h, (n - l) k )  

A^Ch ,(n -1) k)

A ^ ( l ,(n-l)k)

(yj-l)Ai(0,nk)+(xi-l)Xi(h,nk)+X2(0,nk)+X2(h,nk)+A2(0,(n-l)k) 
(yi-l)Ai(h,nk)+(xi-l)Ai(2h,nk)+A2(h,nk)+A2(2h,nk)

(yi~l)Ai(l-h,nk)+(xi-l)Xi(l,nk)+A2(l-h,nk)+X2(l,nk)-(yi+l)Ai(l,(n-l)k)

(y2 “ 1 ) A 2 ( 0 , n k ) + ( x 2 “ l) A2 ( h , n k ) + A ^ ( 0 , n k ) + X 2 ( h , n k ) - ( X 2+ I ) A ^ ( 0 , ( " " 1 )k) 

(y2“l)A2(h,nk) + (x2’l)A2(2h,nk)+Aj(h,nk) + Aj^(2h,nk)

(y2“l)A2(l-h,nk) + (x2"l)A2(l,nk)+X^(l-h,nk)+A^(l,nk)+Aj^(l,(n-l)k)



A5.1

Appendix 5.

Computer Programs.

Two computer programs are included as typical examples of the 

programs written in the course of the work.

A5.1 TOSD - Transport equation optimisation using the steepest descent 

algorithm .

A5.2 CWCG - Counterflow optimisation using the conjugate gradient 

gradient algorithm and Wendroff's method of solution.
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Abstract.

Distributed Parameter Theory in Optimal Control, 

by M.J. Gregson, B.A., M.Sc.

The main result of this work is the solution of open loop optimal 
control problems for counterflow diffusion processes, which occur very 
widely in chemical and mechanical engineering. In these processes two 
fluids pass each other moving in opposite directions separated by a 
membrane which is permeable to heat or a chemical solute. The membrane 
may also take the form of a liquid-gas interface. Subject to certain 
simplifying assumptions, the equations describing such processes are

k(h02 - e^) (1)

^2 a T  " ■ ®1^ •

6j(x,t), 8g(x,t) are the temperatures, or concentrations of solute, of the 
two fluids and u(t), v(t) are time dependent flow rates. k is a transfer 
coefficient which is assumed constant, and are thermal or solute
capacities of the fluids per unit length of tube. h is an equilibrium 
constant; h = 1 for heat transfer. Possible controls are the inlet 
temperature or concentration of one stream and the flow rates, while 
po8sible=-obj*ctives are the regulation of the outlet temperature or 
concentration of the other stream , or the maximisation of heat or solute 
transfer.

Subsidiary results are the optimal control of simpler but related 
hyperbolic systems. One of these is the restricted counterflow problem 
in which the controlling stream is assumed to be so massive that it is 
unaffected by giving up heat or solute to the controlled stream, i.e. the 
system is described by the equations :

30 38
W  *  I T  “ ^(^^2 ■ ®1^

38 38
_ - v ( t ) ^ - 0

Another is the furnace equation

+ u(x,t) 1 ^ *  k(w(x,t) - *(x,t) ) (3)

(2)
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in which u and w are possible controls.

Different classes of problem arise according to whether the multiplicative 
controls u and v are subject to rigid constraints (frequently leading to 
"bang-bang" controls), or whether they are constants, functions of x and t, 
or functions of t only.

Variational methods based on the maximum principle of A.I. Egorov 
are employed. Analytic solutions and numerical solutions using finite 
differences are obtained to the various problems. The simplifying 
assumptions made are probably too severe for many of the results to be 
directly applicable to industry. However the qualitative features of 
the optimal control of these processes are explained, and it is not too 
difficult to build more complex models.


