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ABSTRACT

We investigate in three problems some effects of heat transfer in 

linked ocean/atmosphere models. In all the problems the term involving 

vertical thermal.conduction is retained in the heat transfer equation 

and both molecular and eddy values for the conductivity are considered.

In Part 1 we look at a two layer model, ignoring all macroscopic 

motion; the governing equation for both layers is therefore the heat 

transfer equation. With suitable boundary conditions the 'phase lag' 

between a heat source in the upper layer and the temperature at the 

inteface of the layers (the sea surface) is studied.

In Part 2 we consider a one layer model. A perturbation model due 

to Blinova is extended to include the heat transfer equation. One 

boundary condition introduces a time dependent heat source at the bottom 

of the layer, simulating a heating at the sea surface. The stream 

function is obtained at the bottom of the layer.

Finally, in Part 3i the stability of a two layer liquid model is 

examined. Macroscopic motion in the lower layer is ignored. The 

perturbation equations for the two layers are solved and homogeneous 

boundary equations yield an equation of consistency for the system which 

leads to criteria for stability. These criteria are found using 

difference methods and, following Meksyn we produce first order correction 

terms to Eady's well known stability results. Using Meksyn's methods 

once more, the model is extended to include a variable coriolis para­

meter and a stability equation is found.



PART 2. THE RESPONSE OF AN ATMOSPHERE MODEL TO A TIME 

DEPENDENT HEAT SOURCE AT THE SEA SURFACE
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CHAPTER 0.1

GENERAL INTRODUCTION

This thesis presents three mathematical models dealing with the 

responses of the ocean/atmosphere system to differential heating. It is 

useful therefore to describe first the main heating features of the two 

media.

THE OCEAN AND ATMOSPHERE

Over half the solar radiation reaching the surface of the Earth is 

absorbed by the oceans (1). The oceans are comparatively opaque to 

radiation of all wave lengths and all but one percent of the incoming 

radiation is absorbed in the first 100m of water (l). Since heated water 

is less dense than colder water the resulting situation is stable and 

very little convection occurs. The deep waters of the oceans experience 

little variation in temperature and these slow changes are due to deep water 

currents (2). The surface waters which respond to the radiation are called 

the thermocline. The thermocline can be thought of as a thermal reservoir, 

capable of storing large amounts of heat and in general the sea surface is 

warmer than the atmosphere above (l). Also, since the oceans have a large 

specific heat we can see that the oceans are sluggish in their temperature 

responses and must act so as to moderate climatic change.

In contrast to the oceans, the absorption spectrum of the atmosphere 

is complex since the atmosphere is composed of many gases and particles.

The most important features of the spectrum are the absorption of short 

wave radiation directly from the sun by ozone (3) and the absorption of 

long wave radiation emitted from the Earth by water vapour and to a lesser 

extent by carbon dioxide, dust and clouds (3,4). The troposphere is well 

mixed by eddies or turbulence (3); this process is important for an under­

standing of the temperature profile in the lower atmosphere. In addition
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the specific heat of the atmosphere is lower than that of the oceans and 

so the atmosphere responds more quickly to climatic change.

We will now introduce some particular observations concerning the 

oceans and atmosphere which we have tried to simulate into our models.

TIME LAGS BETWEEN TEMPERATURE RESPONSES IN THE OCEAN AND ATMOSPHERE

We have already mentioned how the oceans are much more sluggish than 

the atmosphere to temperature change. This phenomenon is seen in the 

diarnal and seasonal temperatures. The dwLrnal maximum temperature of 

the oceans occurs three hours (one eighth the period of one day) behind 

the maximum temperature of the atmosphere (6,2). The seasonal maximum 

temperature of the ocean is approximately three months(one quarter the 

period of one year) behind the maximum temperature of the atmosphere (6,2); 

in the northern hemisphere these temperatures occur in mid-September and 

mid-June respectively.

SEA SURFACE TEMPERATURE ANOMALIES

Anomalies of sea surface temperatures over large areas, significantly 

warmer or cooler than average values lasting for many years in the Pacific 

Ocean, have been investigated by Namias (?)• The pattern for the decade 

1948-1957 was characterised in the- winter by anomalously warm water in the 

North Central Pacific and cold water off the west coast of the United 

States. During the spring of 1957 the pattern began to change and by the 

following winter the warm and cold waters had become interchanged. The 

effect on the atmosphere was to force a change i'n the position of the jet 

stream. The warm winters in the east and cold winters in the west of the 

United States reversed to cold winters in the east and warm winters in the 

west. By 1972 the pattern had reversed again and the present climate of 

1979 in the United States is that of the 1950's.

Similar anomalies have been observed in the Atlantic (1) with warm or 

cold anomalous waters off Newfoundland. These pools of warmer or colder
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water effect the position of the Gulf Stream and the climate in North 

Europe.

AIMS OF THE PRESENT WORK

In our models we have incorporated some of the properties of the 

oceans and atmosphere discussed above in order to reproduce the phenomena 

observed.

In all three models we retain the thermal conductivity term in the 

heat transfer equation because thermal conductivity is one of the principal 

agents of heat transfer. Another important agent of heat transfer in the 

troposphere and thermocline is turbulence which mixes these layers and 

this process is modelled here by increasing the value of the molecular 

thermal conductivity by an appropriate amount to what is then called the 

'eddy' conductivity (5)* In the three models studied here, consideration 

is given to both values for the thermal conductivity and we assume that 

the 'eddy' values are 10^ times as large as the molecular values.

We have seen that the thermocline is a 'thermal reservoir' and as the 

atmosphere absorbs long wave radiation from the Earth the. surface waters 

of the oceans can in one sense be thought of as a heat source. In a 

similar way the presence of water vapour in the atmosphere can be modelled 

as a heat source. The changes of the amount of radiation due to variations 

of the Earth's orbit and changes in the amount of water vapour can both 

be modelled as a time dependent heat source in the atmosphere.

In Part 1 we neglect all macroscopic motion and assume that conduction 

alone is the agent for heat transfer. We introduce a heat source in' the- 

atmosphere simulating the presence of water vapour in a two layer model 

and study the 'phase lag' between the heat source and the temperature at 

the interface of the two layers (the sea surface).
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In Part 2 we study the response of the atmosphere to the 'thermal 

reservoir' created in the thermocline. We represent this situation as 

a one layer model simulating the atmosphere along with a heat source at 

the base of the layer.

In Part 3 our goal was more ambitious. From the work of Namias it

could be inferred that two stable regimes can exist in the Pacific

corresponding to the two patterns of the decades 1948-1957 and 1958-1971• 
non. v/iscoâ

A shallow water^theory model of Davies (8) had been able to reproduce two 

distinct regions of stability. His model consisted of two layers of liquid 

in a circular cylinder rotating at a steady angular velocity, W. The 

densities and angular velocilities relatîveto the axes, (r,0 ,z) of the 

upper and lower layers are/Ô yÔ Xi. andjQrespectively. A small disturbance 

was introduced to the flow pattern and the homogeneous boundary conditions 
of zero normal velocity at the boundaries of the cylinder lead to an 

equation of consistency. From here, criteria for stability were found 
and are presented in Figs. 1-3. The three diagrams are for the different 

regions I , 1 < ^ and where the non dimensional

parameter^\) is defined as
M'i = 4W^ .

where k is the wave number and Hq and are the undisturbed heights of 

the upper free surface and the interface of the two layers on the axis 

r = 0.

We aim to improve the model of Davies in the following ways: the two 

layer model is taken on a rotating sphere, the heat transfer equation is 

introduced and heat and temperature continuity are included in the 

boundary conditions. The homogeneous boundary conditions again lead to 

an equation of consistency from which criteria for stability are found.
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Figure 1; Regions of stability for 0 < ^  1

o J1

Figure 2: Regions of stability for 1 ^  4
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Figure 3« Regions of stability f o r 4

In all the figures the shaded areas are the stability regions and
/  /a, b, c, oC , and ^  are defined as

a = , b= 1+/̂ '̂  , C * C\+\)')ll ■‘X )

«(. = (i^W '^O Vci+v^*’) , /i=' \/C \ + 0 n  J
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PART 1

THE PRODUCTION OF HEATING LAGS DUE TO THE OCEAN IN A LINKED OCEAN/ATMOSPHERE

MODEL

CHAPTER 1.1 

INTRODUCTION

In Part I we will study a two layer model in which the lower layer 

is assumed to simulate the ocean and the upper layer a fluid atmosphere.

The macroscopic motion of both layers is ignored and heat flow is assumed 

to take place entirely by the process of thermal conduction. We investigate 

the phase lage between a heat source in the upper layer and the temperature 

at the boundary of the two layers i.e. the sea surface temperature.

The heat transfer equations for the two layers produce second order 

ordinary differential equations for the temperature distributions. Solutions 

are found subject to four boundary conditions at the boundaries of the 

layers. The phase lag for the sea surface temperature is then found for 

heat sources of different periods in the upper layer. The variation of the 

phase lag due to different values for thermal conductivity is also 

investigated



(8)

CHAPTER 1.2

FORMULATION OF THE MODEL

We choose spherical polar co-ordinates (&,X,r) where ̂  and X  are 

the angles of colatitude and longitude respectively and r is the distance 

from the centre of the Earth, The radius of the Earth is taken to be CL . 
Since this model is static it is the heat transfer equation which governs 

both the upper and lower layers. This is discussed in detail in the 

following sections.

THE HEAT TRANSFER EQUATION FOR THE UPPER LAYER

We shall take the general form of the heat transfer equation (9) for the 

upper layer to be

(1.1)

where Q is the heat content per unit mass, yO, the density, T the temperature 

and fe, the thermal conductivity of the upper layer. The quantity is any 

external heating source and, for example, could arise from the absorption of 

solar or terrestrial radiation by water vapour. As solar radiation varies 

diurnally, seasonally and over longer periods due to variations in the Earth's 

orbit, q* can be represented by a variable periodic function. The operator d.
^ dt

represents differentiation following the motion but in this static model will

reduce to ô , differentiation with respect to time.
%

In general for a fluid(lO)we have

^9 » Cy JT - ^  Sa)
A ’- (1.2)

where p is the pressure and Cy the specific heat at constant volume for the 

upper layer. We can replace (l.l) by

Cy e _Éi T + Q
. %  /of at ^ (1.3)
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assuming that te, is constant. In a class of heat transfer problems, for 

example the Benard convection problem (9) , it has been found that the

contribution of the ^  term is very much smaller than the àT term and the
èfc 35

conductivity term. We shall assume here also that the term is 

negligible. The heat transfer equation can therefore be approximated to

+

where

(1.5)

At (1.4)

frz * T l r "  T z l & z ' -  •
A general heating function can always be expressed, using Fourier 

theory ( 11), in the terms of spherical harmonics. Thus we will take ^  and T 

to consist of linear combination of terms,

the functions A and T— « will be of the form
q* (©A.rt) = Refç,cnP^(coser)co3»nXe'^ j ,

» He{i;tr) P^tcflseltosmXe } ,

where m and n are positive integers or zero. Note that Q,(r) and T, (r) will

be dependent on m and n. We substitute (1.5) and (1.6) into (1.4) to obtain

a second order differential equation for T,(r), namely

tq/D,Cy T/M = d̂ T.Cr) f X  - A.Cn-»v) T, Cr) + 3  9 , •
te. ^

( 1 . 6 )

(1.7)
THE HEAT TRANSFER EQUATION FOR THE LOWER LAYER

The heat transfer equation for the lower layer in the absence of a 

heating function is
40 = ±  4 w ( k , q W T  ) 
a t  A

where Q* is the heat per unit mass, is the density, T* the temperature
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and teethe thermal conductivity of the lower layer. For a liquid (10)

- Cj JT*

where c^ is the specific heat of the ocean. Assuming k^is constant the 

heat transfer equation reduces to

èt A

(1.8)
The ocean occupies the region OL-h^ <. r <  (x where the ocean depth

OL . If we define a new variable z as z.= r-a o < z. <  ̂ 2 ̂ 

we can approximate V  to

V^= ^  + j. [ +- col’©'̂  4- co%e,c?'& ̂  1 •
je j x U

For consistency between the two layers, we will take T* to consist of a 

linear combination of terms,

(1.9)
where T* will take the form

= Re[ V z ) P 7 (“ se)cosmXe'^''] .

(1.10)
The function T^(z) is therefore dependent on m and n. We substitute (l.lO) 

into (1.8) to obtain a differential equation for T^(z),

4^^Cz) - fi(n+0 T (̂2.) - tap3,Cj T^CZ’i .
ax- a-

(1.11)
THE BOUNDARY CONDITIONS

Equations (l.?) and (l.ll) are second order differential equations 

for T|(f) and T^(z). We will now chose four boundary conditions as



follows :

(i)

(ii)

The Sommerfield radiation condition (12), which in this 

model will imply that for large r, heat is radiating 

away from the Earth, since there is a finite heat 

source in the atmosphere.

Continutity of temperature at the ocean surface,

T,Cr) I = T^(z) 1
r«a z«o

(iii) Continuity of heat transfer at the ocean surface.

A  ëli(z) I 
dz

te,dj,Cr)
Jir r»a

(11)

(1.12)

(1.13)

(1.14)

(1.15)

(iv) No heat transfer at the bottom of the ocean,

dJjCz^ 1 = o .
zzo

We now have a complete system of equations where T, and T^ must satisfy 

(l*.7) and (l.ll) respectively subject to (1.12) - (l.15).

VALUES FOR CONSTANTS IN THIS MODEL

We present average values for the constants (13» l4, 15) appearing in 

this work. We will use C.G.S. units throughout.

Q s 6% 10* tms

LOWER LAYER UPPER LAYER

s 5 X 10̂  crrts

Ct 3 4*ax T/qrrt.

s 0 • 1 3m  /crrvŜ

Cy = 0-1 3'/gttv®c

(1.16)



 ̂ (12)

We will use two values for both thermal conductivities (5, 13) •

The smaller values are the molecular conductivities and the larger

values are the 'eddy' conductivities. The eddy values for the conductivities

may be more realistic ones in the simulation of the atmosphere and ocean.

3/cms ®c s MOLECULAR EDDY

k,

K

2'4 X + 

5.61 X |0"3

2,4'l

5- U  X 10*'

(1.17)
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CHAPTER 1.3

A SIMPLIFIED PROBLEM, NEGLECTING INERTIA

Before proceeding to solve (I.7) and (I.II) subject to (1.12) to

(1.13), we shall first consider the simplified problem obtained by- 

neglecting the time depedent term on the left hand side of (I.17) (this 

term being referred to as the inertial term). This approximation is 

justified if varies sufficiently slowly with time. The two equations 

to be solved for T,(r) and Tj(z) are:

d̂ T, 4- dj, - acA4>0 T, - , a ^  r < 00 ̂
r ar k,

d̂ Jz —  [ 4- I 1 T-
dz» L (X?* J

SOLUTIONS FOR T,(r) AND T%(%)

(1.18)

We can find the general solution for T,(r) by using the method of 

variation of parameters (16). The solution of

4ÜJi + 2: dj - acn-v-i) ^
dn r dr n

IS
— IT, z A r* + B r

where A and B are arbitary constants. We will look for a particular 

solution for T,(r) in the form
-n-»

where and ̂ (.r)are at our disposal. We take

r^dV(r) + *d^lr) - o 
dr dr

(1.19)

(1.20)
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so that (1.16) reduces to

ar*^ 44(r) _ iri+0 '^(r) = -r/a, Q. .
Jr 3r It,

(1.21)

Thus (1.18) and (1.19) define the functions and |j(r)and the general 

solution for T, takes the form

.n.
\ ftA-i (Xn+i)te, J

1j (f ) = -r
(XA-»-l)te, J aA-l V.oriTi/K.| j0Ô I

- • (1.22) 
The function T,(r) must satisfy the Sommerfeld boundary condition 

(1.12), which we will take in the form

Lim. r̂ diT|(r) — ^ constant.
r-> <30 dr

(1.23)

Thus, T,(r) defined in (1.22) will satisfy (1.23) if A = 0 and Q,(r) is 

chosen appropriately. For convenience we will take B« B, so

that T,(r) reduces to
r i f * * . .

(xn+Ok, JoQ (xnv\)k,

( C  •

ri+i
(1.24)

The solution for T2(z.) satisfying ( 1.16) is

= X, C«k+iyi)z j +- X ^ ^ p  j

where X, and X^are arbitary constants and 

z q(n-n) + Iq p .
(1.23)

However, for our puposes, we shall find it more convenient to write the
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solution of which satisfies the boundary condition (1.15) in the form

TjCa) = cosk{(rf.v:^)(zi.WiH 

cosk [ CoL̂ ifb) Kj^3

(1.26)

where = T (̂o), is an arbitary constant.

The conditions (l.13) and (l.l4) yield the following two relations 

between B, and Bg_ !

- £ o s  B ' " ' ' “ ‘ ‘ l I / " ' ’ " " ' ‘ 1 '

(1.27)
a

^zk2^C^4'i/i')kxnJk[Cfl(.+i/5)- - Cn^Ote, B, - ‘ ]
a C2.A+0 Jg_ ''CO

a.-n-z f ^n+2 I - (g+Qg I /q 9, 0 dn 
Can-n)Cs.Y\*\)

(1.28)
We have assumed the integrals in (1.27) and (1.28) exist and are convergent.

We find that

B, - g + C<*.-iri^)te^kurvK[U+yl) h,,] j  J /0,Q, q jl|

-  [ l"*Vi 9, ‘*'1
I J oo

-a-i g
Can+Ok, Jeo ’ (1.29)

and

h '  -all' f /’.«I'Q.f))'f'"'4t]
^  4

(1.30)

where we define X  as

X  = (A>>) b. + b̂ Coi+>/i)-kufv.Vvĵ ('>(.+i/â)bjj .

(1.31)
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THE SEA SURFACE TEMPERATURE

4(Of particular interest here is the sea surface temperature, T  .
The integral defined in (1.28) is real and X  is a complex quantity. It is 

therefore OC which produces the difference in phase between the heat source, 
and the sea surface temperature; if we write %  in the form

A.s'*"

then we have from (1.9) and (l.lO)

-fc) = 2 2  ^  ‘ ** Pn̂ CcoS©-) cosnrvxj di|| .

(1.32)

It is clear from (I.30) that there is a phase lag between T*( ©; X^O^t ̂ and

(8, ) of magnitude . In addition, (I.29) and (1.23) reveal that

*X is dependent on n but independent of m so that the longitudinal heating 

structure plays no part in the phase lag. Also X  is independent of Qj(r), 

the variation of the heat source in the vertical direction.

To evaluate 8^ we rewrite X  in the form A+iB. It can be seen that X  

is a complicated complex function and to simplify (1.29) we wish to 

approximate and . It is therefore necessary to

look at orders of magnitude of the various terms. Using the quantities in 

(1.16) and (1.17) we can see that from (l.23)

- 6  • 13\0 + l^KlO (molecular)

10"^ V 10̂  (eddy)
where ^  , P being the heating period in seconds. It will be more convenient 

to rewrite ^  in the form

, _ 6-L Q -V 10
(1.33)

so that for L = 1 the heating period is one year, for L = 2 the heating
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period is ten years and so on. Thus

iq -L
\o T ^ +  1 10

- 6  .
\0 ¥ n o

(molecular)

(eddy)

(1.34)

We shall now consider the cases of L being small and large separately,

1 ) The case L^6(molecular) and L̂ 1 (eddy)

In this region we can approximate (1.25*) to

so that

«t+i/l = <i + i)[ .
We can approximate %  from (1.29) to

%  ̂  (<<+iy3)k^4ounk[ CoC4'i/3)k̂ ] 
and since Co(+1/3̂  is large it follows that

(1.35)
We have then , in other words the time lag between the

heating function and the sea surface temperature is an eighth of 

the period of heating. It is clear that is independent of L and n 

and is,therefore, the same for all heating functions with 

periods in this region.

2) The case L>6 (molecular) and L >1 (eddy)

For these larger values of L we can approximate (l.3l) to

%  - O v t Ü k ,  +  
cx

. Ci^O[te| V (1.36)
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It follows that Bo is defined as

W v & o  = 9./>a.c>zK̂ a
CA+0 [te, -hatê Ŵ /a]

(1.37)

When we substitute values for the constants in (1.37) 

from (1.16) and (I.I7) we find

r 4x10
l l - b

4 x  10
1-Ü

(molecular)

(eddy)

Thus for the ranges 6<L^12 (molecular) and 1<L<7 (eddy) 

we have 9̂ ^̂  so that the phase lag is one quarter of the

heating period. For larger values of n, 6© decreases from 

to zero. These results are represented in graph form in 

Fig.' 1.
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CHAPTER 1.4

THE GENERAL INERTIA MODEL

We will now return to the original model formulated in Chapter 1.2 

which includes the time dependent term on the left hand side of (I.7). The 

two equations to be solved for T,(r) and T^(z) are therefore (1.7) and (I.II), 

namely

“* I* n(A4"l) + T*2. “ ® > I
i2? «X* feT" J j ( 1.38)

where A = yÔ Cy and A,
te, te.'

SOLUTIONS FOE T,(r) AND T^Cz)

We will assume that the density of the upper layer, is constant to 

simplify the solution of Tj (r). We will again use the method of variation 

of parmeters ( l6)to find the general solution of T, (r).. The solutions of

 ̂4- 2.rc|X L 1̂ = 0
are spherical Bessel functions of the third kind(l7), thus T,(r) takes the

form  (,) (2)
T,(r)= D, W,̂ (sr) + h . (Sr)

where

s=

(1.39)

and Dj and are arbitary constants. The functions K̂ (z) and (z.) are

defined in terms of Hankel functions (Bessel functions of the third kind) (WvL 

Bessel functions as follows:

Vl^C2.1 = .
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Their series expansion takes the form
n

V iz. ̂  . -te= I 2. e ^  ^
n

C2) a e '*  Cn+'^^te) ( z î z )   ̂ ,

To find a particular solution, we assume T,(r) is of the form

T, aC,Ur) ¥ Ĉ lsr) k'*(sr).
(1.40)

We choose and 0^ so that

Ac, + dÇi k'n (sM = O .
Ar Ar (1.41)

Taking the form of T, as in ( 1.40) and using the relation (l.4l) we sub­

stitute T, back into (I.38) to obtain a second equation between C, and ,

namely

Ac, Alî'lcsrt 4. 4Ç, JwTcsr) =
ir <Jir (Hr Jr

(1.42)

From (l.4l) and ( 1.42), using the Wronskian (l?)

we find that
<2)

Q, ( .r )  ^
dir 3,1

II)= ft,srx Q (r) k „ (sr) . 
Ar T i

The complete solution for Tj(r)is therefore:

(1.43)

T,(.r) = s f i,[  'S\(3)l h-'^'csnlv'l^'csr)-K‘“ (sr)li‘̂ (s n ]  A l 
2,1 Ja

(A U)¥ D, k^IsH + D^k^Csr) .

(1.44)
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For (r) to satisfy (l.12), the Somraerfeld condition that for large 

r heat is radiating away from Earth, we look at the asymptotic 

expansions of k̂ (sr) and k̂ ^(sr) (17), namely

aïï/sr C4cp[ i ( s r - '4nTr-'n'4' ) }  '

ViT«rV.v in/%r eKp£-t(sr-'/2nTt j
from the definition of T, in (1.6) we have for large r terms of the form 

exp and expĵ l(-sr+̂ t||. Therefore to satisfy the Sommerfeld

condition we need the coefficients of the term exp{^Usr-v, i.e. k^Csr)^ 

to be zero as r-^oo . Therefore we take

ICO 

--Cl
(1.45)

The solution for T^ will be the same as in the non-inertia model, namely 

cosWC CX4-Î/3) Kj, } (1.46)

where as before

=. ricn-n) -V .

The two remaining boundary conditions, (l.13) and (l.l4) yield two 

equations between and ,

and

tea C^+tySHanK|^CciC+i/l)Kj 02. * D,H^csa) + pjH^Csa) 
te|

(1.47)

(1.48)

where

Hft'csa) = Akrjcsr) I J t.ljZ .
T-CL

(1.49)
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Since T^(0) = , it is the constant B^ which is of most interest here,

thus we eliminate Dbetween (1.47) and (1.48) and using (1.45) we find

(1.50)

THE SEA SUHFACE TEMPERATURE

As in Chapter 1.5 we will now investigate the structure of the sea 

surface temperature, . We will write the complex quantity B^ in the

form

fioe'**.
(1.51)

Using (1.9) and (I.10),the sea surface temperature distribution takes the 

form,

T*ce,X,o,fc) = %  2  Re[ft^e ^ ** P^ccos^) cosmx] .
nv A.

There is again a phase lag between T*(e,X̂ ô t) and ̂  the heat source of

magnitude

Unlike the simple case in Chapter 1.3, the integral in (l.50)is now a 

complex quantity. It is therefore necessary to define Qi(r) more precisely.

The heating function is dependent upon the water vapour distribution in the 

atmosphere. The greatest amounts of water vapour are found well below ten 

kilometres and fall off rapidly with height. Therefore Q|(r) should be a 

decreasing function with increasing height and a reasonable choice for Q|(r) 

is
-pr 

Q,<rt * g.e

(1.52)

We will calculate a value for p by assuming that the heating function 

decreases to one tenth of its surface value at a height of ten kilometres.
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From ( 1.32) we find that

—  6  — Ip ̂  Z'3 X 10 crrvs .
(1.53)

We will take the following form for the spherical Bessel function It̂ Ĉsr)

ital .n-H isr T' Pd+rii-k) ,
H r t (S r t - i_  e A  kTr(l+n-k) (-teisr)

(1.5't)
bl P/l.n-ta.) ("Zisrsr te=o

so that

S i  =  ft,Q. i’” '' 2  f t ( p ( H a 4 )  L  Î  e  ’’ ̂ C - a i s n  '‘d lKso
a^S^H^^Vsa) - tea C«A+iŷ )k\nVt̂ U+iy3Jh,]J

tei (1.33)
is dependent on the parameter n and so we must choose particular values of 

n to find the heating lag. We have taken the values n = 0, 1, 2, 3, for 

relatively simple functions, . The even values of n imply a heating source 

symmetric about the equator.

The integrals encountered for the above values of n are of the form
00( (i$-p)5

= j e 3 d* , n.3 o, 1,2,3 ,
(1.36)

where

When n = 0,l̂ the integral can easily be evaluated but for n = 2, 3, 

takes the form of an Exponential Integral (l8) ,

kn = En-I ( “•Cp-ts)') , n -z ,
(1.57)

where in general 
«0

f - M  - Z t  ,
E ^ (z .)  = J t  e  dfc , n . o ,  i . z   .

(1.58)

Substituting average values for the constants from (I.I6), (I.17) and
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(1.53) we find

A . ( p - 1 0 + 1 0  (l— (molecular)

10 + lO^Cl-Oj^ (eddy) (1.59)

Therefore for all values of ^ , a(p-is) will be large and we can use the

asymptotic expansion for Ê .ĵ aCp-iŝ ) , namely

Ê Cz.) [ » -H + n.Cn+.jl f ....... [

^ (1.60)

and only the first term in the series is used. Thus the formulae for

take the following form in the four cases n = o, 1, 2, and 3!

n.= o : k o (ẑ = > («X4-

Bl = [ Mls"p) ~ ^
[ \ +  s a  + OL W  ]

n» \ : * ['z "2̂ 1 ̂  , C«X+i/S')̂= ,

Bl « AiQoG ^cis-p) ^S-p)^]
o ? - s " ^ T (1. + i \ wl ^a  cL^ 0̂ 3 V a. a,̂ J J

n=z : K*̂ '(z) = ["-J■*■ ■̂ 1 ̂ c'* Ci(+i/3)*'= ,

(1.61)

(1.62)

81 =• - A,Q,ie'^''[-a.+ '^is-p)~ ^^4
( U - p ) I i -  l a "  3i >[i(»-3/s+ |^ ]w ]

!L=J : \ i fu )  = Lz"^% " , lot+i/s)*= ^

Bl. fi.Q.e-P"! ^(is-p)' - '“knis-p)- %,s-p)+ ‘■l^ads-pf

(1.63)

(1.64)

where

W =  Ce(+î/â) ”VanV\ [(o(+i/3)Vii]| .
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As in Chapter 1.3 we will introduce a variable L such that 

. 6- LilO

which implies that 1 = 1  corresponds to a heating period of one year,

1 = 2  corresponds .to a heating period of ten years and so on. We approximate 

y S t o  1 for L-^6 (molecular) and 1^1 (eddy) and for larger 

values of 1 we take to be . The formulae are

manipulated into the form 

Bi= A.e-'"'
where is a function of 1. Values of were computed for different 

values of 1 and the results are presented in graph form in Figs. 2 - 5«

The turning points of 9̂  were checked with the analytical formulae and 

gave good agreement.
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CHAPTER 1.5

DISCUSSION

It will be noticed that the graphs of the results, Figs. 1-5, have 

time scales up to.I = 20, i.e. periods of 10 years. The age of the
QEarth is approximately 5 x 10 years and it is not supposed that the 

results for L>8 have any physical meaning but were included for 

completeness only.

It is of interest to find that the result of replacing eddy conduc- 

-tivities with molecular values in all the graphs is to displace the curve 

in the direction of increased L while preserving the shape completely. The 

formula (1.37) for 0  ̂for the non-inertial model is of the form

=. K  ^

where X, and are constants. By changing fe., and fejfrom eddy to molecular 

values we are therefore multiplying ̂  by 10'® or replacing L by (L+5). The 

quantities fe, and kj,appear in the expressions of tan ̂  for the inertia 

model in a similar way and so the same argument applies. Thus if we are 

interested in larger values for thermal conductivity it is only necessary 

to displace the curves still further. We will now discuss the graphs in 

detail and it will be sufficient to discuss only the molecular curves.

A comparison of the curve for the non-inertial model and the four 

curves of the inertial model reveal several similarities. For small L 

(l^L^5)0 is approximately and for the region 6.̂  11, is, approxi­

mately ^2* It is for large L (L>1l) that we see marked differences in 

the graphs, where the limits of ©̂  vary from 0 to 2JÎ .

We can discuss the physical significance of the above results as
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follows. For eddy values for the conductivities, in the region 0<L<^

9^ is approximately and so for diarnal heating, the maximum 

temperatures for the sea surface should be an eighth of the heating period, 

i.e. three hours behind that of the atmosphere. This corresponds well 

with observed temperature distributions. For K  7 the period lag is a 

quarter of the heating period. Thus for seasonal changes the maximum 

temperature for the sea surface should be three months behind maximum 

values for the atmosphere which again corresponds well to observed values 

as discussed in the General Introduction. For ice ages the period is 

about 20,000 years corresponding to L = 4. The period lag should again be 

a quarter of the heating period which would be 5,000 years.



(28)

201

1 5 -

10 -

8,
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Figure 2; Variation of 9a with L for n = 0 in the inertial model
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Figure 3: Variation of with L for n = 1 in the inertial model
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PART 2

THE RESPONSE OF AN ATMOSPHERE MODEL TO A TIME DEPENDENT HEAT SOURCE AT

THE SEA SURFACE

CHAPTER 2.1

INTRODUCTION

In Part 1 we looked at a static two layer model which represented 

the ocean and atmosphere. We introduced a heat source into the upper layer 

and investigated the phase lag between the sea surface temperature and 

the heat source. In this second model we allow motion in the upper layer, 

we omit the lower layer but retain a time dependent heating function at 

the lower boundary of the layer, which is thought of as a heat source at 

the sea surface.

In general our model extends a perturbation scheme due to Blinova (19) 

(which has no differential heating) by including the heat transfer equation 

in which the vertical thermal conductivity term is retained. This produces 

a fourth order partial differential equation for the stream function. Four 

boundary conditions are introduced: the vertical velocity vanishes at both 

boundar ies of the layer, there is no heat transfer at the top of the 

layer and a time dependent heat source exists at the bottom of the layer. 

Fourier transforms with respect to time are taken and an approximate 

solution for the resulting fourth order ordinary differential equation is 

obtained following methods of Heisenberg, Lin and others (20). Finally, 

the inverse Fourier transforms are found for the stream function at the 

lower boundary of the layer representing the sea surface.
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CHAPTER 2.2

FORMULATION OF THE MODEL

We take a spherical coordinate system, (0,\,r) fixed on a rotating 

Earth with a being the radius of the Earth and t as the time dependent 

variable. This is a one layer model and we will first introduce the six 

governing equations, namely the three equations of motion, the equation 

of continuity, the gas equation and the heat transfer equation.

THE GOVERNING EQUATIONS

The velocity vector for the layer will be V = (u»V,W) where U.,V , 

and W  are the components along the &,X and r directions. We take the 

horizontal equations of motion for the atmosphere in the form

- V ( 'S + a.Jicose*) = -J- ào - ±

jv +u('S V iSlcos^)- r.l_ A  (jLk r/3sta9* 5a rsuaB* 5X ̂  a /
(2 .1)

where p is the pressure and^ the density of the l a y e r , i s  the angular

velocity of the Earth and sL is differentiation following the motion, namelydt
^ + Ü 5. + —  & + vVÔ , The vorticity component in the verticalSt r rsine ax ar
direction, % is defined by

S -  -J—  r X  Cvsùn.8'^ -  àik'i •
rs lne* I  dë  a x  J ,(2.2)

In (2.1) we have ignored the horizontal components of the centrifugal and

gravitational forces since these are small compared with the pressure

terms. We have also neglected frictional terms. Since the basic mass of

the atmosphere is contained in a layer whose thickness is insignificant

compared with the radius of the Earth (a) we can replace r by a in the

coefficients of our equations and the derivative ̂  by à , where z = r-a.
hr ^

The horizontal equations of motion (2.1) are replaced by

diu -  V ( "Sv 2.- 2̂.c o s = - _ L  èp -  _L ^ f V ' V \
dit 0/5 5% o (2.3)

and
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^ -h a  C'S + aiLcose-) - àç -  L_ 5 ( v y \
(4fc astnep 5a asunB  ̂’’“a’ /

(2.4)
where

i. = A  + i& ̂  -JL. + w3,
<jlb 5t  A Je asun&è\ ôz (2.5)

and the vorticity, 8 will also be approximated to
3 =  _JL r à. Cv%\fx&) - 

L ÔB- JOLS'unG" L ÔB*
(2.6)

The vertical equation of motion can be taken as the hydrostatic equation, 

namely

O  = — _L ^  —  A .
/^55. ^ (2.7)

Similar arguments can be used to approximate the equation of continuity,
^  f  i iv  (/OV ) = o
Sfe

to the form

4 —  \  à , C u s i n a - )  4- % v l  +  _L A ( / o w >  =  O  
a s i n a  L à a  5 ^  J /o a î  '

(2.8)
where it is also assumed that variations of density,^) with time are small 

compared with the density itself. In addition, we have Clapeyron’s law

p * R»^T
(2.9)

where T is the temperature of the atmosphere.

Finally we introduce the heat transfer equation (9) which is not 

present in Blinova's theory. We take the equation in the form

^  s ±  dlv (te,aC(\clT)
^  (2.10)

where Q is the heat content per unit mass and k, is the thermal conductivity 

of the layer. For a fluid (IO)
= Cp 5t - i^Sp

where Cp is the specific heat at constant pressure of the layer. We

assume that it is the vertical variation, which is the dominant
dZ^
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part of the conduction term in the heat transfer equation, assuming that 

tej, is constant. We can therefore approximate (2.iO) to

dt P

(2.11)
where J is defined in (2.5).

I t

THE PERTURBATION EQUATIONS

The governing equations for the model are therefore (2.3), (2.4), 

(2.7), (2.8), (2.9) and (2.11). We will now introduce a perturbation to 

the model in three stages. At the first stage we shall take the standard 

valuesof pressure, density and temperature for a static atmosphere, i.e. 

p (Z ) ,  p  (2) and T(z). It follows from (2.7) and (2.9) that

O S - ±  i s  -  e> ,

p * .

It is easy to show

P f z  "

and therefore we have

(2.12)

(2.13)

p(z-) = pco) exp [ -g/R .
(2.14)

At the second stage we introduce a steady zonal current, from west to 

east, which has no longitudinal variations. We take the dependent variables 

in the form
p= piẑ  + p.cz.e-)
/3 = ^ f>0

T =  4. T g ( z . , e )

IL = O
V = VôC2,e)
w = o

(2.15)
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The variables with the suffix o are of the same order of magnitude and 

are small compared with p (z), JÎ (z) and T(z). We will now proceed to 

transform the expression^ . ^  ;

R T | ^ [ l 03(p(z)tp.(z,&>]-- ftT|.^[l03p  + 105(1 tPo/p)].

Since p is independent of 9» , by expanding log (1 + | /̂p) as a power 

series and retaining only the first term, we obtain

(2.16)

(2.17)

jL  ^  =  R T  a (  .
/» àe- p/

To the same order we may write 

and in a similar manner,

-L  i p  = - 3I  +  X  ( •àz ^  dz V p/
(2.18)

We can now write the equations of motion, (2.3) and (2.7) in the form

-V.es.
o  = - 9 i  ♦  ̂ (2.201

where, in the small terms 5 (l̂ /p) A  (p^/p^ , T has been approximated
oQ * dZ

to T(z). We will simplify (2.19) to the geostrophic approximation (21)

ailcos» 1 ( h ) .
CL ae-\ "6/

(2.21)

We will follow Blinova and postulate that the zonal flow V^(z,&) 

is of the form
= ac^tz^sin©-

(2.22)
where o( (%) is an increasing function of z which produces angular
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velocities which increase with increasing elevation. Thus from (2.21) 

we have

^  s in »  cose
à»' p/ RT(z-)

SO that

po/p = -Q-aVcz.) sca ‘̂0- + fC2)
RT(z3

where p (z) is a general function of z . We can therefore write

po(2j&^ = s‘un^& + f̂ CZjO') .

It should be noted that the variation of at the poles, (z^0) is

assumed to be a known quantity. When o((z)>0, the pressure ( Z, ©  ) 

increases from the poles to the equator. Using (2.19) and (2.22) we can 

show that

To(z,e) = i r^sn 1 sm"^e + d f R,(z,o)1 •
9 jzL"T(z4  9 I p (2.) J

(2.24)

At the third and final stage we introduce a perturbation which can 

be written as

p = pcz'i + p'<z,©,x^fc)

p  " /oVz, ©, \ 0

T  = ï(%) T> T'cz,9, A,t)

iX - u'(z,e',

V = + t)

w'(z,©,A, V)

(2.25)

It is assumed that the first column of variables is dominant and the 

second and third columns are of decreasing importance in numerical 

magnitude. The two equations of motion (2.1) and (2.2) are
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^  - V ( 2J(lcoS 9 + '5 ) = - £#T ^  p) - JL ̂   ̂̂2^) *

(2.26)

(2.27)

<iy +  a  C 2 i l c o s © + 3 )  = — ^  d ( lo a p ) _L j
a t  CL àX «^3X

where = V*V. From (2.26) and (2.27) we deduce that 

à \ à  Wsun.6-1-aul +. asuriai. (zjn.cosO'+'S)
5 t  L 5^  5X  J 59
+ V A  (z^icosaf "3) + Ca^XLcos©-»-3) [ a (usina + dv;]

èX L-3(» âXJ

= -  S à ^ ' ° 9 P ^ } '

Using the definition of ^in (2,3) and (2.8) we have

+ itâ. CaJi.cfisO'+'ŝ  +_ii- ^  - canco8&+'^).l à </3w)
à t c^àè- a s ù i&  àK  5i  '

(2.28)
The terms in this equation are of similar orders of magnitude and so it 

is relatively simple to form the linearised version of (2.28). We ignore 

*S compared with2Hcos9 (22) in the term (2.flLcos© +*3) and the linear 

form of (2.28) is therefore

- a i X s l n a a '  f Vp 53* - a i l c c s a ^ d  (pwO 
à t  a  a su n a  JX  P  èz

I It can easily be shaxwhere *S - * - f A (V'sifia ) — èu* 1 It can easily be shownasur\aLÎ& J
that, as in (2.16)

(2.30)
Using (2.30), (2.23) and (2.24) the right hand side of (2.29) can be
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simplified and we obtain

IS  -  2^  sun9 u ‘ + oCCz) A3 * -  ailcos© A (S w '  
at o. "5X p  dz '

(2.31)
Using the power series method described proceeding (2.16) we obtain

and retaining the third order terms, from the hydrostatic equation we 

obtain

We will now linearise the heat transfer equation (2.11), and it is 

easily shown that from the third order terms we find

g  = •'■fi *

and using (2.24), the expression for ̂  becomes
olt

gp 3z \ ?/ (2.33)

We also have

^  - w'4f
jt ib Az

(2.34)

(2.35)

and thus the heat transfer equation takes the form

" “ I  ■  ■

We assume that (2.27) can be replaced by the geostrophic equation 

and using (2.3O) reduces to

a,ilu*sun©'Cos9 = - ^  ,
dp AA (2.36)

The dominant terms in the equation of continuity, (2.8) are the two
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horizontal terms and so we can make the approximation

à  ( u ' s u v ? )  +  =  o  .
i f r  ÔX ^2.37)

We can therefore introduce a stream function, ̂ such that

u'stne= , (2.38)

‘  ̂ (2-39)
With = '/(a s u n e ^  ( v ' s m e )  - , we find

(2.40)

(2.4l)

■̂ ' = — , f f- cosec^fr àîJJ*'! = _LI. 5&Î de àX» J ^ •

If we combine (2.36) and (2.38) we deduce that
cose 43f -  !—  Ac'I x  3 J ^  dX

and there is no loss of generality in writing

' T / r e d s ©  -  - J — p '  .
Q.SIJÔ

We substitute for u\ 3 and p* in (2.31) to obtain

l i - l l ’ V  S '- -  s f s f f A ' - ? )
(2.42)

We will look at the ratio of the coefficients of in the second 

and third terms on the left hand side of (2.42). The ratio is 

CaHcosV /0 which can be approximated to JlaV/jK for

9 = 60 . Taking average values, a = 6 x 10 m, h = 16 x lO^m (height of

troposphere), ao<* = 10ms*** and g = 9»8ms“^ (14, 15) we find

SLO? ^ / a n d  therefore we can ignore the third term on the

left hand side of (2.42), and the simplified form is

-L r + a n  4^ _ ancosG-^ k f  - aJicase A (wj3). <2 l̂ )aiLjt 5xJ aï dx ? ax — 3  Sz

1at

Substituting for T* = aiX COS&T à into (2.43) and (2.37)
9

we
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have

X C i * ! ) ’ ’ »' *  S  ■ ‘ÿ ' i ë z  ( ? )  *  h  h  ’

(2.44)

where I = 2ilcos& and A = ̂  + 9^ (23), is associated with stability
elz P

of the layer. Here t and A are both assumed to be constants. Therefore

(2.44) yields two equations between and V*for a prescribed T(z).

Blinova has only the first equation of (2.44) since the second 

expression is from the heat transfer equation. Blinova proceeds by 

integrating (2.32) from z = O to z =ooto obtain an average for

?/r (z,9,X, t).

By including the heat transfer equation we have a closed system of 

equations and we proceed by eliminating w*between the two equations of

(2.44). We shall take^ andW*as a sum of linear terms

y (2.45)

where "2^^ andŵ ŷ vn. are spherical harmonics of the form,

P^(cos^) , (2.46)

w'mn. = "Re(wcz^t) Pft (ca$&)e.
in which m and n are zero or positive integers. Note that 0(z, t) and

W(z , t) depend on m and n. We now take T(z) to be a constant, T̂  . Thus 

T̂  will take the form

2  Rc{ ij. ̂  P^ccosejfi'"'^] .
' ' ' m  n  ̂9 dz (2.47)

Substituting (2.45) into (2.44) we obtain 
-(|^+-lmbL)n.Cn̂ \)̂  f ^  ^  C/ôW),

^  -/3 f  (m ieC + A  ) M  + ( Û  &  -  •L  ot: d Z  T, at LT, (2.48)
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We can proceed to eliminate W in order to obtain a fourth order 

differential equation for 0("Z , t),

fei -  (imeitd) + f  (im ol 4- ^ )  +  im o(Bl

+ r n.CntO Bq / \ - Billma  ̂A*(imot'«8d ) + d  s Q
L ^ tJ  t V  A  J B '  J ^

(2.49)
where B = . From (2.13) and (2.l4), we have since T = T,

—  -/iz

where y3 = g/RT] .

THE BOUNDARY CONDITIONS

We have a fourth order partial differential equation for 0 so it is 

necessary to have four boundary conditions to close the system. We will 

take the following equations;

(1) W = 0  at z=0,

(2) W = 0  at z=h,

(3) It is assumed that there is a time dependent heat source

\)q ( & , X , t ) at the lower surface of the layer so that

àT = Ojj(6‘,X, t) at z = 0,
S z

(4) It is assumed that there is zero heat transfer at the 

top of the atmosphere, i.e. = 0  at z = h.

The first two boundary conditions, that vertical velocity is zero at the 

top and bottom of the atmosphere were also used by Blinova. We will take 

(B,X, t) as a linear combination of terms

m  n.
.srr\nwhere will take the form of spherical harmonics, namely

= R e [ P a t c o s f r )  .
t ij

Note that m and n are positive integers and that 0 (t) will depend on 
m and n. By using (2.48) and (2.46) the boundary conditions can be
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expressed as conditions on 0, namely,

i\) ]êi — r lmc4 1 ^  + r imcl'— 8jè 1 d) cti* z = o   ̂ atJ  ̂ dlJ  ̂ '

C2̂  fei ^  + ['imd'- = O aV z=V\j

Ci) = 0(t^ at %  = o
(2,52)

1+) ^  =. O aV "ZL =k.

FOURIER TRANSFORMS WITH RESPECT TO TIME

To remove the time dependence from the problem we will now take 

fourier transforms with respect to time of (2.49) and the boundary

conditions (2.52). We take

= j  df c,

y) (s) ^ J  \) (t) 6 ̂  dfc
(2.53)

and remembering that the transform of is -is0 the system of
<3fc

equations reduce to

g, - t CiA-m ) 4 ^  + I (i<-yW.)( B+Æ) ̂
^  a%4- 3 %

+ t  f  -  B .n .q  -  /3 ((<'+ 6yu) +
*" Co?

subject to the boundary conditions

4  dM -L [  + Cc<’+ 6 /i)^ ]  = O at x=o,Vi,

at 2.= o , 
4z^

a t  z  = k

where

£= fe, , ir'^= run+OBo. and U=S.  
-  ' L'o?Cprn.

(2.54)

(2.55)

(2.56)
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At this stage we simplify the model slightly. We ignore the terms 

r B-O. A — /i ( ct* + B/X.) "J 0  . This is equivalent to ignoring

variations of the Coriolis parameter in the northward direction when using 

rectangular coordinates and is equivalent to the neglect of ̂  in the model 

on Part 3 (see Chapter 1, (3*35))• In Part 3 in the final chapter we

look at the case for yS 4= 0. In many models this approximation is

acceptable and we therefore feel justified in neglecting these.terms. We 

now compare the term with a typical F" term, Y* (o(-yU) 0, With an

average value of Tîh. taken to be 2.4, the ratio of the two terms,

is approximately We are therefore justified in ignoring the dÿ

term. For the equations to be consistent the terms - i8^0 must be omitted 

from the first two boundary conditions in (2.55) <» Thus the system of 

equations reduces to

£ «ifé -t ( I 42^ - - 84%) ] = o
p  4 dz* C<<(z)-yU) ■* (2.57)

subject to the boundary conditions

= Oiu) aV 2L = o

aV z = Vi

(2.58)

VALUES FOR CONSTANTS IN THIS MODEL

It is clear from (2.22) that (Z) is a steady zonal current and 

hence we will assume that oC (Z) is a linear function of2 ,

(2.59)
We shall take the wind speed at the bottom of the layer to be 6OO cmsM (24) 

and when we take h to be the height of the tropopause (h = 16 x 10®cms), 

a fair estimate of the speed of the wind at the top of the layer is
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l400cms*“* (24).

We will also take the average values (13)

Cp = I J g m *

.*‘4* (molecular).
(2.60)

te, = a.'4-lXlO ■^Tern's"'®C‘'

As in Part 1 the eddy conductivity would be approximately 10 times 

as large as the molecular value.
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CHAPTER 2.5

APPROXIMATE SOLUTION OF THE STREAM FUNCTION

The quantity € , defined in (2.56) as h»̂ /Cprn is small and of 

order • This fact will be exploited to find a solution for 0(z).

FOUR SOLUTIONS FOR THE STREAM FUNCTIONS,

The stream function, 0 must satisfy (2.57), namely

S. % O  .
/o J^  dz

There will be four independent solutions, 0g(x,yU), S = 1-4 so that

(2.6l)
where the arbitrary functions Â (JU) will be determined from the boundary 

conditions, (2.58). We will follow Heisenberg, Lin and others (20) in 

the determination of the four solutions for 0( Z ,yU ).

For two solutions, we assume 0 can be written as a power series in S. ,

ÿ  - (\p'̂  .....
Substituting for 0 into (2.57) we have the following expressions for

î." - ̂ "1, = . A L .  •
To a first order approximation we may take

)
$2,C2,/x) = .

(2.62)

For the remaining two functions, we look for solutions in the form

(f> s L " ' ] • (2.63)

We substitute (2.63) into (2.57) and by comparing the coefficients of 

è and £ ̂ obtain equations for Q( z ) and ( %,/! ) which result in
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the solutions,

4ÎS. =

-5/4

(2.64)

(2.65)

(2.66)

We can now take, to first order approximation,

6xp{ g.'^Qtz,^)}
where •m

t y
Ç^Lz ĵlX) = j  [ i   ̂Az

and is the value of z for which oC (z) ; Z^is therefore a branch

point of ^  and the correct value must be taken when 0<Zj»<h. We follow 

Lin (20) in the discussion of this ’’Crossing substitution” problem and 

take a path from 0 to h in the complex X  plane such that the real part 

of Q increases monotonically. In this case the path should be below the

(2.67)

critical point Zg for nearly real values ofyU.. Thus, for real^ we have 

= 1 oi-yu, \ , org q = fsr z  > Zt ,

^-jn. = 01139='®% fjr z.< Zc. .
Therefore, 0^ decreases exponentially and 0^ increases exponentially as 

Z  increases along the real axis.
ftDETERMINATION OF THE AREITARY CONSTANTS

We now substitute fo rfrom (2.6l) into the boundary conditions 

in (2.58) using (2.62) and (2.66) to obtain four equations for ft,,^ 1̂3 

and Â . Writing M = - (I* and using the notation 0„, = 0^(0),
—» dz

^na “ 0 n. (k), /Oo”yÔCo) and the equations in (2.58) reduce to

-TUI

-rii

3Z

Tin

ë l i

\
'

ft. 0

A) ,
0 /

(2.68)
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For a non zero contribution of 0^ and 0^ to the first two boundary 

conditions it is necessary to calculate C ^ ^ 3“' ̂ 3 

to second order. We take

^  [ e ‘'»q] [ V
and we can show that, to second order approximation

y . '+  1 ^ ]  + 5^ ' ]  .

Using the crossing substitutions in (2.67) we have,

_ exp [-E  kvU")I

(2.69)

and as

a > o .031 r\j 6 fb
^31 (alo*/!)

Clearly, we can take ~ 0. Since to a first order approximation,

^ 3%
-I 12 the same argument as above allows us to assume

02<2̂ = 0. The contribution to the two boundary conditions at % = h for ̂  

can therefore be approximated to zero. Using exactly the same arguments

we can show that 0ĵ  ̂= 0ĵ  ̂ = 0 and so the contribution to the two

boundary conditions at % = 0 for 0^ can be approximated to zero. We can 

now write (2.68) as

-îMÿ„

% *3,

(2.70)
in which all the terms are to first order approximation apart from 

iN|0g| and ’̂^̂ Gh are to second order approximation in g, and

where N(x ,ju) is defined as

N(2,^) = [ 2^0 + 3,̂ j + 5i'
(2.71)
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and N, = N(0,jLl ) and N ̂  = N(h,^ ). If we write

Bj = A3 c«p{- £■''*9 (o,/U,A ,

8,.= A+exp{'E,''^q(\ju')} ,
and substitute into (2.70) the values for 0fj (i

(2.72)

= 1, -4, j = 1,2)
we have

 ̂ yĉ tr/x)f̂ o

C'"Y(o(y/̂ +«(k̂ 6 ̂  )6

o  \  / n , \  / o '

o n,ç,ck,m ) 

o ■'e' W aV J . M W / ° /
(2.73)

where cC(0) and eCĵ = eC(h)

We can generalise the coefficients of A,, Aj, 3g and B4 and write

(2.73) in the form
d.A *- ^2^2 f <̂ 383 - 0

»
•s, ft, + r,fl, +€'-»jB3 = ?
S, A, t = 0

where 0(5 ’As , Yg and <Jg ( S — 1,2,3) are independent of £ . 1

for Aj , A7’ B3 and B^ are therefore

0 el, 0 0 i< 3 0
A,xlAI - 0

V
° 1̂3

\  ^^3 0
ft,xlfll = A 0

Ô
0 ,33 
ê'ï’j 0

0 0 e'cTj ) S, 0 0 fjg

(2.74)
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BjXlAl =

•4, "4% 0 0 V , 0

li, fiz 0

V
h B̂X IA| s 0 0

0 Y, 2 % V

5x 0 A ) 4 0 0

where I A) is defined as

«1, A, •̂3 o

Ifll = /Sx 0 As
-^x 0

4 0

There will be singularities in •̂1 3 2̂ ’ Bg and B^ a
\A\ = 0. We expand 1 Ai by the last two columns to

1B\ =
tCj

+
/Î. f ix

/3. T x

<5, 4
r,

S, Sz

To a first approximation therefore the singularities will occur when

= O

(2.75)
When we substitute for oCj , , /3, and from (2.75) we find that the

above equation (2.75) results in

f Y V  +• 1 - VkcotkYh.1 .
^ 4 ** (2.76)

The equation (2.75)3 is exactly the equation of consistency found by Eady 

and is discussed in detail in Chapter 3•3» This equation yields tv70
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values for /4

where 0 is defined as

(2.77)

’I, = [ *ï!tf + I - Vk CôVW'ïkJ

It is found that is purely real or imaginary as follows: 

f| & if) ) O < Y k  < 2 4" ,

n,= 1 Z Tfk

(2.78)

(2.79)

where

l i l ’ î ' \ — YVucoVklJK,11.IJ (2.80)

To approximate the values of Aj, Aj, Bg and B^ we first note that 

these constants can be expressed as power series in g . From the third 

equation of (2.74) we can see that the first non zero term of the 

expansion of Bg is of the order £ , thus

t.  (2.81)

The fourth equation of (2.74) implies that the first non zero term for 

B^ will be at least of order g and so we can take

ft, = a, + gaj 4. g‘̂a,^+ • • • • ' )

r gai ¥ o.%+........ i (2.82)

The first two equations in (2.74) lead to two equations for a, and a^ , 

namely
+ a 2 0̂ 2 " o ,

/Î. * “z /«x = O ,

resulting in the equation of consistency, (2.75)» Since (2.75) only 

holds for two particular values of yU, , we will therefore take a, = a^ = 0. 

From the last equation in (2.74) we find b^ = 0 and solving for a, ,
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a*, f and b, leads to

a[ =. -

s

bn a V / Yr

(2.83)

b^ - V E/3a.<̂i -/B, d%]
^3^3 (oCj/Sj - ̂ z/S|)

Note that three coefficients do have singularities when *̂»/̂» ) = 0*

as was found in (2.75).

When we substitute for o(j, and (% = 1,2,3) from (2.73) we

find that to a first order approximation 0( Z , yfi) takes the form

r ()3b̂ (D.-7yu) gYz _ t/3bV^^p2^Y^)
/̂ > L C/A-yM,V.yU'>*̂ z)

-iCpCo-/i) ^ G,Xp{- G

it-yU)] ^ (/I3U, )(/< yUl) (2.84)
where

(2.83)
o((z') = U© + C^/K“'*450, 3 oCo - J Otŷ -

D,s V Y(Uo+-U,/2^ > P%= A/ki - Y(u^+ A/i) .

INVERSE FOURIER TRANSFORMS

In order to return to 0(z , t) we use the inverse transform

(2.86)
remembering that s = JÀm, In general 0( Z ,yli ) of (2.84) is a complicated . 

function but a fairly simple result can be found for 0(O,/t). Since 
04(0i/U) is small we can approximate 0(0,/i) to
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from (2.84) we find that ̂ (0,/l) takes the form

= tgV(M) f /3K lO. ( He'̂ '*X().'4U./i-u')1 - _J_ |
/9, L Uo-/»)J 2̂.8y)

To illustrate the theory as simply as possible we now choose V (yU) as 

follows:

V c / i )  =

(2.88)
The inverse transformations are dealt with in detail in Appendix A, 

We find that from (A.3) the inverse transform of V(jU.) is

V  L"t) =. boVTL Q,
ZD (2.89)

Therefore (t) has a maximum at t = 0 of and as \tl-^eo,

\) (t)-^O. The constants and D are at our disposal. Also from 

Appendix A, (A..13), (A.l4) and (A.23), we have the inverse transform of 

0(0,ytt) as follows:

0Co>‘fĉ  — — grn.Do f C-mOlfel -moib)

- e y V c  I

(2.90)

^Co, t) = 
2- 4 < If K

-  e-  E r n  D a J  ( A r  6-01 e
L | D ( ioCî o+Hrtû) Ct>Vol^) 

+ c X t A X o e 4

(2.93)

with
A = Z for t >0 and n=l for t

and where and are defined as

= /sK [ + -«Vvt» 4e^*'')(0o+ ,
X, = /S?k'ci4.eT*''X

(2.92)
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CHAPTER 2.4 

DISCUSSION

The stream funotionyGo,defined in (2 .43; and(2 .Ẑo) contains

terms of the form 0,4;)P^cosô)g"‘and thus,from the definition of 0Co,-t)

in (2.90) and (2«91 )̂ is a. combination of waves of varying amplitudes
and speeds. In the complete range for Kb there is a progressive wave term,

The speed of the wave is u,/% j thus the wave travels with the

thermal wind speed at z = 0. There is also a damped wave term for all

values of Yk, namely
^  -  niDltl+lmX
R e .

In the range 0 < Y K <  2.4 there are also damped wave terms of the

form
A| exp { - ( i mt+unX^ t > 

exp [ (-iM v iüô mlÜHrft)ÎĴ fc < o
Yh

However in the range Yb>2.4 there are two extra progressive wave terms, 

A^exp [ - i  CUo+ yjg,") v-k ^

A. exp t -t COq- ÜJ1) .
The amplitudes Ag and A^ are defined in (2.91 ) and their speeds are
0^ Ü,t\/tjVu and Oo“0,r\/-tfh. re spec

The amplitudes of all the waves contain a factor (£ ). The

amplitudes are directly proportional to the value of the thermal conduc­

tivity. We discussed in the General Introduction how we use a larger 

value than the molecular conductivity to model the turbulence in the 

atmosphere. When we increase fe, therefore, we directly increase the 

amplitudes of the progressive waves by the same amount, Similarly the 

amplitudes are proportional to D^ and are therefore dependent on the size 

of the heating function V (t) at the surface of the ocean. The speeds 

of the waves are proportional to the thermal wind speeds.
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APPENDIX A

INVERSE FOURIER TRANSFORMS FOP"V (JU) AND "0 (0,/i)

We use contour integral methods (25) to find the inverse transforms 

of^  (yU) and 0(0,ylt) defined in (2.88) and (2.8?) respectively.

THE INVERSE TRANSFORM OF V (/yl)

We have chosen V (JA) in (2.88) to take the form

V W  = Op
(A.1)

where Dq and D are constants. The inverse transformV(t) is .

therefore
—  -trryub

V c t ) =  ^  j  4m

atr J-a V  J* + (A.2)
We take a closed curve P  in the complex plane of Jik , consisting of the

real axis and a semicircle above or below the real axis. ForyU =/A^+ ,

we have
\)tt)=  Dpf" ( _J  txpT iwyigtj clt

I V  J.
and therefore for zero contribution on the semicircle we choose P  to be 

above the real axis for negative t and below the real axis for positive t.

For t>0 the only singularity inside P is a simple pole at /C = -iD and
Vm = t > o

ao
for t<0, there is a simple pole a.t yil = ID within P so that

t > 0  .
aD ’

We therefore find that

\ ) ( t )  = D o m e  J v-fc .
a,D (A -3 )
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THE INVERSE TRANSFORM OF 0(0,>U)

From (2.87) it can be seen that 0(0,yU) is of the form

^ £ 0 , / * ) =  izO(/i) 
Py (A.4)

where yU, andyUĵ are defined as

= Ua- LÜ,n , 0<?k<Z'4" ,
(A.5)

M,= Ü.+ iu,f) , y i = Up-iy,r| , o<  Vk< 1-4- , 
-fli fh.

/A, = Upf U,ij /Ai = Up - U, n , 2-^<Tf K ,
Tftw T(K

and V CyU) is defined in (A.i). The inverse transform of 0(oyl|) is

(f>cc,,t) = < 4  > _
by generalising (A.4) and substituting for V {JX) from (A.1) we can see 

that the integrals to be evaluated are of the type,

I  - j [  C/iVo*)Cm4.H/<-/*,)C.£o-/i) ‘4*- “  j  VCyi)ci/A .

(A.6)
We will evaluate I using contour integration methods and take a 

closed contour P along the real axis and a semicircle above the real axis 
for t< 0 and below the real axis for t>0. For the range 0<^YK<2.4 there 

is one singularity (yU=e(o) on the real axis, two above (/( = iD,yU=ytt, )

and two below (0̂ = -iD,0I=ytX2) the real axis. For the range 2.4<Yh,

there are three singularities (yti = , yH =0X, 3 JiA=/̂ i) on the real axis,

one above (yU = iD) and one below (yU = -iD) the real axis. The contour P 
must have indentations around the singularities on the real axis. As in 

Lin (20)for thesingularities and0J2̂ ®̂ must go below the real axis (the . 

crossing substitution) and for convenience we will take all indexations 

on the real axis below the axis. We will evaluate 0(0,t) in the two 

regions, 0^ Yh< 2.4 and 2.4 separately.

(1) 0(0,t) IN THE RANGE 0^Yh<2.4

In this region we have only one singularity along the real axis.
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Thus we have for t>0

TTCX-lDX,) 4 OTi ^  = k,
DUp+io)(-iD;,«,H-iD-A.) ÇuJ+D') u - i

j  Tc/a)4m|

(A.7)
and for t< 0

D ( ’i i ' i b ) ( t D - ^ ) ( i D - / l ^ )  ( / i*+ o '^ )(< li-M ,)C A -/‘t'> L l - K  •<.»*]
(A.8)

where K, is the contribution to the integral around the singularity at 

0X=o^Q. We take the indentation aroundyU =0̂ ©to be a semicircle below the 

real axis of radius £ ; writingyU. = o ( g + K, takes the form
(\,¥ (t<c->-ge‘»)AO€KpL"irnCoC<>t£Q*̂ ] 

-se'̂ ci>V(o(o+2c'̂ )̂ )(o(o+£e‘%a,)Coto+se'%Mi)

In the limit as £40 we find

- [1.
(A.9)

. -imcLt 
K, = -iTi («(, + 010X2) e

(dVo(«‘)C«(o”>*iH«<o>Ai) (a. 10)
In the limit as R4»and£40 for t>0 from (A.?) we have

I = iTT-f (X,-fPX^^ê + a(X,+yû \)e f (X,+ «(pX̂) c 1
L % D ( * , t ( D ) H D ; W 0 ( - « D ; U j  C J  ( A . I I )

and for t<0, from (A.8) we have

T  = irrj CX.+iDA|)ê *̂ *̂ * + ZCX,tM,X̂ )e + CX.+qCeX^W*"^ "I
l . T ô ( * . - i D X i ‘0 ^ , ) C i ï ^ ^ )  Ç u , \ [ ^ K ^ - A K A ’M  C O ' + t K o ^ ) C « ( o - A X / i , - A )  J (A.12)

Using the formulation of 0(OyM.) in(A.4) and (A.II) and (A.12) we obtain 

the following expressions for 0(O,t):

<^co,o = -smPpr (\-.-DUe"^°L  e-mob_ ^ - i ^ t  
fc>0 L i0(~l0-yÔ)(-‘i0yU2) (D((̂ o+̂ D) CD̂ 4®(d )

(t>v*nou»-A) J
r . -mpltl -molfcl - i m ^ t

= -gmPa J CX.tiPQe _ g - _S___
f c < 0  I  lP(iO;M,HiD-yUr) i O U p - i O )

CD\A^)<-ArPi'> J

(A.15)

(A.l4)
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(A.15)

where X, and A ̂ are defined as

A,= jsy[ ( i - g ” '‘ )U, + Ci+e*-'’ '^)Co«+u,/2')i)hl
= -/SVt Y ( \

(2) 0(0,t) IN THE RANGE 2.4<Yk

In this region we have three singularities on the real axis. As 

before we find that for t >  0,

V ^ K, K, t f  I f + f  + f * [  1

(A.16)
and for t <  0

iir-r-ri
. L -R yU,ff -

TTCX.tiPXQe - K, 4- +• X3+

(A.1 7)
where K , , Kj, and K 3 are the contributions to the integral at the singu- 

-larities/U =/l2 1/^ = ̂ 0 /* 5/^1 respectively. Following the same method

as in the previous section we find, when £ 4 0  , f|40 and J40^

K, =
C ' ( A. 18 )

-tïïCX.+oLpXOe'*'^"^^
CDVoCo^K»4»-/a,)Co(o-yU,) * (A.1 9)

(dV»?-)C V/i, ) (A.20)
In the limit as R 4 0 Û  ,£40 , ^ 4 0  and ̂ 4  O  we have from (A.1 6 ) for t > 0

Z  = TT» I (X,-îPX..W^^^- + c\¥/À̂ k,')£ +  (X.+ctpXa'^e*^*^^
4 iDUptiDy-io^.K-îD:><Ai) ^ CXT/̂xX/̂îMi'̂ (D̂ +«t̂ )Up-yU,)(i(o-/Ai)

CXJV’l'Xctp-yu, X/i,-yUj J (A.21)
and from (A.1 7 ) we have for t ^ O

V CX,+M.X,^g"^'" \ .
J (A.22)
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From thé definition of 0(0,yU) in (A.4) and using (A.21) and (A.22) we 

find the following expression for 0(O,t):

= - e r n Ç s f

vk I ;o(H)''iû7tt,Mt-û''a)-A) iDCAo+Hfio)
t 1

(oViJXyUfyu,) T d S i U )  J

where
n = l  fo r  t > o  and  n = i fo r  t < o

and A, and are defined in (A.15)»

(A.23)
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PART 3

THE INFLUENCE OF TEMPERATURE FIELDS UPON STABILITY IN A LINKED OCEAN/

ATMOSPHERE MODEL

CHAPTER 3.1 

INTRODUCTION

In Part 3 we consider a two layer liquid model; the lower layer 

is assumed to simulate a static ocean and the upper layer a dynamic 

atmosphere. In both Parts 1 and 2 an external heating function was 

introduced; however, in Part 3 the emphasis is different. Here, we 

investigate the stability of the model, retaining thermal conductivity 

but omitting molecular viscosity.

We choose the standard system of rectangular coordinates, widely 

used in meterological wave problems. The upper layer equations of 

motion and heat transfer are linearised upon a basic West-East thermal 

wind. This thermal wind is produced by a basic temperature field which 

varies linearly in the northward direction and in the vertical direction. 

It is shown that the resulting perturbation equations lead to a fourth 

order ordinary differential equation for the perturbation pressure.

The lower layer is assumed to be in a stationary state but capable of 

thermal conduction; thus the heat transfer equation results in a second 

order ordinary differential equation for the perturbation temperature. 

There are six boundary conditions; two of them arise from the vanishing 

of the vertical velocity at the boundaries of the upper layer and four 

are heating conditions at the boundaries of both layers. The solution 

for the perturbation temperature in the lower layer can be determined 

so that the problem is reduced to the solution of CL fourth order
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differential equation for the perturbation pressure in the upper layer 

subject to four boundary conditions.

It is shown that in the absence of the lower layer and the neglect 

of thermal conductivity of the upper layer the model reduces to the 

well known Eady problem. Criteria for the onset of instability are 

found following Eady and by using difference methods.

For the two layer model we first use difference methods to find 

approximate analytical and numerical formulae for the onset of instability. 

A second approach to the two layer model, following Meksyn (26) also 

results in analytical criteria for instability, producing first order 

correction terms to the Eady results. Finally, using the methods of 

Meksyn again the model is extended to include a variable coriolis 

parameter and an approximate stability equation is found.

It is clear that a gaseous model for the upper layer would be more 

realistic but for simplicity we have chosen a liquid model. In 

Appendix B we aim to show that the main characteristics of a liquid model 

will carry over to agoseoas model.
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CHAPTER 3.2

FORMULATION OF THE TWO LAYER LIQUID MODEL

We will use a rectangular coordinate system (x, y, z) with x 

increasing eastwards, y northwards and z vertically upward. This is 

mathematically permissible when the lerytfi of the wave is small compared 

with the circumference of the zonal circle along which the wave moves. 

However, in practice it has been found to be far more flexible than 

the mathematics would suggest and has been widely used by Rossby (27)»

Eady (28) and Charney (24). The governing equations for the two layers 

are as follows.

THE GOVERNING EQUATIONS FOR THE LOWER LAYER

The lower layer is in a static state so that the only equation 

governing the layer is the heat transfer equation (9), which with no 

external heating function takes the form

i-rfivCteiaruaT*) 
at fil

where Q* is the heat content per unit mass, is the constant density,

T* the temperature and the thermal conductivity of the lower layer.

For a liquid (lO) we have

where c^ is the specific heat of the layer. We assume that k2 is 

constant and that it is the vertical component, which is the

important part of the conduction term in the heat transfer equation. 

Accordingly the heat transfer equation may be approximated to

èï*= àll" .
àb A.C2 (3.1)

THE GOVERNING EQUATIONS FOR THE UPPER LAYER

We take the horizontal equations of motion in the form

àu ̂  -+ - IV = —_L 0^
àfc àx: àg àoc. (3.2)
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^  +  u à y  +  v ô v  +  l u  =  èjD -
àt 59 "

(5.5)
where u and v are the velocity components in the x and y directions, 

p is the pressure,/g is a mean density of the upper layer, and where 1 

is defined by
L = 2,-0.

(3.4)
with JOL as the angular velocity of the Earth and S' as the geographical 

latitude. In (3.2) and (3.3) we have ignored viscous terms which would 

increase the order of our final differential equation for the pertur­

bation pressure from four to ten, making the solution far more difficult. 

Viscosity can cause instability (29 ) and it is not clear without a detailed 

study how it would effect our conclusions if these terms were retained 

The vertical equation of motion is approximated to the hydrostatic 

equation.

O =  -J. èP — Q* 
b z  ^

For a liquid the equation of continuity is approximated to
(3.5)

where w  is the velocity component in the z direction.

The heat transfer equation (9), with no external heat sources 

can be written as
^  a. X  gtuiT)

where Q is the heat content per unit mass, T the temperature and k,

the thermal conductivity of the upper layer. As for the lower layer (IO)

we have
<Tcç = c ,c5*t

where c,is the specific heat of the upper layer. Again we assume the 

dominant variations of temperature are in the vertical direction and 

assuming that kj is constant we approximate the heat transfer equation



to

4- VÔJ + wèz - âll • (^7)
bt Ô3C Xz c,̂ , 6z^

The Boussinesq approximation (9.) has been used in (3.2), (3.3) and (3*7) 

to replace /O by a mean density and in (3.6) to ignore variations 

of yO . We will now form the linearised perturbation equations for 

the two layers.

THE PERTURBATION EQUATION FOR THE LOWER LAYER

We assume that T* comprises of a basic steady temperature dist­

ribution, Tj + (A^z-B^y) and a small departure from the basic field,

T ̂ (x, y, z, t), so that

= T 2 + ( A^z - 4- . (3.8)
In the above expression .

is the dominant term with (A^z-B^y) and T^ being of decreasing 

importance in numerical magnitude. The orders of magnitude will be 

referred to as 0(l), 0(2) and 0(3) for T^, (A^z-B^y) and T^ respec­

tively. The linearised heat transfer equation for T^ reduces to

g ‘ = a  B

/We will look for solutions of T^ in the form

=. cf>cz')e, . (3.10)

It will be noticed that T^ is not dependent on y so that there will 

be no variation in the northward direction. This is a simplifying 

device which has been used by both Eady and Charney (28,24).

Substituting for T^ in (3.9) results in the second order differential 

equation for 0(z),

+ i kc 0  O  .
(3.11)

THE PERTURBATION EQUATIONS FOR THE UPPER LAYER

As in the above section we will assume that there is a basic steady
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state and a small departure from that state. We will assume that the 

complete temperature distribution T takes the form

T -  T  + (3.12)
oco oczy 0(3)

where the constants A and B will be related to Aj and B2 as defined in 

(3-8) due to continuity of temperature and heat transfer at the inter­

face of the two layers. The complete density distribution will be defined 

as

/O = /O, - oCCfHz-By') - e(T*(x,
, V (3.13)oCO o(2l o(*3)

where yO, is the constant density as introduced in (3*2) and (3*3) and 

is an experimentally determined constant, being the coefficient of cubical

expansion (13)« Similarly, the pressure function will be taken in the

form
P= pci') +

otO oci) 013) 5̂.A)

where p(z) is the hydrostatic pressure given by p(z) = -gya, Z. + constant.

The velocity field will be as follows

U = ÜCZ.) + , (2.15)

W  =  VJL'X.M ) .
(3.17)OCO 0(2X 0(3)

The 0(2) term, U(z) is referred to as the thermal wind as is due to

the temperature field (Az-By) and is determined as follows. When 0(2)

terms are retained in (3«2) and (3«3) we obtain

lUCz) « - i .  

6z

(3.18)
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We eliminate p between the two equations to produce

and hence

UC%) =  qo(Bz  + cons\txnV. (3 .1 9 )

We now consider the 0(3) terms. Using the 0(2) results, (3.2) and 

(3*3) may be rewritten in the linearised form

&& + Uc%^ ̂  + W^(z) - t v  = -J. . (3.20)
' èt ôl P*èoc

à v  4. Uc-z^àv A r lt l =  -lL W  . (3.21)èt èx. Pi

In addition (3»5) becomes

(3.22)
a%

and for the equation of continuity we may write

àü ^  =. O . (3.23)dz
In (3.7) we replace the termwàX bywfl and V  ̂  by-vB using the

a z
approximation T(%) + Az-By and hence

+  U Cz) _ V B  +  w A  .  %  £ 1 ' . (3 .2 4 )

Thus (3.20)-(3.24) are the basic equations for the 0(3) terms.

Now proceeding to eliminate p̂  between (5.20) and (3.21) we obtain

U, 4 Utx'ià 1( +- I f ^ - à y W  - (JV2)(3w  = o
t 3îcj\ 33L ;3ÿ

and by using (3.23) the equation can be rewritten as

^ (3.25)

where ^ ^  . This is the vorticity equation and the terms t^W and
, aÿ n.

U (z)^W on the right hand side are 'baroclinie' additions to the
5y

equation. We now introduce the geostrophic approximation (21) to (3.20) 

and (3.21), namely,

u- = -yi ,
P̂\

V = JL a I t (3.26)
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u)e CV\aurr\̂  ̂ un. -VWe. use of)pnaxLfnahon.̂ fMiS

■ 13-27)

Using (3.26) and (3.27) in (3.25).results in the expression

l à "  $ ! )  • (3.28)

We now have in (3.28) a relation between and w. A second expression
arvcA.

between p and W  can be found from (3 »24)  ̂u s i n g C 3 ° 2 . % ) (3.27 ), of

the form

g  -  9 g ,  s C  *  S ' " ”  " 3 , #  ■ (3.29)

We look for solutions of p' (x, y, z, t) andw(x, y, z, t) in the 

same form as (x, y, z, t) as defined in (3.10) for consistency between 

the two layers; thus we take

Jj’cx = Pcz^ T
f (3.30), ikt'SC.-ct) I

WCoCjLjjZjO = WCz) e ) J
where k = 211/1 with L being the wave length in the x direction. We 

substitute for and w  into (3.28) and (3.29) to obtain
t f e f - t e * ( D c i ) - c ) + a ]  p  -  ,

*• ■’ jz (3.31)
U  r ((JCz)-c)4f - q£6Pl-jfei(ÜP = -qo(ftW. 

02 LiOrt J C.At/Od J C,yD, (3.32)

We can now eliminate W between (3*31) aud (3*32) to form a fourth order 

differential equation for P, namely

fe, - ik(Ucz)-c)f (£f - P\ P= O , (3.33)
cîi (iz+ L à-2.̂  /3,t' J /»,l*

For the earlier part of the work we take /â = 0, thus ignoring variations 

in the coriolis parameter but in Chapter 3*6 we consider the case when 

^4= 0. At this stage, however (3*33) reduces to
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THE BOUNDARY CONDITIONS

Thus (3.11) and (3»3̂ ) are the two basic equations we wish to 

solve. To complete the system of equations we need to introduce six 

boundary conditions and we choose the following:

(1) The vertical velocity is zero at the atmosphere/ocean 

interface,

W s o  ckV % = o . (3.35)

(2) The vertical velocity is zero at the top of the atmosphere,

W * O c k V z  = V\. (3* 36)

(3) Continuity of temperature at the atmosphere/ocean 

interface,

T = T *  2 = 0 . (3.37)

(4) Continuity of heat transfer at the atmosphere/ocean 

interface,

fe,il s qV %=o. (3.38)

(5) It is assumed that there is no heat transfer at the 

bottom of the ocean, z = -ĥ ,

6%*= O ^  (3.39)
Ẑ.

(6) It is assumed that there is no heat lost at the top of 

the atmosphere,

^  O aV ZtiW. (3.40)

Using (3.32) the first two boundary conditions become

(1) Ja, (J3p (Ot2.l-c)dP - u'(z) Pi S.O a.y r = o , (3.41)
c,/>, L di

(2) fe,, Jl̂ P _ ik 4E - ü'hdPl . C) a V z - K .  (3.42)
c,A I Si J
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Using (3.22), boundary conditions (3.37) and (3.3&) and (3.40) become

(3) JL i f  ah z  = o ) (3 .4 3 )

(4) _b* i2f = z = o  ̂ (3.44)
goC dix̂

(6) i f f  = 0  a t  % = k  . (3.45)

THE SOLUTION FOR THE LOWER LAYER

We can now solve (3.II) and using the boundary condition (3*39) we 

obtain the solution

(f>C±) ̂ DcosVtC'tiC'z.+Ki')) (3.46)

where D is an arbitary constant and

-fec/Dj_C2./tê  * (3.47)

By substituting (3*46) into the boundary conditions (3*43) and (3.44) we 

obtain

Ju. if I - D&osk.l'SWi) 
qp< At I ^i-.o

te, (PP I = tej'SDsmte('SK,).
(3.48)

goc
Thus D can be eliminated between the two equations in.. (3.48) to 

produce one boundary equation for P, namely

o aV z=o. (3.49)
b,

We now have a fourth order differential equation,(3.34) and four boundary 

conditions, (3«4l), (3*42), (3*43) and (3*49) for P. We will define

£=  b,/cte , (3.50)

: (3.51)

H « t e a ' s / t e l
(3.52)

and thus the system of equations to be solved is
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£, i^p - i CÜ(z)-c') r iff -T5^p] = 
/o, 51^ L J

subject to the boundary conditions

=. O (3.53)

£ (^ -if CUtz)-c.')4P - 0'tz->Pl =0 ay z = o,h
/3, I ■*

41E -  H d f  = 0  a V z  = o  
dz^ dz

iîE  = o 
dz"̂

qV

(3.54)

VALUES FOB CONSTANTS IN THE MODEL

In the following work we take the height of the upper layer to be 

the height of the troposphere. We have taken the following average values 

for the constants in the model (13, 15):

UPPER LAYER LOWER LAYER

W  r 1 6 c m r 5 X >0*CTYV

* g cm’̂

c, =  ̂ ®c"‘

te, - a-4i x\o'̂ 3cm'V*oc'‘‘ tê a 5*6 1%\eT^ J cm

(5.55)

We have used here the molecular values of thermal conductivity. For eddy 

conductivities the values of k, and kj, are approximately 10^ times as . 

large (5). It is clear that S , being the same order of magnitude as k̂  

is a small quantity and thus will be exploited in the methods used to solve 

(3.53). We have found that UCz) is a linear function of z. Using average 

values, U (0) = 600cms~* , U(h) = l400cms“* (24) we can formulate U(Z) 

in the form

UCz') = Uq +• (^z/K-VaO,) (3.56)
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where
Ug. =  l O O O  C.rriS
U| = cm s:: 1 (3.57)

From (3*52) and (3*47) we find that H takes the form

H - bi Ci-i) .

Using (3.50) We can rewrite H as

H = [ /̂ aCjtea/zte.c,] ̂ +0Lnk[c%-t)k^[ky7^C2/2teJ . (3*38)

For large wavelengths k, we can assume (^2 is large and the

asymptotic expansion for tanh can be used. Since k, and k^ are of similar 

orders of magnitude, /2te|C,l ̂ will not be a large quantity. We may

theefore take H as

where ^
X = [  /Zh,,C%]

(3.60)
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CHAPTER 3.3

THE EADY MODEL

Before solving the two layer problem defined by (3.33) subject to 

(3*34) we will look at a simplified situation, studied by Eady (28).

FORMULATION OF THE MODEL

If we consider only the upper layer of the model the governing 

equations will be (3*2), (3*3), (3*3), (3*6) and (3*7)* Further if we 

ignore thermal conductivity, the heat transfer equation (3*7) will 

reduce to
àl +• + N/ÔT + =• o.

à z c  è z (3.61)

Following the same procedure as in Chapter 3*2 we find that the pressure 

function P(z) satisfies the second order ordinary differential equation

( i f f  _ = O
(3.62)

where is defined in (3,31)* This is the model investigated by Eady.

The two boundary conditions chosen by Eady were 
w  = 0 at z = 0 and z = h.

The simplified form of (3*33) for this problem is

-cl ̂  - Ô tzlPj J
thus the boundary conditions become

- cl (if - u'czl P * O aV z = 0;Vl.
(iz

The Eady problem thus reduces to the solution of

A2Î - = o

subject to
COtz)-c)<^ - = o aV z = o, Vl .5z

THE SOLUTION FOLLOWING EADY

The solution of the differential equation in (3*63) is 
Pcz') = V

(3.63)

(3*64)
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where C and D are arbitary constants. If we substitute (3*64) into the 

boundary conditions we obtain two equations for C and D, namely

C T (Ü,-o,/i-o')- Ui/jJ + D ®  ' I ( 6 )

where
Ü = Ü0+- U.CZ/K-'/i'l.

The two equations for C and D in (3•65) leads to an equation of con­

sistency, namely

After simplification this can be written as

L J (3*66)

Before discussing (3*66) we will look at another method which yields the 

same equation of consistency.

THE SOLUTION BY DIFFERENCE METHODS

We will show that difference methods yield the consistency equation, 

(3«66) without solving the differential equation defined in (3*63)•

Using central differencing formulae (3O) for the boundary conditions at

z = 0 and z = h respectively, we have the following (n + I) equations for 

^ , i = 0,1 , .....n,

< Dq-C + u, C ̂ -^1) P© “  ̂q>-C P| ■» o ̂
Pj; - (a.+rV/n'*-') pL̂., f P1V2 = o  ̂ > (3.67)
(-Ug+C - O i / q, )  Pn_, + CVft-C + U,(( -̂Vn)) = O  . J

The (n+ 1) equations thus result in the equation of consistency which

can be written in the form
-UetC+q/i O O

1 I o
O \ “(2V<y/n') 1

O
O — C -* Ug-C +u,(

= O-

(3.68)
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The smallest value n can take is 2, and we will show later that in the 

limit as n p o  we obtain the exact consistency equation, (3*66).

For n = 2, (3*68) reduces to
-32^ (u©-cf = o 

4
so that the solution for c is 

C = U© .
For n = 3 the equation of consistency reduces to

COo-e.̂ '̂  = y/
36

For 0< Kh *< 4.28 c will be a complex quantity and for 4.28^  Y h, c is

purely real. With n = 4 we find that

-3

so that for 0*̂  "ÿ h <  3*42 c is complex and 3*42^Kh c is real. Finally 

for n = 3,

\oo
where X  = 2 -H V^hf/23 and so for 0 ̂ K h  <  2.5 c is complex and for 

2.5 ̂ "tfh 0 is real. When we discuss (3*66) we will find that the values 

for c at n = 5 are very accurate approximations to the exact results.

We will now look at the general equation of consistency (3*68). 

Using the notation that the whole determinant and. A 5 is the

determinant of the first s rows and columns in the lower right hand

corner, the following equations can be deduced:
An.,: (.0^-C¥0,C\-i))àn + CÜ6-c-0,/a)An-, = O,
Afi = — C 2 . + A n - i  ~ An- a  ,

« *

#

Ash - - tx+'tfV/n'*') Ag - A ^
.

%  -  C X +  A  -  A ,  ^

= -  C a + ifV /n '^ ')  A , f  C U e -c + a /2 ,)^

A ,  = Uo-&+ u, .

(3*69)
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* j. (3 a * #» m ̂
(3-70)As = A castes» + 8sLnhs&.

Using the result that

As,, + As-, = Zcoske A &  J
we can define 9* from (3.69) as

9 =  coskr' 1 "̂I -  . ( 3 . 71 )

The equations for A ,  and A ^  will define A and B. From the equation for 

A  2 we have
A cosW a^+* BsunW2.9 a.coste^[ftcosV\©'+8stAW©] +  Uo-c+ .

and hence
A = - U o + c . (3.72)

The equation for leads to an equation between A and B,

A cosV\9  f  6s (/ik9" = O d -c + Ü,

and by substituting for A and cosh9 from (3«71) and (3*72) we obtain

Bsunte» = - -gV fu,-c,+ Ü.ti.') -ü./n (3-73)

where from (3*71)
r 1

s u n k e -  =  I \ +  * £ V ’| .
I  4n'^J

The equation of consistency, Ani>l = 0 can be written as 

C ü c . - c + ü , ( n ' z ) )  t  A c o s V \ n9 + 6s t n K n9l

+ (U@-c-u,A) L AcoskCn-09 f BsunkCiA-OG] - O  .
(3.74)

When we substitute for A, B and 9 from (3*71), (3*72) and (3*73), (3*74) 
becomes an equation for c.

When we substitute n = 2, 3, 4 an d 3 (3*74) will reduce to the

formulae found earlier in this chapter. We now wish to find the values of

c when n-> oo .
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From (3*74) we have

A  |^CUo-c-*^'/a')[(\tcosKe)co^Kn9-sunVv9S(jnWn^+ üi/ncoskne}

+ B ^CU()-&-ü,/%)^(\ + cosk»^sunVin6'-5iJn\i6'C05V\nD]4 t),/n%inhne^ = O

(3.75)
It is necessary to find thelimits of cosh(n9) and si’ïihCne-) as n -» oo 

From (3.71) we obtain
e^+ e“^ = 2 ( 1 +  rV/an*^)

Q,and we multiply the equation by 6 to produce a quadratic equation for 

© ; taking the positive root we find

=  1 +  +  -tth. Î 1 +  TLlii'ln  L 4n»J
When n is sufficiently large we can now write

e ^ =  , + m  ^ o(x,) , 

e ^ =  I -  +  o ( x , ) .

With the result that

JLvytv (  \ +  oc/ri^ =
n->0o

we have

L i m  Lim I I +"£h +
n-̂ eo n-»eo

and hence
L w  cosVunP = coslnlfk J I 
A ̂00 V

Lira sunVvA9 * suaVitjVv^ (3.76)

Substituting into (3*75) the values of A and B from (3-72) and (3-73) and 

using the limits (3*78), retaining terras of order yields

( -0 ,+ c -  ‘'i/2^Uuo-c-Oi/2 )itW+anViïk+U,j + U,(Oo-c-‘'>/a) +Üi 4ankVk = ow "ÿVv
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which simplifies to

C ÜQ— = U|^ ( i  + V V  -  (3 .7 7 )
- v V  4-

This is the same equation found by solving the differential equation.

INVESTIGATION OF TEE EQUATION OF CONSISTENCY

The equation of consistency, (3*66) found by both methods can be 

written as

(U o -c )^  = - VqnVi’̂ j  (3 .7 8 )

where Ug is the mean velocity of the zonal current and U| = •

The right hand side of (3*78) has one zero at approximately “̂ W = 2.4.

When 0 ̂  Vk. ^ 2.4 the right hand side of (3»78) is negative and when 

2.4 <  TJVv the right hand side is positive. Thus if we write

= [ W  + •ÿhcôVW’yw 1] ̂  (3 .7 9 )

we have the following values for c

c  = U, ±  ijJ. J cttk') , o < i f h < a * q -  , (3 .8 0 )
”yvt

c = Oe± ^ , 0.-4 <. Yk . (2.81)

To interpret (3*80) and (3*8l) we return to the formulation of the 

perturbation pressure, P ̂ (x, z, t) which in (3*30) we defined as
I Q  *lkC‘3C-ct)

P C o c ,z ,fc )  s P c z.) e

When c has a positive imaginary term, the resulting wave term grows

exponentially and is therefore unstable. For the region 2.4-^ , c is

purely real and so only progressive waves are formed. For the range 

0 ^  TTV» < 2.4 however c is complex. There are two values for c; when 

c = Ü5- tO| ) the wave is damped and tends to a zero amplitude
■7k

with increasing time but when c = ^  ̂  ^  ̂ an unstable wave

exists.
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The unstable wave will double its amplitude in a time t, given by

teU, aCl5V)t, = 0.633 .  ̂  ̂ ^
•yVv (3*o2)

The function d(TJh) is zero at 7Î h = 0 and Y h = 2.4 and attains a

maximum at Y h = 1.61 of 0.3» The maximum growth rate is associated

with a wavelength , where

b çk  ^  = I* é l
“T  (3.83)

since the definition of Y from (3*51) is

Tf=
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CHAPTER 3.4

AN APPROXIMATE SOLUTION OF THE STABILITY PROBLEM USING DIFFERENCE 

METHODS

From Chapter 3.3 the method of differencing has been successful in 

obtaining a consistency equation and so the same method will be used here 

on the two layer model formulated in Chapter 3*2. The system of equations 

to be solved is

ê. ci^ - I CU£z)-c') [ iff s o

subject to

e -i U ü C2.)-c)4£ - u'cz) p] = o  aV z=o,W,
p, diz.^ L 3z  J

<E£ -  H d P = o  aV z = 0  1 
A2

<££ = o a.V 2 ate. .

(3.84)

(3.85)

As before we take U(z) in the form

Utz-) a Uo + U, (2/h.-'/a) . (3.86)

THE DIFFERENCE METHOD

We divide the space z = 0 to z = h into n intervals and using the 

central differencing (30) formulae for P̂ ^̂  and for P̂ '̂  ,

f  a I Pca- +P.V, f 6 p.- -4P;-, t fV-a] /  (

Pi” = I P.V, - 2.?,- t P(„ ]
we transform (3*84) into (n-3) equations for P̂ , 2 ̂  j ̂  n-1,

% éPj -  4Pj., 4- P j.a l

.  T 0,-cv o . [ V y ] [ P A i -  ^ Pj-] 'L J L (

(3.8?)

(3.88)
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We use the following forward difference formulae (30)

%'"= [  -  3 P,Va +  3 P.V, -  P .-l

T' = [p|f% - iPiVi + P|]
Pi' - L P .v .-P il/l^ i) ,

to transform the two boundary conditions z = 0 to

Aj. - 2P, + Pû - P| -Po] = O  ,

&  [P3 - 3 P;, + 3 P ,- P„] -  ÿ  (  U .-Ü, - c )  [P ,-P ,] + jj, P,

Similarly using the backward difference formulae(30),

f ( ' =  I.P, - 3P ,., +3(^ .1 -  P i-g ] / ( n ) ^  J

P; = LP( - 2.P1-1 + Pi‘-i3 / ( n) ) 

Pi'=LP.-Pi.J/(̂n),

= o

(3.89)

(3.90)

(3.9-1)

(3.92)

the boundary conditions at z = h can be written in the form

^  Pn’ ̂ *n-i ̂  ̂  ̂ n-2" (^o+^‘ - ^ ) [ P f > " ^  ^  ^  > (3 • 93)

Pn “ ̂ Prv-» ^ ̂ n-a = O • (3*94)

We now have (n + I) equations in (n + I) unknowns, namely ,

P| , .....Pn* The equations can be written in a matrix form,

'^n£ = S
where is the (n+ I) x (n+ 1) matrix formed by the coefficinets of 

in the equations (3.88), (3«90), (3*9l)i (3*93) and (3*94). The system 

is homogeneous, producing an eigen value type problem. For the equations 

to be consistent,

I A j  = 0 .  (3.95)
Thus there are only a finite set of values for c for which the equation
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(3*95) holds. Using the notation

( Oo t ( j/n.
s - a +
vn = hVn̂
E ”

(3.96)

we can write (3.93) as

UHh A

£ —4E-InvqJ t E —4-E-trrvÜj £ = O

...................... o o % -1 I

(3.97)
As in Chapter 3*3 we can now take small values of n in (3.97) to 

determine approximate values for c. The smallest value of n in this case 

is 4, producing a (5 x 3) determinant. The cases n = 4 and n = 5 are 

dealt with in Appendix C. We will look at a general case immediately and 

look for solutions for c for general n. We will be able to check these 

formulae for c with the particular roots found in Appendix C.

TWO PROPERTIES OF THE DETERMINANT |A%|

Equation (3.97) gives the general form of I A^l, an (n + I) x (n + 1) 

determinant. The determinant should produce a term of the form * .

However it is easy to show that = 0. This term is found by retaining
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the first and last rows and only terms containing £ in the remaining 

rows. This determinant, Af| is of the form

\ + h MA

I

•a-bün.

3
-4"

I o o

-3 I o
é - 4" I

1 - t -4- 1

0 -1 3 -3 1
0 0 I -Z  1

row 3 + ... + row n-1) = row n

(3.98)

and thus A^ = 0.

The second result may be obtained in the following way. We consider 

now the term independent of £ , ignoring the g. dependence in H. This

term, denoted as A^ takes the form
I+KH

A ' A
CJk-C4ü/-A’y

O - I

I o 

o o 

S  -I

-I

o

o I

(3.99)
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The determinant in the above expression, (3*99) is a quadratic in (Uq-c) 

and it can be shown that the coefficient of (Uq -c)^ is independent of 

H. We substitute U, = 0 into the determinant and find the coefficient of 
(Û  -cf", denoted by  ̂takes the form

ill

“n n
I - 1 0  0

o - 1 5 -I

- I o
I
-2  I

(3.100)

By adding columns 1 and 2 it can easily be shown that is independent 

of H.

TWO SERIES EXPANSIONS FORc

When lÂ l is expanded, it can be written as a series in powers of G ^
Itremembering that H = (l-i)XSc^. We can write (3»97) in the form 

 ® (3.101)

where Q ̂ (c) is a polynomial of order r in c. Note that the two 

properties shown above have been used in writing (3.101). The first 

two terms in the expansion (3.101) can be written as

q I'cc) r  Un-i ̂ B.CUo-ci'̂ +ba.Cüo-c.̂ O, + bjü,

+ oi,CÜe,-Ĉ O, + .
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When we substitute for these terms in (5.101) the equation in c becomes

(d,(ü»-c)U, + )j

W  %  I*?" * ............ + % ' ] = o  •(3.102)
We will now consider the roots of c. The solutions fall into two classes. 

In the first place there are solutions for c in the form

C = Co + C, K + ' ' ' ' (3.103)

There are (n-1) values for ĉ  found by equating the term £ * to zero in

(3.102),

0® - O )

c«’-= Ui* <4-(V-k)u, ̂

1.Î» üo-'(<g-t)ü, 

t, = U, * diU, .

(3.104)

n.-»In the second place there are large roots for c found by equating Q, (c)

and 6 in (3.101). The series for c takes the form

C a a® 4 2:» *• q-i ̂  ‘
Ê £^x (3.105)

Thus a. is found by equating the term £ to zero in (3.102) and we

obtain

= [ (i-t)Ahd.U,] .L nb, J (3.106)

The solution a^ = 0 does not produce a new root for c as it can easily be 

shown by equating the term E in (3.102) corresponding to = 0 ,that 

the next term in the expansion of c, namely â  is also zero. This value 

of c now reduces to the root corresponding to c = c@+ ' ' '



(84)

We have found n values for c for which I Aq| = 0. Using a simple 

example in the form of (3*102) we aim to show that these are all roots.

We choose an equation of the form

Cc-y3)( C-ir") * (3.107)
From the expansion (3.IO3), c = c® + c, + .... , we have three values

for c g which are , "V and 0 and from the expansion (3.105),

C = q© t 2» • we have one new root with a^ = 1. If we square (3*107)

we produce a sixth order equation for c with roots at approximately 0, ,

yb(twice) and (twice). We can see now that we have indeed found all 

the roots of (3.IO7). By the same argument an equation of the form

( c - d V -  - Cc-f,.,) = O

has (r + 1) roots.

GENERAL FORMULAE FOR THE ROOTS OFc

We will now proceed to find the general formulae for the n roots of

(1) The (n-2) Values for c.

To find expressions for c® we need to look at lÂ f with £ = 0, 

ignoring the dependence of H on £ . This terra, denoted by r̂\ will take 

the form

a
o -I

O 
o o 
S -I

— I 5 -I
O O eC
O 1 -1

O

(3.108)



where

Z — — bn

oC = COq ĉS) + >̂/i
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(5.109)

^ = - pc + î/a ,

It is the H dependent terms of , denoted by A,^ , which when 

equated to zero produce the (n-l) roots, c^,c® ....  c®* .

1 - 1  o o • 
a b o o *
0  "I i  - I o

-I ‘<5 
o o 
o I

- I  

üL

-2 I

o

fl

= 0.

The first (n-2) roots are found by equating the factors outside the 

determinant in (5.109) to zero as shown in (5.104). The root c®"* 

is found by equating the determinant in (5.109), referred to as to

zero. Expanding by the first two rows D,!̂ reduces to

Dn = Ca+b)

S - I
-I S -1

-I Ô 
ol /3 
- 2  1

= yilt>n-s n
(3.110)

where I Dn-il is of order (n-l) x (n-l).
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We can evaluate I by using recurrence relationships. Using

the notation that |D$| is the (s+l) x ( s + l )  determinant in the 

bottom right hand corner of |Dn-%l , we can form the following 

recurrence relationships:

\Dn-ib = cïlDn-jl - lDn-+l >

I Dll - <SlD,l ^

1 0,1 = <*.¥ Z ft .

We will assume that

(5.111)

(5.112)ID5 Ï » AcosVis©* + 8 s u i t e ^  I ^  f i -z  *

Since

+ I Dg-)I = A^costeisvOB* + costeCs-Oe]+B^smkcsfi)©'+

= Zcoste.^ I D5I
we can take & = 2 cosh9 so that

(5.113)coste 9 = \ + .

Using the equation for lD%| in (3.Ill) we find

A = /3 (5.114)

and from the equation for ÎD,J in (3.Ill) and (3.114) we deduce

8 s  ( c< + a/3costed V  stnW9. (3.115)

Using (3.113), it can be shown that
1 Va

SUTite 6 = *2te. I* \ IÛl 1n L J

We finally have for I ,

\Drv2' = /icoste.cn-z'iô- + C/.+a/S-y3côsViB^ sinte.çn-2)9 ,
s in k  9

(5.116)

(5.117)
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Substituting for o( and /& in (3*109) produces

“ [-0®+c+0,(2-‘4)]cosVUn-x̂ e- SLnteCH-2)9
^ J s i n k ©

Since c is the value of c for which I Dy\.%I = 0 we have

(3.118)

üo + 0 ,[ (z - i)c o s V i(n -2 )9 -(k ’*’̂ »(i-i))sinVt(n-2)e/soiV ieJ

cosV\.Cn-2̂ 9 - sunkCn-z^O'/suikB-

(2) The (n-l) Values for c.

(3.119)

To find the values for ĉ we equate the terra in to zero in (3.102) 

It is easily shown that the value of c ̂ corresponding to c® , c® , ....
n-3 and is zero and so it only remains to find the value of c, ,

referred to as c corresponding to c®~‘ . From (3*102) we can see

that

c«-' _ [k,(u.-cr)^+ V bs u,q

n—I

Since, from (3*102) corresponds to the term (d,(UQ-c) + d̂ U, )

(3.120)

we can easily find d, from (3.II8) as it is the coefficient of (-c) and

thus

A, s J .[-c o s k (rv -i')e  8uiWtn-i)e-/sinh.eJ .
n L (3.121)

To find an expression for the numerator in (3*120) we first take the H 

independent terms of the determinant in (3.IO8), namely

lAJ =

I -I I o •
(X b O O * 
o —I 5 -1 o

o "\ ^ -I o
. 0 O o( /3
• O I -2 I

(3.122)
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When we expand by the first two rows we find 

\df|l =
but for r^ n-2, Id̂ l = ID̂ I and therefore

\<iŷ l = -CklDn-s* (5.123)

For the value of the numerator of in (3*120) we substitute c = c®

into Idyyl . Since i Do-%1 is zero when c = c®"' we only need to 

evaluate -a |Dn_̂ l at c = c®"’* . Thus, the formula for c""' is

di,C>-i)AV\ CU®+3^0,V'^/n (3.124)
where is the coefficient of Uj in (3*119)*

(3) The Value of â

From (3.106) we find that a© is defined by

a® 5 •

We already have an expression for dj in (3*121) so it only remains to find 

b, . Since ldy,l is the term |[b|CU®-ĉ v̂\ojC Üo“OÜ, ■*" bj Ü,̂  1 in

(3.102) we can find by by substituting U, = 0 in Id*! . Using (3.123) 

and (3.118) we find that

L -  c o s te (A -3 )9 - &osk.Cn-i)9 -% jC hL  Î  s tnVvtr>-3)9 -  stnV\Cn-i^9j 
' a.n'“slriVv9

(3.125)

and therefore

(M iXhU, (-cosh.(n-a'ie Cn-2)9/sLn.h.9)

(3.126)

(4) The Value of a,

The next term in the expansion for c in (3*105) is found by equating 

the term of ^to zero. It is easily shown that â  is zero.

We have now found the first two terms of the expansions of the n roots



of c. . These can be . summo.rised as follows

c‘ =

A 4  A-lc = G©
ao£-I

O C O

t 0C£)

+ 0(£)

+ O (&)

*■ 0C6) 
+ oce*>

(89)

(3.127)

where c®̂ "' , c*"' and a^ are defined in (3*119), (3*124) and (3*126)

respectively. The formulae of (3*127) are checked by substituting n = 4 

and n = 5 and comparing the results wifh Appendix C.

LIMITING VALUES OF THE ROOTS FOR c

Following the method introduced in Chapter 3*3 the next step would 

be to look at the coefficients in (3*127) in the limit as n-^00. The n-3

roots of c, c^ , ft-2 will tend to the continuous function,

c = OCx)
which is the root produced by ignoring the fourth order differential term 

in the equation for P,

n-lUnfortunately the limiting process for c and c*̂  produced difficulties,
t̂land although a limit for c^ could be found, namely

Lirrt c©'* =. + 0, r - +cxn>t'îfKl ,

C|"*and a^ did not have finite limits* We found

L im  c f  ' =1 00  ̂ L i m  a® o  .
rx'̂ 00

The fact that a®-^ 0 may imply that this root does not exist for the 

exact equations but it is hard to explain the limit of L However for 

finite n we can use the formulae in (3*127) for approximate solutions of
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RESULTS AND DISCUSSION

We have seen that the method- of differencing produces n roots for 

c. To investigate stability of the system we return to the formulation

of P^andw in (3*30). Both functions contain the factor
-Ikch -ikc.k kc,t _  ^0 = € 6 where c = c* + iĉ / Thus when c 0, an

unstable wave exists. Looking at the roots in (3*127) the roots

, ....  c^ ̂ are to the order purely real and therefore do not

produce instabilities. From (3-126), a^ is a negative imaginary terra 

which would produce a damped wave; the only root to produce an unstable 

wave is therefore *»• • * * ,

From (3.119) we see that ĉ ** is real and from (3-124) c,'*“* is 

complex. Writing c^“* as,

c ”- ‘ =. i c j ”'

it can easily be seen that c i s  approximately c^ *.

For n = 4 and n = 3» the analytical solutions for c are relatively 

simple and following Eady we investigate the value of c^ as a function 

of Yh. Graphs of the two functions c^ and ĉ  are shown in Fig. 1 and 

2 using constants as in (3-38) with wave lengths of order lOOOkms,- an 

average wave length for such disturbances. These values are for molecular 

thermal conductivities. For eddy values £ is 10® times larger, thus 

c ̂  ' will be unchanged and c^ * which is of order S^^will increase by a 

factor of 10̂ ^̂ . Unlike the Eady model instability occurs for all h 

with a maximum value at ^h = 3 for n = 4 and 9h = 2.3 for n = 3- It 

must be remembered that these unstable waves grow slowly as they are 

produced by second order -terms. The waves travel at a speed, ' which 

is of the same order as the thermal wind.

For larger values of n the computer is needed to calculate c”**' 

and we now have a choice of method. The formulae from (3-119) and (3-124) 

can be employed immediately or one could return to the initial formulation
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of the consistency equation (3*97) and use computer methods to reduce 

the determinant and find the roots. Both methods were used and the 

results from the two methods were the same within our needs of accuracy. 

The details of the determinant method are given in Appendix D. Values 

for c’'”* are presented in the Tables 1 and 2 for n = 3-11 and for various 

values of ÿ h and wavelength L = ZTT/k. The main points to notice from 

these tables are:

( 1 ) For all n, the speed of the wave, cĵ 'increases with Tfh and is

independent of L and is of the order of , the speed of the thermal 

wind.

(2) For all n, there is a maximum of ĉ * for a small value of Vh,

(n = 3, maximum at T)h = 3, for n = 10 maximum at l(h = 1 ) and the 

value of "ÿh for the maximum decreases with increasing n.

(3) As n increases, more maxima and minima occur for c^ and some 

negative values do occur.

(4) As L increases, c ̂  increases.

Thus to sum up, we have found unstable waves for all values of Y h, 

unlike the Eady model. However the growth rates are very much slower as 

the imaginary part of c is found in second order terms. We have not 

found the Eady unstabilities in the region 0<C Yh <2.4 appearing as first 

order terms in the series expansion of c. . This is perhaps to be 

expected as the equation of consistency for this model, (3-97) cannot 

be reduced to the Eady equation of consistency, (3-68) merely by 

substituting €. = 0. In the next chapter we follow methods of Meksyn 

and find that the Eady results there are first order terms . in a series 

expansion of c.
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Figure 1: Variation of Cjwith Yh (L = lOOOkms)
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Figure 2: Variation of CjWith^Jh (L = lOOOkms)
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CHAPTER 3.5

AN APPROXIMATE SOLUTION OF THE STABILITY PROBLEM FOLLOWING MEKSYN

We now aim to find criteria for stability following methods of 

Meskyn (26). From Chaper 3»2, (3»53) and (3*54), the problem is to 

find a solution of

è 4ÎP -i (ücz)-c')[ = 0
Px iz H  L 3z* J

subject to the boundary conditions,

Ê. dip - i  [ (ütz)-04P -  pi = 0  aV" 2 = 0,Vv ,
P\ èrz.'̂ L Az J

d!P  ^  H d P

= o

aV 2 = 0  ̂

ciV z= h .

THE SOLUTION FOLLOWING MEKSYN

We introduce a new parameter Z defined by

Otz1-c = U,(Z-Zt.) , 0«2^1,
where Z is a complex constant. The above equations can now be 

rewritten in a nondimensional form, namely

(3,128)

< iif .  i X ( z - Z c ' ) !  - •» '? ]  
az+ L jz* j

subject to

(3.129)

#  -  :xrcz-7c'>4£ -  p] = O at Z = od2® L Jz J = 0 ,1,

_  kHjf = () aV Z s O  ,

dz^ jz

« V  z = l  .

(3.130)

4!P 
dz'

The nondimensional quantities,A and V, are defined by

X = = Tfh. .
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It should be noted that X  is a large quantity and plays the part of a 
Reynolds Number (31)«

Following Heisenberg and others (20) we can look for solutions of 

P(Z) of the form

P(z5 = f ■ ■ ■ (3.131)

so that 2jf(Z) will satisfy the differential equation

= o  * (3.132)
A 2 *

clearly the two solutions for 7^^(Z) are

It is convenient to have the first two solutions for P in a slightly 

different form from ^  (Z) and we shall write them as Pj (Z) and P̂ (̂Z), 

where

I

It can easily be seen that a boundary layer will exist in the neighbour­

hood of Z = Ẑ  . The solutions P, (Z) and PgCZ) are good approximations 

of the solution to (3*129) away from the boundary layer.

We now introduce yet another new parameter, f| defined by

Ï] = ( z - z j .

The system of equation, (3*129) and (3*130) become

41P -infiLP -k*p1 =0 
dtjt I J

subject to

- Mjp =0 at ,
aif|^ ar|

AIE = o at n=n. .
4 '  “

(3.134)

(3.135)

(3.136)
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where the constants'R, M, and (| are defined by. 

R*= X"*'3 Tf,'

*1. = -x"3Z_
(3.137)

( I - 2 J

Later it will be necessary to know where Zq lies in the complex 

plane. As in Part 2, we use heuristic arguments to assume that

2 c = a-lt (3.138)
where a > >  b and O4: a, b,^ 1.

Meksyn (26) has used the Laplace Integral method to resolve equations 

of the form (3*135) and so we will look for a solution for P( t| ) in the

form

(3.139)
where c is some curve in the complex t plane; this will be a solution of 

(3*135) provided that

(3*140)
c

where
(6c

We integrate by parts the last two terms in (3*140) to obtain 

Accordingly a solution of the form (3*138) is possible provided

and

^  R")j - = o

We can rewrite (3*l4l) as

(k\-R'e'%%) 4% + U*+SJt)7 . = o.

(3*i4i)

(3*142)
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The variables can now be separated to give

4% + d t f  t v  r V ’»’»+ 4- _jà____1 c o
% L (t3 - r V ’”») f » -  e *e‘"/3 J

which can be integrated to obtain the solution for%, namely 

Thus a solution for P( fj ) exists in the form

P(r)5*|(t-R e'W t)' i t
C

where the curve c is chosen so that, from (3.142)

(3.143)

(3.144)

(3.143)

(3.146)

From (3.146) we can see that t = Re'^ and t = -Re'^ are branch 

points. If we write t = re*^ then

-k^= -r ‘̂(cos3©'*i-tsiri3©) *
Accordingly exp(- ĵ t̂ )-> 0 as r*̂ «>o provided that cos39’>0* the following

cases are therefore possible

- E  <  SP' <  E  i.e. - t t  <  ©■< H  ,i 3. 6 6
1 S < 3 & < 5 H  i.e. E^e-<S1!  ,
1 2 2 6 ^

IE  < 3& i.e. tR<  ̂ %2 2, 6 1

(3.147)

and the three choices for c are shown in Fig. 1. As in the case discussed 

by Meksyn only two of the curves, oC,/̂ |, A^Bg and Â Bq. are inde^pendent.

-The three paths, when described consecutively in the same direction correspond 

to a closed path round the origin. Provided the curves lie within the branch 

points - RS ̂  , the integrand is regular inside the closed contour and 

the integral vanishes.

We will choose the curves A^B^ and A^B^ for the two independent 

solutions, Pg (fj ) and P^(f|) respectively so that,
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- R e  '%

Fig. 1: Three possible paths of integration for P(l7 )
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^ j  ‘ CfcvRe’̂ )̂* ^ e/p[-^k?- jm , s=3,4-.
AsB;

(3.148)

(3.149)

(3.150)

The two solutions P, (21) and can be rewritten as

I^CZ)= =6'*'’ ,

P ,(z)=  ?,(»|) .  e -l" .

The general solution for P( ) is therefore

Pt>)̂  = +• BP̂ df)) + CPgCt]) +- DP̂ (i))
•fwhere A, B, G and D are arbitrary constants.

FORMULATION OF THE EQUATION OF CONSISTENCY

We substitute (3.150) into the homogeneous boundary conditions (3*136) 

to obtain four equations for the arbitary constants A, B, C and D,

+cn+i>^y]o) + = o ,

t  + CtL+i)PjCt|J + Da+i)P+li|^) = O ,

'flzP.d^.l + t  + Dt RvCJIô  = o ,

A f l ' c n p  ̂  B P " t v  + c p X )  * - î > p ; ( V ' o * J

The operators L and J in (3*151) are defined by

L a d !  -'«lA )

(3.151)

T  =  d? - M i  .
Jq

The four equations of (3.151) lead to the equation of consistency,

namely
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(L+i)P,(̂ |J U+OPiO]J (Ui) PjCljJ

p:cn,i pAOk)

=. o
(3.152)

The terms in the last two columns of the determinant in (3.152) are 

integrals which are evaluated by the method of stationary points and the 

details of the method are presented in Appendix E. It is found that 

Pj( ) and P (̂ ) are negligibly small and so their contributions to

the boundary conditions at and respectively are taken to be zero. 

When we have substituted into (3*152) the functions Pj (/j ) and P^( ) from

(3.149) and using (E.43), (E.44), (E.70) and (E.71) from Appendix E, the 

equation of consistency becomes

o (R-vBe"̂ )(Rv8e'̂ +M)

c Rt

= o.

(3.153)

APPROXIMATE CRITERIA FOE STABILITY

We will look at the order of magnitude of the various terms in (3*153), 

From (3.137) and Appendix E we find that

oC s 6 a ’'^),6 = oCA‘''«), M = o(A»'0 (3.154)

After dividing the third row of the determinant in (3*153) by A ̂ and the 

fourth row of the determinant in (3*153) by A , we can write (3*153) 

the general form,
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A +*y>| o A ̂

+ X‘ '6i+V>, o

X + Qg A  ̂ Bj + bj 0
= o (5.155)

b̂ . «(̂ .A o

where A,*, aj , B* , b{ and cC; (i = 1, 2, 3, 4) are independent of X  and 

in the last two columns we have retained the largest terms only, namely

S -KOh , MBe'^ , ,

We expand the determinant by the last two columns to give

-I

- *3*,.

X^‘fljt03

0-4

X”'rt, 4a, X̂ 8, + b| A'̂ Ajta, X*6|̂  bj

»4 X^B%+ b^
= O.

(3.156)

We will approximate the equation (3*156) by retaining the terms of order 

/?^and A*̂  ̂, namely,

CA, b| ft, 6, û.„ b%

tta b%
+ X

ft:. B% “ î ^3
a O

(3.157)
which is •

^%R
C l+%R)e e e

0 +nh«.1c'''’'
+ R

gif

+ r\ n a '''=‘
-  e n»R

a O.
(3.158)

At this stage we will return to the original parameters and re-
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introduce U(z), the thermal wind, remembering that

% =  , <1̂  = A ^ l - Z c h

UU)-c =■ U,(Z-Zc) ,
U(Z) = U, 4 U,(Z-'<z),

Using the above formulae, with c = Cq + ic, (3*158) becomes

i ( -Co-C,)| -2,*(U«-Co-«C,)'*+ 2,̂  - 1f,C6VWr, + l]3, » Lu,* 4 J

-X ( Uo-C*-IC,-ü) + CC*Wlf,]

+- X"' 2,® [ Ü.+ - Co- C|] = O.

Thus c can be written as a series of the form

C = ft©+» A, f X ' C Bô+** 8|̂  + O (

Note that the term of order in (3*l60) will arise by retaining 

the term

(3.159)

(3.160)

ft, V),

from (3*156) in the equation of consistency, (3*157)* It is also import­

ant to note that the series (3.16O) is not the same series expansion 

found for c in Part 2, which was a series in powers of X •

The first term, (Ao+iA,) in the series (3.I6O) for c, satisfies 

the equation

- If, coYkvl. 
L 4- J (3.161)

This is, of course, the Eady result found in Chapter 3*5* If we write

D (•»,■> = [ ' + V/+ --ï,to>V>Tf,l * 
j  Lr,) - [1  I*- - i f , c o V b T ,  1] ^

then we find as before,

DW,)=i(JL , Aot:A,= Ü6± iy ,i , o<2, < !")-,
X

=& , , 2,.<KTS, . .  J
(3.162)
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To find the second term, (Bo+iB,) in the series (3»l60) we sub­

stitute the first two terms of the series in (3.16O) into (3*159) and 

retain terms of order X*' to obtain the following equation

Bo+i 6, z 0 ̂ 3 [ ( (Ug. A-1 A,) 0}4 ) + (  ÜÀ" Ap-î A.4 0̂2,) - V/2 k+^2 " Af ̂ 3
[u@-A(riA,][ÜA+U,/i-Â P\]

We substitute for (Ao+iA,) from (3.161) and find that

i e, = 0 , - ï [e"% ( I -  M  cotWTf, i  DcaHiTJ, ) -  V 4  -  A i]

tD(Vatdl) *

As for (Ao+iA, ) there are two values for (Bq+IB, ) for the ranges 

0 ^  1̂1 ^  2.4 and 2.4 ̂  "ÿ, and we find that

8,'of'B| ” _iül- f
Y ,<1 .4  ± J lC V a t i ) [ L a  *   ̂ J

4 I f—X 4 4 A 4 2ibô bS| Z coVVlTT,*] r , 
I  3 4 3 - 4  1 JJ (3.163)

B,+ » Ô, - - Tr±-V, aofUr, :f.d + i 1
* 4 < Y ,  2 + a j

f  i AR  ̂I -r,cûVV\Y, j" .

(3*164)

The formulae for (Bo+iB,) in (3*l64) and(3*l65) are complicated and 

so we will look at the regions Y, small, ^j^2.A and Y| large in more 

depth.

(1) Small Values of Y,

For small Y  we can approximate coth Y, to ( *k -h *...... )
1 0, 2

and D(Yj) becomes approximately - lY, / aTTi* * Thus we find that

D(t,)= + hf, : fto+iA, Oo+iu,  ̂ 6o+‘iB, ,
aJÎÎ L 3.J

Dlr,)=-rf,: A.4;fl,-N. Üe-lOi , B,+ ie,~-5ü,[i-iJ. _
aIî î (3.163)
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(2) 2.4

To approximate (Bo+iB, ) near Y, = 2.4, we write Y, = 2.4 +£ , 

where S is assumed to be small. We substitute for Y, in (3.159) to 

obtain

I  [ü o + ü . 0, -  c . - ie ,^ *  + / t t ]

-X"' V,^e 4 ccbkv,]
+ ( Ug+ U,/2 - Cc-C,) = O

2
where ju = Y, coth^Y, - coth Y, - Y,/2 • When £ is small compared with 
X*' we have

s  [ - I C  *^(U,-t,-ie,4^')(]^(ü,-C»-ic,-Ui/2)4tûVK^) 4(U,4Ul4-Cs-C,^
t0o4l»,/2-Co-t,') '

Thus, by comparing orders of magnitude we have that,

Vq J C.J finite constants) (3.166)
Since from (3*160) we have that 

c-o -  fio + A"' 60 + • • * * ,

c, » Aj + X”' 6,+ * ' ‘ >

we can see that Bo and B̂  remain finite in this region.

(3) Large Values of Y.

For large Y| we can approximate cothY^ to 1 and D( Y,) becomes 

approximately *(l-1î,/l) and we find that,

DCY.I'V Ü5-Ü1  ̂ Bo+>*e,A/ a,Y, + iXjY,̂ ) ,

0CYj’)a4-(hY,;2): Uo+y.^ CAjTT,-iA^Y,^). .

where \\ (i = 1-4) are positive constants.

(3.167)

DISCUSSION

We shall return to the formulation of the perturbation pressure 

as defined in (3.30),



uub;

p'coc^z^t") = Plz')e
ikdac-cb)

and notice that when c has a positive imaginary term unstable waves can 

exist. Unlike the Eady model we now have instability for all values of

Tf. .
For the range 0 ^  2.4 we have shown that the second term in the

expansion of c, (BQ+iB,) remains finite and it is therefore the Eady term 

(Ao+iAI) which dominates. However, for the region 2.4^  Y, where instability 

does not exist in the Eady model the second order term (Bo+iB, ) is import­

ant. As is seen above B, can be positive and is of order and thus 

for large Y, the term t X * 6, .can be large and produce unstable growth. 

These unstable waves will travel at great speeds as A  will also be 

large for large Y , .

-1For the term X- to be of the same order of magnitude as the

Eady instability term (Ü,d) , of order , we find that

Tf,~U,K(yO,/e)\

Using the values in (3.55) and (3.57) we deduce the 

following :

Yj ̂  10 (for molecular conductivity) ,

nf, A/ 10 ̂  (for eddy conductivity) .

y— I
For these values of Yj , A  is small and so the speed of

the unstable wave is approximately .
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CHAPTER 3.6

AN APPROXIMATE SOLUTION OF THE STABILITY PROBLEM FOLLOWING MEKSYN,

RETAINING T H E T E R M

FORMULATION OF CTE MODEL
In Chapter 3*2, we formulated a fourth order differential equation

for P(z), (3*33). At that stage, we used the approximation, = 0 .

Using the methods introduced in Chapter 3*3 it is now possible to retain
the term and find a solution for P(z). The differential equation for

P(z), from (3*35) takes the form

k, cJtE - ifetOtr'3-c') T - ik/iqcCft P =  O. (3.168)
c,yo, Az4 L AZ-* /0,LS- J

We will denote

£=!«:, , , "I- = ,c,fe /9,L"* p i t
and thus (3.168) simplifies to

6 4ÎP - lC U ( z , _ c - ) r  4!f - T f » P l - i m P » 0
/3. 1-4. L ÀZ^ J75, L J (3*169)

We now use the change of variable as in Chapter 3*3, namely

- c  r U, , 0 < . X ^ l  ’j

the equation (3*169) reduces to

42» -;a  c z - z j [  o (3.170)cKZ^ L dz J
where

XrU,h^/0,/£ J Y, = Yk and ,

Finally we introduce the variable ,

fj = X ‘̂  (. Z  -Zc) (3.171)

and the resulting equation for P is 

where
R^= a n a
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The boundary equations are not changed by retaining the y3 terra, from 

(3*136), the boundary conditions are

4 Ï - t  f n 4 f  -  p 1  =  o  “ ' ‘ V l o ' l w ’ *drjs L ' at) J

4!? - M A P  = 
At)

= o (xV *1̂ ) 

ftV .
(3.173)

A!P = 0  
Jiyi

As in Chapter 3*5 we use heuristic arguments to assume that 

= OL-tk
where

0L,\> ^ I , a » \ i .
THE SOLUTION FOLLOWING MEKSYN

Following the method of Meksyn (26) described in Chapter 3*5 we 

will look for a solution for P(f| ) in the form

P(())= | ‘Xct)c«p[-ttje''' '̂‘j  at.
We substitute P(f| ) from (3*1?4) into (3*172) and obtain

(3.174)

(3.175)

where
-inŷ

= -  trje
We integrate by parts the middle two terms in (3*175) and it then becomes

I -i M,X -i^Ce^(rDX) )e’̂at
4 = O .

A solution of the form (3*174) does therefore exist provided

A \ c t V ” ’ -  R »  x l  +  [ -  4 1M, ]  %  = o
It I

(3.176)

and

(3.177)

(3.178)

Expanding (3*177) results in the following differential equation for OC (t):

( f * - ^  4 ( t + 4  2 t  = 0 .

We can separate the variables in the above equation and the solution for
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%(t) takes the form

(3.179)
where

(3.180)Ml - L b?  •
ZR 1

Thus is a complex quantity with ^  G  and

The solution for P( ) is therefore

P(«)l = J  (t- jt (3.181)
c

where c must be chosen so that

\QrIf we write t = re then

3 -r’i (cc>S39 vsuna©-

and exp ̂  ^ —> 0 as r e o  provided that cos3& *>0. As in

Chapter 3«5, (3*148) we have three possible cases for 9 ,

(3*182)
1 ^  I

< »  < 3 %  .
As in Chapter 3*5» three possible contours for c are shown in Fig. 1, 

namely » A^Bg and A^B^ . It has been shown that only two of these

are independent and again we will choose A^B^ and A^B^ for two indepen­

dent solutions Pj(^ ) and P^(Ç ) so that

There are however a group of three more contours, ^^{^1 » A,B, and

A^B% as shown in Fig. 2 which satisfy one of the conditions in (3*l82).

The three curves circle the singularity -Re* ^ and tend to infinity in the
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acceptable shaded areas in which one of the conditions of (3.I82) hold.

The singularity at Rê "̂  is to be avoided since P(f| )-> A» at this point. 

Again, the three curves are not independent. Since the contribution to 

the integral of the singularity - is zero (Re^ ^ 0) the integral

inside the closed contour of the three paths.. A,B, and A^B^ is

zero. We will choose A,B, and A^B^ for two independent solutions 

P J ( ) and P̂  ( fj ) so that

= I expt-l'st^- A t ,
fljBsThe four solutions are independent since Â B, and A^B^ cannot be deformed 

into A3B3 and Â B,̂  without leaving the shaded areas. The general 

solution for P( f| ) is therefore

PCl̂ l - c<P,(tj) t + 5P,Cr]). (3.184)

FORMULATION OF THE EQUATION OF. CONSISTENCY

The equation of consistency arising from the four homogeneous 

boundary conditions, (3*173) leads to an equation of the form

a4i)Pi(i)̂ 1 (L+bPjtt)̂ )

Ci>i 1 (Lt;iR,(i)J

7  P,q.) 7 P3CO.I 7P4U1.)

where the operators L and J are defined as

_  = 4* -inA 
At)

, 7 = jf"
At)̂

-  Hdl •
4

= 0 (3*183)

The terms in (3*l85) are calculated in Appendix F; the determinant in 

(3*185) is simplified by approximations made in the Appendix and (3*185)

becomes



(111)

Fig' 1: ' Three possible paths of integration for P(/J
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Fig. 2; Three more possible paths of integration

for P( (| )
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c,a, D ie 0 dC,

O.'fl / Î ,  0

C,A, t\'o 0
D/8 /^a 0

= O

which when expanded, reduces to

f t ç . ç B .  ^ AB v 2£  = o
'*■1/*»

where

(3.186)

B = Ŵ T̂j ,

c =  -1 no*HjK-T^?w c-T.) +iri\̂ MjL-T.fw ( - T . ) V c - t j
t | 3  - ’ / i - « i , l  - V " i j û  - * * 1 .  ' a  •

D » i nu+M,U-t»)W l-T.) 4. £LP(l*-MîH-T;̂ 'iW t-T*)<1̂ -*-”m‘'x I), "VS.O '

a 11 4- , R 1 ,
£'%rV-\

L (3.187)

U ê ’'»‘-R (Rê'%-Ry

’= I -Ak+M, » g’̂ _ 1
■ >*RfJ. oLe""** R.

- C«ts + R.̂ .

(3.188)

The function (X) in the expression, (3.187) is the Whittaker

function (3̂ ) defined by

v<« -
0

When we look at the orders of magnitude of the various terms in (3.186) we
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find that

,/ia= o c a’'»),

and if we assume from the recurrence regions (33) that the Whittaker 

functions in (3.187) are all of the same order then

6/ft = , «=4, . o a “) , %  ' oCX"^).
We can therefore approximate (3*186) to

Ac = o (3.189)
where the variables > *̂ 0 and Zq are defined as

x.= -a-s.Ci-Zc'),

'Z.ç_«. o 6 1 , a » b  .
The nondimensional quantity Xj is of finite magnitude and in the models of 

Eady and of Chapter 3*5 the important range for is 0 ̂  if, <. 5» Within

this range of 7T, , and are of finite magnitude and thus the use of 

asymptotic expansions for the Whittaker function is, we note, of limited 

value. Since these functions are not tabulated the solution of (3.189) 

would best be found using a computer. This numerical problem is 

suggested as one possible extension to the author's work.
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CHAPTER 3*7 

SUMMARY

The work in Part 3 is based on the one layer model of Eady. In 

his model, Eady superposed a wave perturbation on a sheared flow and solved 

the linearised perturbation equations, subject to homogeneous boundary 

conditions, to obtain criteria for stability. In this present work, by 

using difference methods the author was able to find identical criteria 

for stability without having to solve the perturbation equations.

It was of primary interest in Part 3 to extend the work of Eady to 

a two layer model and to include thermal conductivity in the heat transfer 

process. Consequently, a second layer was introduced, the thermal 

conductivity term was retained in the heat transfer equation and the 

boundary conditions of continuity of heat transfer and temperature between 

the two layers were added to complete the model.

Both the method of direct solution of the perturbation equations and 

of difference techniques were used to find the criteria for stability in 

this extended model. Unfortunately, unlike the Eady model, the two methodstdid not yield the same results: as expected, the method of direct

solution of the perturbation equations produced the stability criteria 

of Eady with first order correction terms. By contrast, this was not the 

case for the criteria found by using difference methods. Although more 

weight must be placed on the results found by solving the perturbation 

equations directly, the difference technique must not be disregarded.

This method is extremely valuable in finding stability criteria of models 

where the complexity of the perturbation equations prohibits a direct 

solution.

The model was developed further by including a variable coriolis 

parameter. The perturbation equations were solved, subject to the same

t see nc/?d*
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homogeneous boundary conditions of the authors model and a stability 
equation was found. Clearly, the application of the difference method 
to this model would yield interesting results.

From the work of Namias* it was assumed that two separate stable 
regimes might exists. It is of interest to note that the stability 
criteria of a two layer model of Davies*, in which heat transfer was not 
considered, reproduced two regions of stability. However, neither the 
Eady results nor those of the author's model retain this pattern. Further 
study in this field is therefore necessary to fully understand stability 
of one and two layer models in which heat transfer is included.

t  ^  H'CkSya cu\d rrvEUv.oé are bûVV.

\yoS\èi O L fu k  o u i e  t e Ç ' \ '€ c V \ c 5 f V î i  V K c .  V u o o  u L T k * î^ t O c A e  " V U e  c o o r k .
Dcujis. fuji-VWr- uxsrV. a s\\gVOrlĵ

AJ^^jrence ' f Y V c W v o d i  rvw^WV feroAcjk' ouppourenY-

* See General Introduction
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APPENDIX B

A COMPARISON OF LIQUID AND FLUID MODELS ON A ROTATING SPHERE

In the liquid model considered in Chapter 3*2 the equations of

motion were approximated to (3.2), (3«3) and (3.3). For completeness we

will r e t a i n w ^ a a n d i n  (3.2) and (3.3) and we have 
"St. %

àtk 4" u-àü. 1- V ̂  -h wèu. - On/ s -J_ ̂  ,
^  3z (B.1)

(B.2)

^ (B.3)
The equation of continuity is approximated to (3.6), namely

(B.4)
^  + àV 4- à W  _ o .
3% 3y âz

In the heat equation of (3*7) only the vertical component of thermal 

conductivity is retained, resulting in

+ u-àl ^ vâJ -h w 3 X  = Jê£u .
èb 3u àz C,XJ, ÔZ2-

^ (B.3)
To compare the above system of equations with that of a fluid we will

introduce a new co-ordinate system and change from the(x, y, z, t) indepen-

-dent variables to(x, y, p, t) where p is the pressure function. We take

the isobaric surface (39), at which the pressure is p, to be 
% = HCoc.y  , t ' )  .

(B.6)
It is assumed that p always satisfies the hydrostatic equation, (B.3) and 

thus if we differentiate (B.6) partially with respect to x, y , z and t 

respectively we find

(B.7)
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O -  Hy + py )

HpP. ,

O = + Hp .

(B.8)

(B.9)

(B.10)

When we combine (B.9) and (B.3) we have a new form for the hydrostatic 

equation

3Sf’

which when substituted into (B.7) and (B.8) yields

The quantity gH is often refered to as the geopotential.

(B.11)

(B.12)

(B.13)

We will take the complete transformation from (x, y, z, t) to 

(x, y, p, t) as follows;

DC = X ,

3 =
z = HCX.Y, p.-c),
t  3 X .

]
(B.14)

Thus we obtain

s '  " 4 '

-à. - A  4- ^
èî 3y 32.

3p
è = ii. +
Tx at " ' à -

(B.15)
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with the inverse formulae

A -  A ~ Hoc ^ 
3oc. 3x Hp 3p  ̂

= à  - Üy A 
3y 3V Hp 3p ’

A  = J- A
3z Hpjp)

A  = A  - Hr A  ,3t  5x Hp 3p
If we take

W  = -L r w - H x “ uHx-vHyl 
H p L J

we can write the first two equations of motion in the form

(B.16)

(B.17)

A^ f -p vdyt + = ^
3x àx 3y 5p 3%

3y + v i^  + vJv -h W3v + la  = - q ^  .
Ty ap 3y

(B.18)

(B.19)

It can be seen that W is taking the place of the vertical velocity in the 

new co-ordinate system and it can easily be shown from (B.16) and (B.17) 

that
W =  ipat (B.20)

i.e. that W is the rate of change of pressure following the motion in the 

(x, y, z, t) co-ordinate system. It is also interesting to note thatw 

can be written as

W  - aHx + vHy + V/Hp
(B.21)

so thatw is the rate of change of H(x, y, p,x) following the motion.

We transform the equation of continuity for a fluid,

^  + A Cu/c) 4. A + A  (pw) = Oj 
3-t 5x 3%

using the same process, to obtain 

AU: 4. 4. AW = O,
3x  3V 3p

which now has the same structure as (B.4).
(B.22)



(120)

Finally we consider the heat equation in the form

= tey T (B.23)

where Q is the heat content per unit mass and can be written as

i ’q  =  C , i î T - ± é p  =  c , t £ &

^  ^  ( B . 2 4 )
where 0 is the potential temperature. For a liquid therefore dQ can be

approximated to c ŜT . For a fluid, retaining only the vertical thermal 

conductivity term in (B.23) we have

(B.25)
In the new system of co-ordinates (B.25) is transformed to

60 t t vAS + = K R  6^^ r £l - Hpp AI 1 ‘
ac AX 3Y 3rp <̂.R. U p ^  Hp dpj (3.26)

If thermal conductivity is ignored then the heat equation is preserved with 

T being replaced by 8" . It is clear that the use of (x, y, p, t) as a new 

co-ordinate system simplifies the structure of the equations of motion, 

continuity and heat transfer for a fluid. Comparing the equations for a 

liquid and a fluid we have;

L I Q U I D F L U I D

3 u + ti.3u V v 3 g  4. w 3 a  - Lv = *dL^dt àx. o y  az ^6x.
+ v v ^  + W 4 a  -tv 3à-c ^  Xp 5x

3v f +• +. w ^ y  +  Lu.=-çl ^  dfc è x  ^  oy àx 5 y  àp

o  X  - a % o = 3 p ^ | f i + S f . ^

V  -V = o 
àsc è z

3t  + -V •»* ^^  b=c ôy az c,/3, a % ?

3 u  +  à y  +* •=• o  à x  à V  3 p

where for the liquid we have taken /0 = cCT,
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The boundary conditions for the model must also be considered when 

changing from a liquid into a fluid. The conditions that w  = 0 at z = 0 

and z = h are transformed, using (B.l4) and B.21) to

v H y + V / H p  = o  a t  H = o
(B.27)

This is a far more complicated expression for the two boundary conditions.

The formulation of the remaining boundary conditions, (3.44) - (3.47) 

remains the same so that comparing the conditions, with T* as the temperature 

of the ocean we have;

LIQUID FLUID

V/ =0 aV z.= o,V\
T = T* aV z. 3 0
k,3T - otV z=o dz à x
kjj Af* 3  O  aV z * -Vvj 

3 %

kr| àl = o  aV z.sK àx

o  aV HsO^h,
T  = T^ oJr H = 0

m O rts-Kj
Hpèp

kt, àr ■■ o  dV H  * k  Hp ap
The corresponding equations for the fluid are now very similar to 

those of the liquid with the main differences in the hydrostatic equation, 

the thermal conductivity term in the heat equation and the boundary con- 

-dition, w =  0 at z = 0,h. Thus we can infer that some of the basic 

results for a liquid will also be found, possibly in a more complicated 

form, in a fluid model.
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APPENDIX C

APPROXIMATE SOLUTIONS FOR C FOR THE CASES n = 4 AND n = 3.

In the Chapter 3*4 we present the use of the difference method to 

formulate an equation of consistency, (3*97)• For small n, the determinant 

in (3*97) can be expanded and solutions for c, are found. We present the 

cases of n = 4 and n = 5 in detail below.

(1) The Case n = 4

The equation of consistency, (3«97) for n = 4 is 
l + \ o

-EkmCüo-c-q/») *3E E

0
o

£

o
o

-£

o

3 E '•3G tiV»tCUfC4*̂ Vj.4 E f  üi4)

I "2# \

= o

(C.1)
where

mskVitj E =  ̂f = a+TrV/»é> - X+/3 .
The constant yS is nondimensional. The determinant is expanded and

written in powers of E,
lÂ I = (i + /3kH/4X + iw]

¥ £ r r C  ^ (a/5 +/3KH/z) ( U6-c)̂ + (HW/z f /5KH/4XUâ-c)W -

♦ irft? [/3(u,-c)\tKH/4+/3WHA)(U.-cyW + V.H/4.(ü,-c)wU
where W = Uj/4. We substitute for H from (3.6O),

H » ,
to obtain

1̂4! - Jflî2rW-2(0ô"c) - E ( i - i ) C U r
+ 1 ^ 2 / 3 ( ( ACVe-cft (h+/|^)CU.-c)W-kW^

+ irrJ |̂ /3tcJo-c1̂  + Ê^ckA(iJo((̂ +y^)(Ü6-0‘*W - )J = O .

(C.2)

(0.3)
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We assume thatC can be expanded in powers of g, in the following 

two ways

  (C.4)

C = 9*0 V a .  + Q . i + .........................

£ £•'» • (C.5)
where the coef ficientsCo , C, ,  and cxo , .... are independent of

£. . By comparing coefficients of in (C.3) we find three possible 

values for Co in (C.4), namely 

cj =0 )
z  ̂ L (C.6)

~ üû-W/(\+/3).
The corresponding values of o, to the values of c© in (C.6) are obtained by

comparing coefficients of £ in (C.3) and are found to be

c,' = o , 
o ,

c,* = (i-o<îW _ . .
h,X<i+/3)̂ (0.-w/üta» »

(C.7)

The second series, (C.5) fore produces one more root fore. By comparing 

the powers of in (0.3) we find

CL̂  ” "" ,
2/3̂  (C.8)

The second term in the expansion, (X,, found by comparing coefficients of 
-5/%£ , is zero. The four values for c are therefore

C, = 0C£^ , (C.9)

c Uo + 0(g) I (0.10)
-■ . _  , ■ . V Afp 1

(C.11)

>  ^ ĵXKVCH/3) + O C £ “ ) .

 ̂ (0 .12)

Higher order terms for the expansion of C can be found in the same way.
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(2) The Case n = 3

The equation of consistency, (3»97) for n = 5 reduces t<

o
o
o

1+KH^ -l-KH/j \ o o
•Et»TtilV-3W) 3ÊVimC"V+5w) "36 C @

£  "4*GtimC-V+W) 4G+lm<S(v-w) -4£+touC-v+w ) ^

O £ *4£+ifx.CV̂w) 4£+tni6̂ v̂+w) — £

O O - E 3£ -3£+ioidv+Sw) EHm.C-V̂3w)
O o  o  V - 1  I

= o

(C.13)
where

m s  KV25 , E =» - 2.4/3 >  ̂V/- U,/lo .
As before we expand the determinant in powers of g , namely

lAgiz (̂24/51 w + €̂ *ĉ aC(K)[-2/3(Û-O + C-SV/31 w]j

C22+ 14/S)(Ü,-CW K6/9-/î'1 
[c-24g/342/i»)(üfO%  C91-4W)CÜo-c^Va/+C-2û+»3^-24/3»)

4 £ im ?  I -Clf/3><Uo-c)’*'W 4 (A«-6y3-'2/S*)Cüô-OW^

f £ 4 Ct4iyi+ ♦ C-24+l̂ -2/î'')(ü,-OW%(l‘V5-V')'̂ Ĵ

4m+̂ (-2/l-/3̂ )CUo-0̂  ► %/3̂ (U.-c)*Ŵ 4- (2/6-y3»)\V̂

4fc [^<-2-6yJ-/3^Xu^-c)’ W f  (  fe -2 /3 -2 /3 ’ -)C <Jlo -t> 'W ‘* i .  (246/14 2 /1 » )(Ü » -O w î

4 (-fc + 2 /j4  l / 3 t ) W + ] ]

(C.l4)
where we have substituted for H from (3*60) and oC is defined as

cC s K X / 5  .
As in the previous section we find C as series expansions in g  and obtain

the five roots; 

C , = 0 ( 5 )
(C.15)
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1 üo+w t oce.1 , (c . i6)

(C.17)
C 3 S Oq- w  4 o c e. 'i

= Uo- (6-Z/3-l/S:)W 4. + oC£),
(a 4 6/3 + 2/3̂ ) (C.18)

Cs= -a.ir*Wla±éâ±M22lE"' + oce'i
L C2/3i-/3»5 J ’C2/31-/3») J (C.19)

where C*is defined as

C,̂  = C >4i )[(-2/3-/S^Xü^-cj-)\2/^" (̂Ua-q̂ ) 4  C2/3-/3:)W
W{3(-2-^-:ys')(u^(j"A2(6-^-^^Xu^)w4C24&/34̂ ')v/̂ ) ' (C.20)
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APPENDIX D

COMPUTATIONAL METHODS TO SOLVE lAnWl = 0

The problem to be solved is

lfl̂col = o (D.1)
where is an (n + l) x (n + l) determinant with complex coefficients,

dependent on a variable C which has to be determined. The problem there­

fore breaks down into two distinct parts, the first being to multiply out 

the determinant and the second to determine values of C such that (D.l) 

holds. The first part is resolved by using Grout's method and the second 

by using Muller's method and discussions of both are presented below.

CPOUT ''S METHOD

Before describing Crout's method, let us consider the simplest 

method of evaluating determinants which is attributed to G a u s s We 

shall consider the example 
1̂1 "̂ 13
•21
"31

0-13
•33

(D.2)

We use 0L„ to eliminate Uj, and by the row operations /xj,")and
f̂ -Cci3j/a„) r; where r, , r2 and r^ are the first, second and third rows. 

We then use the new element in the second row and second column,

O-n ) to eliminate the term in the second column and third

row thus producing an upper triangular determinant,

0 2̂3
0 0 O33

and so the value of the d

process the row used to e
2̂1 ̂ 33

(D.3)

In this elimination

element in the pivotal row which eliminates the rest of the column is 

called the pivot. In the above example O.,, is the pivot for the first two
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operations. It is clear that this method breaks down when ever a pivot is 

zero. A unique process to avoid this difficulty is to choose as pivot the 

largest element in the relevant column of the determinant, taking the 

columns successively so that the other elements are eliminated in natural 

order. This method is called partial pivoting. The determinant thus 

formed may no longer be an upper triangular form, but can easily be 

transformed by interchanging certain rows and the value of the determinant 

will be (-1)^ times the diagonal terms where p is the number of inter­

changes. An added advantage to this method is that by choosing the largest 

element as pivot, the accuracy of the results increases when calculations 

are rounded.

However, the above method forces us to compute the determinant after 

each row operation, producing a lengthy computation. The more sophis­

ticated method of Grout (35, 36) has been devised so that the final form is 

found without calculating and recording the elements of the intermediate 

determinants. The determinant,|A| say, is found in the form of a product 

of determinants, \LllUl where iLl is a lower triangular and \U| an upper 

triangular determinant. Grout’s method ensures that IU| is a unit 

triangular determinant. This can be made clearer if we consider an 

example. If |A| is defined by

Ini =
O-i, Q.,2
(X̂i 0.13 0.24.
0.3, aj2 CL33 o-if

+̂1 O4I

(D.4)

then the computation is performed by means of the following equations 

For the first row,

1̂1 “ ,

- 0.15/ Uii 5 >  I ) (D.3)
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for the second row,

10.0.2.1 )

2̂.2. - 0.2% “ 0.21 V,2 -,

- (0.2S - 0.21 V,^)/ Ug2 ̂  S>2

for the third row,

0.32“ 0.3,V,2 ^

U33 = O 33- O 3, V,3 - ^31^13 ?

Vas = Ca35" n.3|\/,s - n.32̂ as VU33 s >3 ̂ ^
and finally for the fourth row,

"̂4-1 - Ô-i )

4̂-1 “ O42 - 0.<̂ |V|2 ^
41 ̂13

'̂ +4 - ^44 “ '̂41'̂<4 “ ^ 4. - ''̂ 43̂ 34 z

0.4.3 - O43 - 0.̂1 V13-0.32^23

so that the decomposition of IA| by Crout's method is

|A |  =

% 0 0 0
Ü12 0 0

*̂31 A31 O33 0

4̂1 n.4.2

%

o
o

o

'i2.

I

o

o

,̂3
V

^14
n  ^24 

''34

(D.6)

(D.7)

(D.8)

(D.9)

We note that the first determinant on the right hand side of (D.9), 

is a lower triangular determinant and the second, iC/ĵ is a unit upper 

triangular determinant. The method is similar to that of Gauss but more 

complicated operations are needed to find the determinant lUI.

Again a breakdown of the method can occur when elements in I AI are 

zero, and yet IAI is not zero. Clearly, a method similar to partial 

pivoting for the Gauss elimination mustbeincorporated into Crout's method, 

The pivots are chosen so that the off-diagonal elements in I L l  will not 

exceed unity and the diagonal elements of |U| are as large as possible.
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at each stage. In the first stage the possible values of U|| are the 

elements in the first column of and the largest element is chosen, 

interchanging rows if necessary. The first column of |L| is now fixed 

and the values for the elements in the first row of | U| are found but 

not fixed. The term Ü̂ îs now chosen to be the largest and again it 

may be necessary to interchange rows. Thus the process continues and 

again the value of I A* is (-1)̂  times the product of diagonal terms of 

iLl where p is the number of interchanges of rows.

For the methods described here we have taken real values for the 

elements of lAl. When the elements are complex the same procedure is 

followed and no further discussion is needed for this case.

MULLER'S METHOD

We now have | Aix(c)j in the form,

I AnCOl = fee) t taCO
^ (D.10).

where will in general be complex, c = . Thus lRfiCc)l has

roots when
f Cc*+ tCi) = o  , 1

a (Cit + iCi) « o > J5
or when the modulus of (f(c) + ig(c)) is zero, i.e.

Ç^(CeVÎC i )  4  ÿ C c ^ + t C i )  = o .
^ • (D.11-)

A method by Muller (37,38) is used which finds any prescribed number of 

zeros, real or complex of .an arbitary function. The method is iterative 

and converges almost quadratically in the vicinity of a root. Another 

advantage is that it does not require the evaluation of the derivative 

of the function. To explain briefly the method we will take a general 

example of finding the roots of f(x) = 0. Let xj, xf_; , x Be three 

distinct approximations to a root and let f J = f (x̂  ), f̂*_j = f(xj-j), 

f = f(x{_2) be the corresponding values of f(x). Three points deter-
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mine a unique quadratic in one variable. We wish to determine the poly­

nomial which passes through , (xj.j, fj., ) and f&»_2).

Assuming the polynomial can be expressed in the form 

pC X*) =  4  0L,%  4  OuQ

(D.12)
we have that

0-ĵx.f + a,-x; ■)

f a,5c.i-i o-o = f;.|

1- = f.-i
(D.13)

and 0.2, d, and cî  can be determined. The roots of this polynomial are 

determined from the quadratic formula,

-a,±Ca.V4a.aO'^- (D.i«

The sign before the radical is chosen so that the denominator is largest 

in magnitude and the corresponding root is taken as the next approximation 

X . The process is repeated using , Xj* and x̂ _| as the new approx­

imations to the root.

For accuracy and convenience, the sequence of steps proposed by 

Muller, alter slightly from above and are described below

1 ) Choose X", xj., , X a p p r o x i m a t i o n s  to a zero of f(x).

Compute f̂  , f̂., , f̂ _2.

2) Compute

Vv= ,
X; =  K  ,



TÎ3ÎT

3) Compute
9;= f,_i + f.' Cx;+Ji)

4) Compute
%    ;
a :

-3; ± (9:'- 4-K; Xi (f;-, X; - L, Si+f.O)
choosing the sign so the denominator is largest.

5) + hX[+|is the next approximation.

6) Compute *

7) Repeat 1) to 6) until

(Xĵ n ) I ̂  for a prescribed fj .

The above iterative alogorithm was performed using the Leicester 

University Cyber 72 computer. Each root was obtained to an accuracy 

oL four significant figures.
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APPENDIX E

CONTRIBUTIONS OF Pg (f) ) AND (f) ) TO THE BOUNDARY CONDITIONS

To solve the equation of consistency in Chapter 3*5, (3*132) the 

individual contributions to the boundary conditions in (3*136) from P|(̂ ), 

P̂  (r] ), P$ (l) ) and (f| ) have to be evaluated. For reference purposes the 

four conditions are:

(&2P . M jP = o , (3)
dir)̂ dï)

tP » o T* ‘Ik • (̂ )

The contributions made by P, (r]) and P2(ï)) are easily determined and we 

present below the details of the evaluation of the contributions made by 

Pa(^) and P̂ (f| ) only, using the method of stationary points(26)throughout, 

The function P^(^) and P̂ (f|) are defined in (3*l48) to be

t’ en )» !  i t  ,
fljB,

and the contours AgBg are defined in Fig. 1 of Chapter 3*3*

(1) P̂ (r| ) at , (f| large, argf] = O)

We will aim to show that P̂ ( f]̂) can be approximated to zero. 

From (3) we have

(5)

where
tr]6

(E.l)

(E.2)

We can use the method of stationary points to find ( ̂^̂ ). The
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stationary points off (t,l|.) are given byf (t) = 0, i.e.

(E.3)
and since is sufficiently large compared to R to dominate the right 

hand side of (E.3), there will be two stationary points i*to where t@ may 

be approximated to 

■ t o =  .
X (E.4)

The path of integration in the complex plane must be chosen to

contain the stationary points. From the definition of Â B̂ . in Fig.1 of 

Chapter 3*3 it is clear that -t@ cannot lie on the curve. Thus we choose 

A^B^ to pass through t̂  and disregard -t@. In the neighbourhood of t̂  

we write

and so we have, retaining terms up to X ,

f(t) = few +
where we can take the approximate values off ( t@ ) and f " ( t̂  ) to be

f  (to) = -a. 1)^  , f  "(to) = •

We shift the origin to t@ and obtain an approximate solution for P4. ( ̂)̂ ) as

-*«3 . ; 3
dx

-to
where W  is small and generally complex. The greatest part of the integral

comes from small values of X ( If "(boil ̂  O ) and so we can extend the

limits of integration to resulting in
•o

P + ( l J ~  t j ' g j c p f ( t o )  j & x p A ) :  •

(E.5)
We write

-V4 -ÜÇ X a r)̂ e &
noting that the direction arg x: a-Sirr conforms with the general direction14"
of A^B^, so from (E.3) we obtain

p̂ (t] ) -  t r e x p f c t o j L l ^ e ^ f  I e ^ ’’d £>h
and hence

Thus (Ijj)O . (E.6)
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(2) Pg(^) atf]̂  , (ïjlarge, arg(J =TT)

Exactly the same argument can be used to show that P3 From

(5) we have

À383 (E.7)
withf(t,TJ) defined in (E.2). The two stationary points off(t,^*) are

-tf, where

t.=
Again, we disregard -t,, as it does not lie on the path of integration,

A3B3. In the neighbourhood of t, we write
fc Z + X

and so for f|̂ we have
f = fit,) t

where
3/- 31%  ptf y liig

f(t,) = |til,l e * , f(t.) = -al»lJ "e ■» .

We shift the origin to t, and obtain the approximate solution for Pj (fjJ ,

r"» viiir
P,(il.)~t,‘e>‘pwJ^«*p[-'=’’''Iol''’e'*] (e.8)

As before we can extend the limits of integration to£00 and writing 
X  = £ „i/'*

we note that the direction arg X confirms with the general direction of 

A3B3.. We finally have
«0

13(1.)'̂ [ irĵi de.
and hence

P3«l.)^rr'ii,;V^exp[v3i,j^^'].

Thus P3 (^o)^O. (E.9)
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(3) Boundary Conditions (2) and (4) for P̂ ( fJ )

The contribution to (2) from (f)) will be

Ix = <OS-ihd?.-pJ I 2 (Lt!) p. I
(E.10)

and using (E.l)

n"iK
We can take the operator (L+i) inside the integral sign and therefore 

obtain

A:Q, ' . ' (3-11)
The integral therefore is essentially the same type of integral as (E.l) 

and so with no further discussion we can infer that

= O. (E.12)
The contribution to (4) from P4 (>J ) will be

Again we can take the operator ^  inside the integral sign of (E.1) to

dn

1 ^ = 1  8xp - tf| e  dt
obtain

A48+and we find again that

(E.i4)
(4) Boundary Conditions (1) and (3) for ?,(%)

The contribution to ( 1 ) from Pg (f| ) will be

We substitute for P̂  (fj ) from (5) and take the operator (L+i) inside the 
integral to obtain

I g  = j ( - i f  i )(k - d t
and using ̂ b̂ e same method as in the previous section we find

% 3  = 0' (E.16)
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Similarly the contribution to (3) from P̂ (f|),

l\ = 4!P3 - Mdf I
results in the integral

13=1 (tk Ct-Re ^p [""3 dt
3̂63

and thus

(E.18)

(5) Boundary Condition (1) for Pa(^)

For the remaining boundary conditions we will approximate (l̂) to

(E.19)
T̂ (i))=|( f ' ( k f R e " % ) " ' e % p 6 At

where we have ignored the terms in the powers of (t - and

(t + Re'̂ î) as R is a small quantity, of order 

The boundary condition, (1) is

g-i[0jE-P] =o
We can take the differential equation (3*135) and write it as .

d I dip -ujAP +i p] t % o . dr) L d»)̂ dr) J
Therefore an alternative form for the boundary condition (1) is

Jo
j  r )P jr |zO  
00

The contribution of P̂  to the boundary contribution can be written as 
fia f

I*. t) [ -ÿ / - dt Alj

We change the order of integration and using the result that 

we find takes the form

A404  ̂ (E.21)

(E.20)
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We will choose the path in the following way:

^84 - Â L. +■ LM + M  84
where

A4L Î fc=R€ ^+ rg  ̂ (E.22)

L M  ; t  = £ .e '^  , (E.23)

M 6* : ts Rg"% t r , e é r s e o .  (E.24)

We now look at the integral X, along the three parts of A^B^. The

integral along A^L is of the form

r ÿ,(r) dr
£ (E.23)

where we approximate the exponential term to the largest coefficient of

each power of r (neglecting Rr compared to rj© ), to 0, (r), namely,
<^,(D = -%r3f (grt-iqr-gq,.

(E.26)
The integral along LM becomes

(E.27)

(E.28)

(E.29)

and the integral along MB^ reduces to

T = le^f r .̂ 1_L dr
 ̂  ̂LR&"%tr J r

where we approximate the exponential term to 0 j(̂ ) defined as

r - i/̂ r3 - .
Therefore

I t = l . +  l x + l 3
and we can now take the limit, £-^ 0 in I, and I3. We will use the method 

of stationary points to evaluate I| and I3.

For Ij the function 0,(r) is, from (E.26)

The last term is a constant which can be taken outside the integral. The

term is small as R is of the order A  ̂  , and is therefore not as

important as ), From the definition off| and Z ̂ in (3*134) and



(138)

(3*138) we have
-iï)̂  = Cb+ia) .

The dominant terms of (r) are therefore
f x'^br.

We will write ^

I, = - i R^ e  J  f^(r) e x p  A'^br] dr
where

iaX''3r] .
The stationary points of ("V^r^+A^^r ) aret A where

^ = (E.32)
We disregard the negative value as -A is not along the line of integration.

In the neighbourhood of A we write
r = A + X

and so retaining term^ up to X^,

I .  =
where W  is small. As before we can extend the limits of integration to ± oo 

and so we finally have

1, = W i f *  expULfl’l •
fS'̂  ̂ (E.33)

(E.30)

(E.31)

We now use the same method to evaluate I3. From (3*134) and (3*138)-3
we have

=■ I^CcX-b) + i  C-CL-bAJs )J
The dominant terms of 0%(r) are 

C a - b ' ) r .3 z
We therefore write I3 in the form

00

I J = LR^e f̂ Cr) +^(0L-b^r] dr

where

(E.34)

(E.35)
The stationary points of (E.34) are f'B where

B=
(E.36)

and again we disregard the negative value of B as it is not along the line
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of integration. In the neighbourhood of B we writer = 6+x
and retaining terms up to X**" we have for Ig ,

whereLD is small. .We can now extend the limits of integration to — ^  to 

obtain

I,.
The complete contribution therefore of this boundary condition from P^(^) 

is therefore

(E.38)

(6) Boundary Condition (3) for (y| )

The contribution from the boundary condition (3),

41P - Mdf = o aV n-% > df)
due to would produce the following integral,

(E.39)
This is exactly the same form of integral as in section (5) and the path for 

A^B^ will be chosen in the same way. The two stationary points will be A 

and B, defined in (E.32) and (E.36) as before. The difference is in the 

functions f, (r) and f^(^^• For I, , along A^L we have

I^= -J(R+re‘"̂ )̂CR+re"̂ VM)X C2Re*^6+re^rexp(i>,cr) dr.

Along LM we obtain 

3
and along MB , 

eo
I = ( (R+re R+ N) 1. C2R6 Vxp dr.9 Ç j f
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Thus we find that the contribution to the boundary condition from is 

I j r  e +  _n*i

(E.40)

where

(E.41)
CR+\A)Ci?+iAfM)± (2Rc'% )"̂ exp[iRÂ + iV^aA] >

q i(8 )=  (%t 6e ^ X R + e e ^ B T e x p r - R G V ^  16 (a+b^Js')! ,6 TL J (e .42)

The stationary point B is much larger than A and the term involving 

B in I^ and I^ is dominant and so we will ignore the other two terms. 

The functions f^(B) amd ^iCB) contain many common factors and when we 

divide the fourth column of the determinant in (3*152) by these common 

terms we have remaining

1+ = (R + ee'‘'’‘)CR+«e’”‘+ M )  . (E.44)

(?) The Boundary Condition (2) for ^ (ij )

As for we now approximate (fj ) to

’ifTA 'ilTA (E.45)ignoring i_£î in the powers of (fc-R€, ') and (fct̂ .€. '), We can take the

boundary condition (2) in an integral form, namely
-itC’ = O

and so the contribution of Pj to the boundary condition (2) is
,1. f 

-•* A,8;
As before we can change the order of integration and the integral takes the



(141 )

form

where

«183

The path AgBg is chosen as follows:

- AgL f LH +

A^L ! b S - + re’*̂   ̂ 00^ r ̂  g, ^

LM : h=  ̂ ^

M63 ’. fc s - ^6*"^+ £ 4 r  ^  00 ,

.Along AgL the integral becomes 

where 0g(r) is approximated to
, _ sin/é in/.-bRe r^tfje r f /] R ,

Ij= iR̂ jhr4:^lr):]r <ir

where 0^(r) is approximated to

-i/^r3-tRr’̂-ir|̂ r t f)̂R

(e .46)

(E.47)

(E.48)

(E.49)

(E.50)

(E.51)
The integral along LM takes the form 

4̂ 3

and finally the integral along MB3 will be

(E.53)

(E.54)
Therefore we have that

1 j = I, + Ij + I 3
and since has been evaluated we can take the limit ,€,->0 in and 

and use the method of stationary points to evaluate the integrals.
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AIn 11 , the terra i]|® can be written as,

=. d, +  idi •
Thus, the important terms in 0^(r) are

and so we write Ij in the form
00

1, = j fgCr) €.xp f j,r] dr

(E.55)

(E.56)

where

The stationary points of (Ĥ f̂  ) are ± «4 where

= *13]’ * [ V'-̂ (Al3Cl-a)-bV2] ̂
(E.58)

andweneglect — as it is not along the line of integration. In the 

neighbourhood of *4 we take
r= c4+ X

and so retaining terms up to we have

I,= -is*©’’" J fjW'iexp Jr .
— oO

We extend the limits of integration to too and hence

I,.
In the integral I3 , the term in, 0^(r) is

-j(| ■= [,b-l (e .6o )
and so the important terms in 0 (̂r) are (*î̂ b8+-A kr) and we write I3 in the 

form 00

I3 = f̂ CDexp̂ -f/jr̂  Ar
0 (E.61)

where

f+f^ = [ j i i - + - ^ . J j ; ( - 3Re'\re ‘̂ V!e«pr-iRr'i.,'A'^(i-oC)r] .
L-R+ir (-R+irrj 'L  J (E.62)
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The stationary points of ("‘̂f^+A^br ) are±y9 where

 ̂= [A ̂b] . (E.63)

As before is neglected and in the neighbourhood of/3 we write
r=/3+x

so that

—u3
We extend the limits of integration to-o^ and hence

, ^Thus the integral will be

(E.64)

(E.65)

(8) The Boundary Condition (4) for Pg(^)

As in section (4) the contribution of 23(̂1) to the boundary 

condition (4) will take the form

= f fcV'"'^Cfc-Re''^'‘ r 'c t fR c '" '‘ r 'c x p r-!w t’ - t e V ”^ - f c n i ' ' ’ ‘j£lfc .
 ̂ J „  '■  ̂ (E.66)A383

This is exactly the same type of integral as in the previous section.

Using the same path for A^Bg the integral splits up into three parts as 

before. Along A3L

along LM we have

I j  ” I  ~ i jB- = ifTR ^
2TÎ/2 a.R€‘"/fc 3

and finally along MB
r» ,Ij= J dr.

Following the method of the previous section we can write

-  ÙTRe"^ + ü'J
3 /3 ̂

(E.67)
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where

run-1

g^(/3)=C-R+i/&)^± exp[-iRj5̂ -iÂ (̂i-â yô] .

(E.68)

(E.69)

The stationary point o4 is much larger than y3 so we can approxi­

mate the terms and by retaining the term involving o( . The 

functions ( e( ) and ̂ (̂o( ) have terms in common as before and if we 

divide the third column of the determinant in (3*152) by these factors we 

have remaining

*' L(̂ hl?â*'V4) j ’ (E.70)

1% = CR + . (E.71)
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APPENDIX F

CONTRIBUTIONS OF P, (r ) ) ,  P̂ (fj), P3 (f[ ) AND P̂. (̂  ) TO THE BOUNDARY 

CONDITIONS OF THE MODEL RETAINING THE/3 TERM

To solve the equation of consistency in Chapter 3*6, (3«l84) the 

individual contributions of P̂ (^), PiOq), P3 (/| ) and P̂ (fj) to the 

boundary conditions in (3*173) need to be evaluated. The conditions 

are presented below for reference.

ÜP -i îô -p] - 0 
<1(̂8 1  ' 5fl J

oV q -H , , ( 1 )

J J f-i' Mÿ-Pl =0 
L 'IÔ  ■* V  %  ' (2)

41P -MjP.o “*■ '1= '!., (3)

ILP.o
4 "

(*  q.fL- (4)
The functions P̂ (1̂), Pj_ (f| ), Pg(^) and P^(^) are defined in (3.183) as 

follows

ftjBs (5)
where the contours A^B^are defined in Figs. 1 and 2 of Chapter 3*8.

( 1 ) P* (f] ) at and Ps(^) at

The functions (ifj ) and P3(̂ ) are almost identical to the 

corresponding functions P+(^) and Pg(^) in Appendix E, the only difference 

being that is replaced by Mj. The behaviour of F4 ̂ |̂) and P3 (f)̂)

is not altered by this change and so with no further discussion we take

= 0 , 3̂ - 0,
(F.1)

and therefore

Cu'OP*(V=o, - o
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and

(ui^p,(V-o, = o
n (F.3)

where the operator L is defined as

L= j? - it]i . 
if ill

(2) Boundary Condition ( 1 ) for (f| )

The differential equation for P̂ (V)) in (3*172) can be written as

Thus the boundary condition (1) can be written as

• f''®Î I (M, — ̂ ^  Pdïj — O *
00

(F.4)

(F.3)
The contribution of P̂  (f) ) to ( 1 ) can take the form 

fHo ‘

hence, substituting for P+(^) from (5)

(F.6)
The order of integration may be changed, thus (F.6) becomes

ij ti|t% J elk.
(F.7)

We must choose a slightly different path for A^B^than in the 

previous chapter as t = is a singularity which must be avoided;

however the singularity at t = - is well behaved since

and so we take

A4&+ = A^k + Kjsf +
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where

t

: b = - t  re  ̂ ^

k N  : t s - - ge'^ ̂ 11̂ 3 < 0-40

NB4 ! t a - 4- r  ̂ s. ̂  r ̂  00 .

Along A^K, using (C.8) I4 becomes

where 0,(r) is approximated to 

^/r) . - 1/rs-I Rr» - it) r V n^R .

On KN, the integral reduces to 
%%

Iz = ij +i] -9 O
o

and along NB4 we have

(F.8)

(F.9)

(F.10)

(F.11)

(F.I2)

(F.13)

« (F.14)
where 0%(r) is taken as

(F.15)
Thus l|=I, +Ij + Ij and we can now let g —> 0, and use the method of 

stationary points to evaluate I, and I3. It is useful to note that the 

integral I, and I3 are very similar to the integrals of Appendix E, (E.25) 

and (E.28). The value of the stationary points for I, and I3 will be 

exactly the same, namely

for I/. r=fl=A'*b''‘ , (F.16)

I,: r. 8*tX''s(a-b>/i]\
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Thus we can follow the same method as Appendix E which yields

A'/a '
(F.18)

where

(F.19)
f(AÏ= r n.R-M, ̂
‘ Lni+R (ft»+©n ^  3 -*>

i* . RÜ... 1(6 -zRe"% ) " p r [ 6 (a+ bWa )),
 ̂ Lbc‘”»-r (ee'^LR^J L i J (F.20)

(3) The Boundary Condition (3) for )

The contribution of ) to boundary condition (3) will take the

form

(F.21)
Using the same path as in the previous section I^splits up into the 

following integrals, along A^K, KN and NB̂ :
-iTTiHx f -I-IH.

I,* J Ctr-RXir-RtH)(re -ZRŜ ) r"'*"̂ êxpÿ,(r̂  ()r ̂

f ti
Iz= j e * ’*^£^^tol0-» O as £-^0 ,

where the functions 0| (r) and 0%(r) are defined in (F.12) and (F.13)* We

can now let 6-9 0 and using the method of stationary points the resulting

value of will be

(F.22) 

where

= (iA-R)(iA-Rf"M)C A6 —JiRc A A*j ̂

(F.23)
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I R + M)  16 p i6\''a (at b Æ ) ] .

(F.24)

As before in Appendix E we note that B »  A and so I4 and are 

approximated to the terms from the stationary point of B. When sub­

stituting into the fourth column of the determinant in (3*l84) we may 

divide the column by the common factors of and I*̂ and the remaining 

expressions will be

’ (F-25)

I’ = .
(F.26)

(4) The Boundary Condition (2) for B^(^)

Taking the differential equation for P(T]) in the form of (3-na) we 
can write the boundary equation (2),

§ r ' K - ’’] = ° “'■'>'1»
in the form

. r4ku (M,-r| R̂ )Pd»)s o.
-CO (F.27)

The contribution of P̂  (fj ) to the boundary condition takes the form

lj= iJ Ji] ;
•00substituting for Pg(^) from (5) we have

-00 A3 63 ^
and changing the order of integration Ij becomes

Ij=  i j  |E!k±.4‘'̂ S ^'''îJ(t-Re''V‘r«wRe''^r^"p[-k3t»-teV"itr|e'’i]dt.^^

h h
28)

We can choose the path A3B3 as in Appendix B , 
0)6^= Lh+ M 63
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where

A3L ; t » , oôr<g: & ̂ (F.29)

L M  *. k = - se’̂  ) 41)^4 0-6 ^/3 ̂ (F.30)

M 63 : t = - Re'% f ^ r ̂  oo. (F.31 )

Using the method of stationary points we can evaluate I3 along AjBj . Along

AjL, Ij becomes

£ IF.32;

where , siit'j i% (F.33)* -Sjrs + Rr»e + iĵ re S  ()̂ R .
For LM, the integral reduces to

4ÏÏ/3Î= tj O as £-9o .
2"/3

Finally for MB3
90

I,, J'-

i;=

(F.34)

(F.35)

where <̂ Ĉr) ̂  . (F.36)

Thus Ij = I, + 1% + Ij and we can take the limit,6-9 0.

The stationary points for Ij and I3 are as in (E.58) and (E.63))

/Î Ï  [A"î b] ^ (F.38)

Therefore we have for Î ,
i3
f

/S*'2 ‘9  ' J ( F . 39)

where

f'(*)- 1 (de'ÿ-2Re"̂ ‘') îi '* expFfic'̂ Bi.N-̂ iiC .lEti»]»
^  Û ^ M  We"»<vR) J 1 3  J(F.ifO)
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(F.4l)

(5) The Boundary Condition (4) for B» (f] )

The contribution of Fj(^) to the boundary condition (4) will be

T3 =j p -b R 1 dt.
(F.42)

Using the same path as above, the integral breaks into three parts, along 

AgL, LM and MB,;

cr A g
1,1 - R(-aRe’"'‘)■'■"* e e'̂'tctS as E->o ,V, «

£
where 0j(r) and 0^(r) are defined in (F.33) and (F.36). Using methods 

as above we find

(F.43)
where

3̂ rL 1 -3-J ’ (F.44)

g;(/S>-- (i/5-R)>e^-aCe''^M''''‘X''"W p[-ie/S*-AVi .
(F.45)

As before as oC^/B we can approximate I3 and ijto the terms involvingoC 

only. The common factors of f̂  (o4) and 03(o() can be cancelled through 

the third column of the determinant in (3*l84). The remaining terms are 

therefore

3 " M  M, + _g2—  ]
I %e"% tR. ( »ie'^3+RW

IN .. ...
(F.46)

I*.
(F.47)
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(6) The Boundary Conditions ( 1 ) and (3) iff)

The function P, ifj) in (5) takes the path A,B, defined in Fig. 2 

of Chapter 3*6 which can be split up into three section
A,S,= + LM + MB.

where

R , L t  = r , o o ^ r g g  ,

LM ; t a o 4 e S-2TT,
MS,: ta _ w'% 4. re s. « r s. 00 .

Along A, L we have

I, = - J exp *2̂,Cr) dr, (F.51)

where (F.52)

(F.48)

(F.49)

(F.50)

The term from LM is 
2IT

T^= j ‘ -9 0 as 8.-90 (F.53)
0

and the integral from MB, becomes

G J Crê-2,Re‘‘)*‘ . (F.54)
We can see that I3 = - © 3 X, and as we can now take the limit, £ “9 0

we have for P, (̂ ),
oO

P|(f =[e""^I|]j(f-2R,e"''‘)"''”V ' ’'”»exp-^,cr)dr.

The integral in (F.55) is in fact exactly the same integral as the integral 

for (fj) along NB^.

We take the formulation as in (F.5) for the boundary condition (1)

and so the contribution of P, (f| ) is of the form

(F.56)
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and by changing the order of integration we have

i: = 1 ( / “ ,)]^ a r
o

where 02^^^ is exactly the same function as in (F.15), namely 

Thus we can use the results from section (2) to obtain

where fz (3) is defined in (F.20).

For later work it is useful to write here,

where

C,a Ce' 1̂ e'*”‘C6-2Re‘“'‘)'''̂ L p re > ’e"^- i6A''î(a+y.Æ >+RvV*] • (^-59)
g *4 ' L 2. -*

Similarly the contribution of P,(^) to boundary condition (3) will be

Cre - R U r c  r q 5 ^ c r )
0 (F.60)

and so, using the results from section (3) we have

i;. 3>)e'“ ‘

where g ^ ( 8 )  is defined in (F .2 .4* ) ,  an.d we will write in the form

C3© + M ) . (F.62)

(7) The Boundary Conditions (2) and (4) for P?(^)

The function (f| ) in (5) takes the path A^B% defined in Fig. 2 in

Chapter 3*6 which is separated into three regions,
AiEz= AiL+ LM f MBi

where

irr/6AiL *. t = -Re S r e  , ^ (F.63)

(F.64)LM : t £6*®' J 0 4 e  ^

\rr/ 4(1'/, +an,
M6^ k - -  Re 4 re , 5 4  00 .

(F.65)
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Along AjL we have

I, - j zRe‘'’^rV- ' - ' exp2f,cr) dr.
£

The term along LM will be 
2TT

%̂= j  id A-9 o as 2.-^0

(F.66)

(F.67)
and the integral along MBg is

.•o

(F.68)

where T^^Cr') s 4 q r e f j R . , (F.69)

We can see that Ij = -£• Î, , and as we can now take the limit, €- “9 0

we have for Pj (̂ )

p,cf = 1]
-1-Nx _ dr.

(F.70)
The integral in (F.70) is the same integral of Pg(^) along AgL.

We take the boundary condition (2) in the form of (F.27) and so the 

contribution of P̂ (fl ) is
. .On r  .

= ( e ^ ‘ O e ^  J 1 % ' ‘‘‘̂ V x p * 2/^cr) d r
00 0

and by changing the order of -integration we have

I '  a ( e j  (re (r) dr
(F.7I)o

where 0g(r) is defined in (F.33),
4 .

Thus we can use the results from section (4) to obtain

where (o() is defined in (F.40). We will rewrite in the form

"’u e f e f  ] (F.75)
where

inlMt., 4nU - -i-"i

(F.74)
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Similarly the contribution of Pj(l)) to boundary condition (4) will
be

I2 = aRe"̂ )' V ‘* ^ ' e x p d r
oand so using the results from section (5) we have 

Iwhere is defined in (F.44) and thus

it = C. (Ke'% + R)": (F'76)

(8) Boundary Conditions (2) and (4) for P, (ĵ)

Using the original form of boundary condition (2), these two 

conditions (2) and (4) produce the following two integrals as the con­

tributions of P, (l̂):

o
00

i t  a ^ ^ x p q , ( r U r ,

(F.77)

(F.?8)

Where Q^cr^ = ' reT*”̂. (F.79)
We have that

[C 4ib]
and so } 9 O , and therefore because is large we can

approximate Q , (r) to . Substituting a new variable, u where

u.= 1̂ re'"''‘ (f.80)
the integrals I*̂ and become

where D, = I] (c'"'”- 0 5 ”' " Y x p (  , (F.83)

o 1; '• -«Ik'
, ‘lïïiMi s ,  Iff//

J'
The integrals are therefore summations of Whittaker functions. In general
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we have (32)
.00

J '  (F-84)
o

Thus we have

(F.85)

iPCMOVj^c-to]

l| = (-Jj] (F.85)l-*h
where

■^K= 2 - ^ \ ,
M,

(F.87)

(F.88)

(9) Boundary Conditions ( 1 ) and (3) for P, (f| )

Using the original form of the boundary condition (1) the contribu­

tions of Pĵ (fj) to (1) and (3) are

Û * (F.89)

I 2 = - * » r'’̂ ^xpq^cr^ dr
* (F.90)

where 4 RrV^'^^4(]re^. (F.91 )

Noting that = - X)̂ [oL-ib] we can approximate Q̂ (̂r) to Iĵ rg 

since f|̂ is large. Thus using a new variable, v where

a . &
we have

-1-̂ 1

where



Again the integrals are summations of Whittaker functions,

+ i r c M 0 W  (-Toll,

i N  [liir(z+H^x-T.w ( - 0 +  hncitMiK-ikfv c-Xo')],

where 6 ^^° ('Xo)"^ (F.98)

and To = IRA. .
(F.99)

(157)

(F.96)

(F.97)
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THE EFFECTS OF HEAT TRANSFER ON OCEAN/ATMOSPHERE GENERAL CIRCULATION

MODELS

BY S.K.L. JONES

ABSTRACT

We investigate in three problems some effects of heat transfer in 

linked ocean/atmosphere models. In all the problems the term involving 

vertical thermal conduction is retained in the heat transfer equation 

and both molecular and eddy values for the conductivity are considered.

In Part 1 we look at a two layer model, ignoring all macroscopic 

motion; the governing equation for both layers is therefore the heat 

transfer equation. With suitable boundary conditions the 'phase lag' 

between a heat source in the upper layer and the temperature at the 

inteface of the layers (the sea surface) is studied.

In Part 2 we consider a one layer model. A perturbation model due 

to Blinova is extended to include the heat transfer equation. One 

boundary condition introduces a time dependent heat source at the bottom 

of the layer, simulating a heating at the sea surface. The stream 

function is obtained at the bottom of the layer.

Finally, in Part 3, the stability of a two layer liquid model is 

examined. Macroscopic motion in the lower layer is ignored. The 

perturbation equations for the two layers are solved and homogeneous 

boundary equations yield an equation of consistency for the system which 

leads to criteria for stability. These criteria are found using 

difference methods and, following Meksyn we produce first order correction 

terms to Eady's well known stability results. Using Meksyn's methods 

once more, the model is extended to include a variable coriolis para­

meter and a stability equation is found.


