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ABSTRACT

M oveout velocities  sam pled frequen tly  along seism ic horizons on a se lec tion  of 
seism ic lines a re  used to  derive in terval velocities in an 'inversion ' a lgorithm  
developed from  work published by H ubral. This inversion is based on z e ro -o ffse t 
ra y tra c e  modelling in a sim plistic  local ground m odel. The 'H ubral a lgo rithm ' is 
inco rpora ted  in to  a database  which allows spatia l sm oothing of ve lo c ities . The 
spa tia l consistency of derived in terva l velocities  can then be assessed by 
re fe ren c e  to  m is-ties a t  line in te rsec tio n s, while in te rv a l ve loc ities  from  well 
d a ta  can be used to  check th e ir  valid ity .

These principles have been used to  derive in te rv a l v e lo c ities  both from  rea l d a ta  
and from  'sy n th e tic ' d a ta  g en era ted  by com m on m id-point ray trac in g  over 
schem atic  ground m odels. The la t te r  study revea ls  th a t  th e  p rocedure  perform s 
well if the  local subsurface sam pled by th e  CMP g a th e r conform s approx im ate ly  
to  th e  sim plistic  ground m odel assum ed by th e  H ubral a lgo rithm . The m ethod is 
unsuitable in a reas  of fau lting  and in te rv a l velocity  h e te ro g en e ity , and m ay yield 
spurious resu lts  over fold axes.

A pplication of the  p rocedure to  rea l d a ta  ind icates th a t  i t  is generally  desirab le  
to  sm ooth both m oveout v e lo c ities  befo re  inversion and in te rv a l v e lo c itie s  a f te r  
inversion. Com parison w ith well in form ation  shows th a t  in te rv a l v e loc ities  
derived by th e  Hubral a lgorithm  a re  consisten tly  higher th an  those m easured 
from  ca lib ra ted  velocity  logs. This observation  is d isturb ing , since th e  derived 
in te rv a l ve loc ities  require a co rrec tio n  if they a re  to  be used fo r depth 
conversions, bu t the  d iscrepancy canno t be explained by ray th e o re tic a l 
considera tions. No advantage appears to  be gained by th e  'lay e r-b y -lay er ' mode 
of inversion over the  'd irec t' inversion, desp ite  th e  g re a te r  p o ten tia l fo r e rro r 
p ropagation  an tic ip a ted  in th e  la t te r .  F u rth e r work on d iffe re n t d a ta  se ts  is 
requ ired  to  ju stify  general use of th e  layer-by-layer mode of inversion.
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INTRODUCTION

D istance equals tim e m ultiplied by velocity . This elem entary  re la tion  

dem onstra tes  the significance of the  subsurface velocity  distribution as the 

fundam ental link betw een seism ic reflec tion  trave l tim es and depths. In view of 

th e  increasing need for accuracy in tim e to  depth conversion of seism ic 

re flec tio n  d a ta , velocities have assumed an im portan t role in the  appraisal of 

seism ic inform ation. There are , how ever, only two sources of subsurface 

velocity  inform ation -  e ither from  wells or from  the  seism ic data  itse lf. It is the 

la t te r  category  with which we are  concerned here. This thesis docum ents a 

study of th e  derivation of subsurface velocities from conventional seism ic 

reflec tion  m ethods curren tly  used in th e  search  for hydrocarbons. The overall 

aim is to  presen t a logic by which the  validity of in terval velocities derived from 

m oveout velocities can be judged objectively.

The increasing need for accuracy in tim e to depth conversion referred  to above 

is a simple consequence of the increase in exploration for hydrocarbons over the 

la st few decades. Except for the few rem aining fron tie r areas, m ost of the 

larger and more obvious s tru c tu res  have been drilled. Many of the rem aining 

prospects tend to be e ither deeper or of a more subtle natu re , and it  is in this 

con tex t th a t the estim ation  of accu ra te  seism ic velocities assum es g rea te r 

im portance. In the  case of deeper ta rg e ts , accu ra te  fo recasts  of depths to 

geological form ations are  c ritica l in the design of a drilling program m e, 

particu larly  if high pore fluid pressures a re  expected. In the  appraisal of a subtle 

prospect, the  velocities used for depth conversion may have a significant 

influence on the econom ic viability of drilling the  prospect, while in more 

ex trem e cases the very ex istence of the play may be a t  stake.

It is generally  to  wells th a t we f irs t look for velocity  inform ation. The 

calib rated  velocity  log provides a reliable m easurem ent of th e  vertica l velocity-
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depth function local to  th e  well bore, and precise deta il of the  velocity  variation 

within any chosen in terval. However, the spatial d istribution of wells is 

frequen tly  inadequate to  constrain  the la te ra l variations of velocity  which must 

be defined over a prospect. R eference to  a map of any m ature exploration area 

reveals th a t wells tend to  be concen tra ted  in clusters around hydrocarbon 

discoveries, with a t  best a sparse d istribution of wells in th e  intervening 'dry' 

a reas. But the irregu larity  of well locations is not the only problem . Since 

hydrocarbons m igrate updip and accum ulate  tow ards the  culm ination of the 

prospect, the  locations of wells tend to  be biased tow ards the s tru c tu ra l highs. 

Since few wells are  drilled in s tru c tu ra l lows, this represen ts a considerable 

influence in the sampling of seism ic velocities. S tructu ra l highs are  frequently  

ch arac te rised  by anom alously thin or missing geological sections. This, 

commonly coupled with gross lithological variation  from  stru c tu ra l highs to lows, 

serves to  make the  estim ation  of seism ic velocities away from  well control a 

ra th e r hazardous procedure. In fron tier areas th e re  may be no re levan t well 

con tro l a t all.

The derivation of velocities from seism ic re flec tion  data  assum es a particu larly  

a t tra c tiv e  aspect in the light of the  discussion above. Com pared with wells, 

seism ic inform ation is re la tive ly  plentifu l, and generally provides coverage 

across both s tru c tu ra l highs and lows alike. One need only consult the 

tabulations a t  the top of m ost seism ic sections to  se lec t stacking velocities and 

apply the  Dix Equation to  ca lcu la te  in terval velocities. This procedure will yield 

reliable es tim ates  of subsurface velocities if the velocity  layering, and hence the 

geological s tru c tu re , is exac tly  horizontal - and if the seism ic recording and 

processing system  is unbiased. In such a case, the stacking velocity  calcu la ted  

from the m oveout of a re flec tion  across the common mid point (CMP) ga ther is 

likely to  be a reasonable approxim ation to  the  root mean square velocity , and the 

Dix Equation allows an accep tab le  estim ation  for in terval velocities. However, 

these conditions are  very stringen t, and are  generally not honoured. Stacking
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velocities are  not generally appropriate for the estim ation  of tru e  subsurface 

velocities, and the  ea rth  is rarely (if ever) horizontally  layered. Indeed, if such 

an a rea  did ex ist, it would w arran t l i tt le  geological in te re s t, particu larly  in the 

co n tex t of hydrocarbon prospectiv ity . One of the  cen tra l te n e ts  of th is thesis is 

th a t while stacking velocities are  generally adequate  for stacking, they should 

not be used d irec tly  to  infer real subsurface velocities for tim e to depth 

conversion if accuracy  is im portan t.

How, then, should in terval velocities be derived from  seism ic reflec tion  data? 

The m ethod advocated here is best described a t two levels. A t the  firs t level, 

the  basic com ponent is sim ilar in concept to  the  Dix Equation. The Hubral 

algorithm  (Hubral, 1976a, 1976b) is also applied a t  a su rface  location to  recover 

in terval velocities from  two-way tim es and m oveout velocities. However, the 

m ethod of Hubral accom odates plane reflec ting  in te rfaces  of a rb itra ry  dip and 

s trike , which can be calcu la ted  if the  two-way tim e slopes of each reflec tion  in 

two orthogonal d irections a re  also specified. As such, the  Hubral algorithm  

allows a three-dim ensional solution. At the second level, this algorithm  is 

incorporated  into a regional seism ic database system . This system  

accom m odates processing of both the d a ta  sent to and received  from  the Hubral 

algorithm . Specifically, moveout velocities and in terval velocities can be 

sm oothed by a varie ty  of f ilte rs  in order to  allow the a tten u a tio n  of anomalous 

spatia l fluctuations. Several seism ic lines can be handled sequentially , and the 

spatia l consistency of derived in terval velocities can be assessed both by 

re ference  to  m is-ties a t line in tersections and m atches with in terval velocities 

a t wells. Two fu rther them es are  apparent from this discussion. The firs t is th a t 

m oveout velocities, and not stacking velocities, should be used for the 

calcu lation  of in terval velocities in the Hubral algorithm . This subtle distinction 

is im portan t. Moveout velocity pertains s tr ic tly  to the  tru e  m oveout of the 

reflec tion  and not necessarily to the optimum stacking response. The second 

them e is th a t moveout velocities are  azim uth-dependent since they are
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contro lled  principally by the geom etry  of the CMP gather and its  o rien tation  

over the  subsurface. As such, both m oveout velocities and the  derived in terval 

velocities  should be processed line by line before being com bined to  form a map.

Following this procedure, in terval velocities are  estim ated  using moveout 

velocities from  real seism ic d a ta . A study is also made of 'syn thetic ' data  

genera ted  over ground models representing  typ ical subsurface fea tu res . The 

seven chap ters of this thesis develop the them es introduced above, and 

u ltim ate ly  presen t a general logic for the  derivation of in terval velocities from 

m oveout velocities.

C hapter One p resen ts a review of the  principles of CMP velocity  analysis. Since 

th is subject has typically been an a rea  of ra th e r vague and often  ambiguous 

term inology, it has been found necessary to  begin with a series of definitions. 

Each of the  commonly used types of seism ic velocity  have been rigorously 

defined. Specifically, the d istinctions betw een stacking velocity , moveout 

velocity , norm al m oveout velocity  and root mean square velocity  are  highlighted. 

These d istinctions a re  not common in geophysical lite ra tu re , but have been used 

here for g rea te r c la rity . The la tte r  p art of this chap ter consists of a discussion 

of the  various fac to rs  a ffec ting  CMP velocity  analysis. These fac to rs  can be 

classified  under two headings, namely those due to  acquisition and processing, 

and those due to  the  subsurface. It is generally the  subsurface fac to rs  which 

have the g rea te r influence on m oveout velocity variations over a survey area . 

The firs t chap ter also discusses the resolution of CMP velocity  analysis and the 

uses of velocities derived from it.

The seism ic reflec tion  da ta  used in this pro ject a re  presented in C hapter Two. 

These da ta  have been obtained from an offshore concession over a relatively  

simple geological s tru c tu re , and are  of generally high quality. Seismic data  from 

two surveys were available, toge ther with th ree  well ties. Closely spaced
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velocity  analyses w ere available for eight lines of th e  main survey and two lines 

of a la te r  survey, allowing ties with two of the  th ree  wells. Following a 

discussion of acquisition and processing p aram eters  for both surveys, a basic 

in te rp re ta tio n  of the  d a ta  is p resented. Five seism ic horizons have been picked, 

and in te rp re ted  CMP stacked sections for each of the  lines w ith closely spaced 

velocity  analyses a re  included. Two-way stacked  tim e maps on two of the 

horizons are  also presented. Moveout velocities have then been picked on 

coherence peaks a t , or near to, the  in te rp re ted  tim es of each of the  five horizons 

to  c re a te  a m oveout velocity  database. P lots of m oveout velocity  along each 

horizon for each line are  also presented, toge ther w ith m oveout velocity  maps 

for both of the  horizons mapped in tim e. C h arac te ris tic  associations of m oveout 

velocity  with subsurface fea tu res  are  noted and discussed. This chapter 

concludes by co rre la ting  th e  five seism ic horizons to  the  stra tig raphy  recorded in 

each of the wells using calib rated  velocity  logs and syn thetic  seism ogram s. 

In terval velocities betw een consecutive seism ic horizons have been m easured 

from  calib ra ted  velocity  logs for the ir u ltim a te  use in checking in terval 

velocities derived by the Hubral algorithm  in C hapter Seven.

C hap ter Three p resents a s ta tis tic a l analysis of the spatia l ch a rac te r of moveout 

velocities over a survey area . The firs t p art reviews the  m ethods which have 

been used to study m oveout velocities by way of various transform s and 

smoothing techniques. The second p art then discusses the ir application to  the 

m oveout velocities described in the  previous chap ter. P lots of the sem ivariance 

functions, au tocorre la tion  functions and energy sp ec tra  for each m oveout 

velocity  profile are  presented , toge ther with a discussion of the  re la tiv e  m erits  

of each transform . Some persisten t spatial frequency com ponents of moveout 

velocity  are  observed on the  lines. A study of smoothing the m oveout velocity 

profiles with a varie ty  of filte rs  indicates th a t one of these persis ten t 

com ponents may be anomalous.
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The fourth  chap ter docum ents algorithm s based on the work of Hubral (1976a, 

1976b) which have been prepared as p art of th is thesis for the  estim ation  of 

in terva l velocities from seism ic da ta . If a ground model is lim ited locally to 

consist of uniform velocity  layers separated  by plane re flec ting  in te rfaces  of 

a rb itra ry  dip and strike , the norm al m oveout velocities, tw o-w ay zero -o ffse t 

tim es and tim e slopes in any direction  can be calcu la ted  w ithout ite ra tio n  using 

the  equations of Hubral. This sim ulation of the  seism ic process is re fe rred  to 

here as the 'forw ard problem '. Hubral also p resen ts equations to solve the 

'inverse problem ' by recovering the  subsurface param eters  of such a lim ited  

ground model from  the  surface seism ic m easurem ents. The firs t section of 

C hapter Four presen ts an algorithm  for ray tracing  through the  three-dim ensional 

lim ited  ground model. The next section then in troduces the  concept of 

w avefront cu rvatu re , the vehicle by which the geom etry  of the zero -o ffse t 

raypath  is used to  ca lcu la te  normal moveout velocities, and which enables the 

non -ite ra tive  inversion of Hubral. A lgorithm s for forw ard modelling and 

inversion of three-dim ensional lim ited local ground models a re  then presented , 

while com parisons are  made with the resu lts of Hubral for two te s t  models. 

C hapter Four concludes with a discussion of th e  p rac tica l application of the 

inversion algorithm  to  real data . P o ten tial sources of e rro rs are  noted, and the 

need to incorporate  the algorithm  into a regional seism ic database is recognised. 

C om puter program s are  included as appendices.

C hapter Five docum ents the regional seism ic database system  designed for this 

p ro jec t. The firs t section outlines the  requirem ents of such a system  and notes 

the  two 'modes' of inversion introduced briefly in C hapter Four. In the 'd irec t' 

inversion, each ground point is processed in turn  and the subsurface param eters  

for each horizon are  derived consecutively. Errors genera ted  in shallow layers 

are  likely to  propagate downwards during the inversion. The a lte rn a tiv e  mode of 

inversion is the 'layer-by-layer' inversion procedure, in which each layer is 

processed in turn . Following an inversion to  derive in terval velocities a t  all
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ground points for the  ta rg e t layer, the in terval velocities are  m onitored and 

adjusted as required before ray tracing  to  define th e  base of th e  layer and 

subsequent inversion of the  next layer. This procedure should, in principle, allow 

less scope for the propagation of erro rs downwards. F urther sections present 

reasoning for the d a ta  s tru c tu re  employed and a specification  of tasks perform ed 

by the system .

Some illu stra tive  exam ples of in terval velocity  e rro rs caused by moveout 

velocity  anom alies over typical subsurface fea tu re s  are  presen ted  in C hapter Six. 

R aypaths for CMP gathers over tw o-dim ensional ground models have been traced  

in order to  genera te  'syn the tic ' da ta  se ts consisting of moveout velocities, tw o- 

way stacked  tim es and tim e slopes. These d a ta  have been used to derive in terval 

velocities in the Hubral inversion algorithm , in order to  identify  c h a ra c te ris tic  

p a tte rn s  of in terval velocity  errors over each subsurface fea tu re . The firs t 

section  of this chap ter describes the  ray tracing  program  which was used to 

g en era te  the syn thetic  d a ta  sets. Subsequent sections then discuss velocity  

layering, plane re flec to r dip, velocity grad ien ts, faulting and re flec to r curvatu re. 

The chap ter concludes with a study of m oveout velocities and derived in terval 

velocities over a model of a typical North Sea stru c tu re .

C hapter Seven discusses th e  application of the  Hubral inversion to the  real data  

se t described in the  second chap ter. Moveout velocities, two-way tim es and 

tim e slopes are  prepared into a form su itab le  for the  seism ic database introduced 

in C hapter Five. In terval velocity  inform ation from  wells is then com piled from 

the  second chap ter. The 'in terval velocity  e rro r' is defined here as the 

d ifference betw een the in terval velocity  derived by the Hubral algorithm  and the 

tru e  in terval velocity  a t  the well. M agnitudes of these erro rs expected  as a 

resu lt of the 'spread length e ffe c t ' a re  then calcu la ted  by ray tracing  a t two well 

locations. The following two sections are  devoted separately  to d irec t and layer- 

by-layer inversions of the d a ta  set. In both cases a suite of moveout velocity  and
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in terval velocity  smoothing com binations are  te sted , and an 'optim al' 

com bination is se lec ted  on the  basis of maximising th e  spatia l consistency of the 

derived in terval velocities using th e  minimum of sm oothing. The derived 

in terval velocities a re  finally ca lib ra ted  using the  mean in terval velocity  e rro r in 

order to  com pensate for a sy stem atic  biasing influence observed from  the  well 

ties . The chap ter concludes with a discussion of th e  resu lts obtained for each 

mode of inversion. Some im portan t d ifferences, particu larly  in the calib ration  of 

derived in terval velocities, a re  noted and analysed.

These seven chap ters  the re fo re  cover a wide varie ty  of subjects around the 

cen tra l them e of in terval velocities from m oveout velocities. Indeed, the  

d iversity  of these subjects places a considerable re s tric tio n  on the logical 

developm ent of this them e through the  early  chap ters . For this reason, it is 

im portan t to  app rec ia te  the con tex t of each chap ter as a necessary foundation 

for the  synthesis of ideas in the  last two chap ters.
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1. VELOCITIES IN SEISMIC REFLECTION PROSPECTING

This chap ter reviews the role of velocities in th e  seism ic re flec tion  m ethod, with 

particu la r em phasis on the method of CMP velocity  analysis and the velocities 

derived from  it.

Problem s frequently  arise in the discussion of seism ic velocities due to 

ambiguous term inology. The firs t p a rt of th is chap ter the re fo re  includes a 

rigorous definition of the various types of velocity , to g e th er with some te rm s 

p ertin en t to  CMP velocity  analysis. Specific d iffe rences in the definitions of 

stacking velocity , m oveout velocity , norm al m oveout velocity  and roo t mean 

square velocity  a re  not common in geophysical li te ra tu re . These d ifferences are  

highlighted in Section 1.2, and have been in troduced here  to  provide g rea te r 

c la rity  in the discussions of in terval velocity  inversion in subsequent chap ters. 

Uses of velocities obtained from  CMP velocity  analysis a re  reviewed briefly  in 

Section 1.3.

The overall purpose of this study is to  discuss th e  derivation of in terval 

velocities from m oveout velocities. The fourth section  of this chap ter presents 

an outline of the  many fac to rs  which a f fe c t the values of moveout velocities 

obtained from CMP velocity analysis. These fac to rs  can be broadly classified  

into two categories , namely those due to  acquisition and processing, and those 

due to  the subsurface. The resolution of CMP velocity  analysis is discussed 

briefly  in Section 1.3.
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1.1 DEFINITIONS

The im pressive grow th of the seism ic reflection  method has been accom panied 

by an equally im pressive growth of its  associated  vocabulary. Although m ost of 

th is new term inology has been necessary to  accom m odate th eo re tica l advances 

in the subject, confusion has been introduced into some areas by ambiguous 

defin itions. Nowhere is this confusion more apparen t than in the definitions 

pertain ing  to  the  'Common Mid Point' technique and velocity  analysis.

Most of the term s used in this p ro jec t are  defined adequately  in Sherriff (1973). 

The definitions which follow are  presented  in an a tte m p t to reduce any previous 

am biguity, in particu la r for the su ite  of velocities re la ted  to  common mid point 

velocity  analysis. The velocities defined in this section are  sep ara te  quan tities 

and each have d iffe ren t uses. Although iden tities  may ex ist for some triv ially  

sim ple sim ple ground models, these te rm s are  not in terchangeable for a general 

heterogeneous subsurface.

The objective of this section is to  make rigorous definitions which will be 

fundam ental to  the  understanding of subsequent discussions. The reader is 

w arned, however, th a t these definitions perta in  s tr ic tly  to  th is p ro jec t. Subtle 

d ifferences in the naming of d iffe ren t types of velocity  are  not common in 

geophysical lite ra tu re , where stacking velocity , moveout velocity , norm al 

m oveout velocity  and root mean square velocity  a re  o ften  used synonymously.

1.1.1 Seismic Wave Velocity

Seismic wave velocity  is the  speed of a seism ic d isturbance propagating through 

a medium. It is a property of the  medium ra th e r than a property  of the 

disturbance.
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Dispersion, the dependence of velocity  on the  frequency of wave propagation, is 

negligible for homogeneous rock sam ples sub ject to  seism ic disturbances in the 

frequency range 10-30Hz. The response of velocity  to  various influencing 

fac to rs  can thus be m easured in u ltrason ic  laboratory  experim ents and the 

resu lts  then used in the analysis of regional velocity  fields im plied by seism ic 

data . However, the  application of em pirica l laws derived in the  laboratory  to  

real subsurface velocity  fields is lim ited  for a number of reasons. G reat 

d ifficu lties  are  encountered, for instance, in the  sim ulation of tem p era tu re  and 

pressure regim es a t  depth. There is also a vast d ifference in scale betw een the 

sam ples used in laboratory  experim ents and the  volumes sam pled by seism ic 

energy in field velocity  m easurem ents. F urtherm ore , in a heterogeneous medium 

the  seism ic wave velocity  is a ffec ted  by wave propogation phenom ena including 

averaging and in terference  which are  influenced by the frequency of wave 

propagation.

Major d irec t influences on seism ic wave velocity  include porosity and jointing, 

pressure, cem entation , in te rs titia l fluids and lithology. It is in struc tive  to  

consider rock as having both solid and fluid com ponents. The po ten tia l of th e  dry 

skeleton to  hold fluids is determ ined by its  porosity and degree of jointing. The 

resu ltan t seism ic wave velocity  then depends on the individual velocities of both 

the skele ta l grains and the fluids and on the e lastic  properties of th e  dry 

skeleton. In general, for any single lithology, the seism ic wave velocity  

increases with the degree of com paction of th e  rock skeleton.

Increasing pressure generally causes com paction which closes pores and joints 

and increases seism ic wave velocity . P ressures usually increase with depth and 

can produce irreversib le changes in the  rock fabric; it is then the  maximum 

depth of burial ra th e r than the cu rren t depth of th e  rock which is of g re a te s t
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im portance in determ ining its  seism ic wave velocity . C em entation  fills pores 

and joints by deposition w ith a re su ltan t overall consolidation of th e  rock and an 

increase in seism ic wave velocity . Age does not d irec tly  a f fe c t seism ic wave 

velocity  o ther than by increasing the  probability of deeper burial, cem enta tion  

and consolidation.

In a porous rock with a weak skeleton the in te rs titia l fluids can have a 

considerable e ffe c t on the  re su ltan t seism ic wave velocity . Since th e  velocity  of 

oil is lower than th a t of w ater but significantly  g rea te r  than th a t of gas, w ater 

sands o ften  have higher velocities  than oil sands and gas sands can have much 

lower velocities. The fluid pressure of the  in te rs titia l fluids reduces the 

e ffec tiv e  pressure, which helps to  m aintain porosity and keep seism ic wave 

velocities rela tively  low.

Figure 1.1 shows the seism ic wave velocities for d iffe re n t classes of rocks. Each 

rock type has a wide range of velocities, largely due to  porosity varia tions, and 

th e re  is significant overlap betw een d ifferen t Ethologies. Seismic wave velocity  

cannot be used as a unique ind icato r of lithology.

Seismic wave velocity  generally  increases with depth  in response to  regional 

pressure gradients. This trend  is com plicated by local variations of porosity and 

jointing, pressure, cem en ta tion , in te rs titia l fluids and lithology.

1.1.2 Ground Models

A ground model is a sim plified rep resen ta tion  of the  real subsurfaœ  and contains 

only the  m ost significant physical fea tu res  of the  real subsurface within the  

resolution lim its imposed by the  surveying technique. In th e  con tex t of

modelling seism ic reflec tion  trav e l tim es, a ground model is adequately
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charac terised  by the subsurface velocity  d istribution which can be resolved by 

the  surface seism ic reflec tion  m ethod.

O bservations of su rface exposures indicates th a t the  subsurface geology, and 

hence velocity  d istribution, of m ost sedim entary sections is likely to  be com plex. 

In addition to  heterogeneity  w ithin layers of sim ilar m a te ria l, the  in terfaces  

separating  the  layers a re  frequen tly  curved and discontinuous due to  folding, 

faulting and unconform ity. F u rther evidence for subsurface com plexity derives 

from  well logs, which o ften  show rapid variations of physical p roperties with 

depth.

The tru e  velocity  d istribution can never be fully recovered by the  surface 

seism ic reflec tion  m ethod due to  p rac tica l lim itations on the  resolution of

velocity  inform ation which are  discussed fu rth er in Section 1.5. The aim of

seism ic reflec tion  in te rp re ta tio n  is to recover a 'ground model' from  the  data  

which is consisten t with the  su rface m easurem ents and any available well 

inform ation. The ground model is ch arac terised  by the m ost significant

reflection  horizons visible in the  seism ic data , which usually correspond to

im portan t lithological boundaries.

The 'forw ard problem ' can now be introduced as th e  sim ulation of seism ic da ta  

from a ground model, and the  'inverse problem ' as the  recovery of a suitable 

ground model from seism ic d a ta . It is useful in this con tex t to  consider types of 

ground models in which each layer and in te rface  are  ch arac terised  by a se t of 

param eters . The number of param eters  required to  define each layer or 

in te rface  determ ines the com plexity  of the  ground model and depends largely on 

the am ount and quality of th e  availab le data . The accuracy  of the  inversion then 

depends both on th e  applicability  of the  ground model type to the subsurface and 

the  quality of the data .
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Inversion can be perform ed a t  individual locations to  derive 'local ground models' 

which are  usually quite sim ple due to  the  lim itations of velocity  resolution. In 

th is p ro jec t the  com plexity  of th ese  local ground models is re s tr ic te d  to  uniform 

velocity  layers separated  by plane in te rfaces  of a rb itra ry  dip and strike . Local 

ground models can then be com posited toge ther to  form  a 'regional ground model' 

which is large enough to  rep resen t s tru c tu ra l and velocity  varia tions on a 

regional scale.

The com plex velocity  d istribution  of the  real ea rth  should always be 

acknowledged when applying inversion techniques which use im plicitly  simple 

ground models.

1.1.3 Common Mid Point and Common D epth Point

A 'common mid point' (CMP) is th e  com m on middle point a t  the  su rface  betw een 

each shot-geophone (s-g) pair in a se t of seism ic trac e s  called a  CMP gather. 

The trac es  for each CMP ga th er a re  se lec ted  from d iffe ren t shot records in the 

original field da ta  tapes.

A 'common depth point' (CDP) ex ists on a re fle c to r if the  raypaths describing 

wave propagation for each s-g pair in th e  CMP gather re f le c t a t  th e  sam e point.

Figure 1.2a shows shots and geophones sym m etrically  disposed about a CMP over 

a sim ple uniform velocity  ground model. The separation of the  inner s-g pair is 

the 'near tra c e  o ffse t' of the  field da ta  and th a t of the  outer s-g pair is the 'far 

trac e  o ffse t'. Raypaths re f le c ted  a t  a single horizontal in te r f a c d ^ re  shown for 

each s-g pair. The broken line shows the  raypath joining a hypothetical
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coincident s-g pair with 'ze ro -o ffse t'. The concept of ze ro -o ffse t is very 

im portan t in seism ic reflec tion . Although for p rac tica l reasons the  ze ro -o ffse t 

tra c e  cannot be recorded in the  field, the  output from  th e  CMP stacking process 

rep resen ts  the  sim ulated ze ro -o ffse t tra c e . For th is horizontal re flec to r model, 

each raypath re fle c ts  a t a common depth point which is vertically  below the 

CMP. The zero -o ffse t raypath  re flec ts  norm ally a t  the  in te rface  such th a t both 

downgoing and upgoing segm ents follow the  sam e path; in general the ze ro -o ffse t 

raypath  is identically  the  'norm al incidence raypath '.

F igure 1.3a shows the sam e CMP gather over a uniform  velocity  model with a 

single plane dipping re fle c to r. The reflec tion  points a re  now spread up-dip from 

the  ze ro -o ffse t raypath  reflec tion  point. There is no tru e  common reflec tion  

point for a dipping re flec to r ground model.

In general the s-g raypaths for a CMP gather do not re f le c t a t  a common depth 

point. The spread of re flec tion  points over an in te rface  is controlled  by both the 

depth and shape of the in te rface  and by the velocity  d istribution in the volume 

sam pled by the CMP gather raypaths.

Although it has been common p ractise  in the li te ra tu re , the te rm s CMP and CDP 

should not be used interchangeably. CMP is a fea tu re  of the  surface recording 

geom etry  alone, and is independent of the  subsurface velocity  d istribution. 

Confusion arises because th is field technique is commonly called CDP. The te rm  

CDP should be avoided excep t when referring  specifically  to  reflec tion  a t a 

common depth point, which can ex ist in a CMP gather over a horizontally  

layered ground model or in more advanced d a ta  processing scheme?!



“ 1 6 “

1.1.4 Moveout Equations

The m oveout o f  a re flec tion  in a CMP gath er is the  d iffe ren ce  in its  arrival tim e 

a t  d iffe ren t o ffse ts , defined here as:

^ ty  “ “ Ô (1*1)

w here t^  is the  two-way tim e  for the  re flec tio n  recorded  a t  a geophone o ffse t a

d istance x from its  corresponding shot, tg  is the  tw o-w ay trav e l tim e along the

ze ro -o ffse t raypath  and A tx  is the  m oveout a t  o ffse t x.

Figure 1.2b highlights a single s-g raypath  from  the  horizontal re fle c to r model of

Figure 1.2a. The vertica l depth to  the re fle c to r  is z and the  medium has the 

uniform velocity  V. The tw o-w ay tim e for an s-g raypath  with o ffse t x is, by 

Pythagoras:

t y '  = (x* + 4z*)/V* (1.2)

or: tx^ = to '  + x ' / V  (1.3)

w here: tg  = 2z/V (1.4)

The moveout curve defined by Equation (1.3) is a  hyperbola w ith its  apex a t  zero-

o ffse t.

A single raypath  is shown in Figure 1.3b from  th e  dipping re fle c to r  model of 

Figure 1.3a. The dip of the  re fle c to r  is oc and the  medium again has the 

uniform velocity V. Point s' is the  im age of s. Using the  triang le  sgs' and the sine 

rule:

V tx/sin (90 + (%) = x/sin  (90 ~ )

i.e . Vtx cos g  = X cos OL •  (1.5)

and in triang le  s'gq:

V t x  s i n  = V t g  ( 1 . 6 )



- 1 7 -

Adding the squares of both Equations (1.5) and (1.6) to  e lim inate  jS :

tx* = t o '  + x ' cos'CK / V  (1.7)

This m oveout rela tion  is also hyperbolic, despite the  fa c t th a t th e re  is no CDP

for a single plane dipping re flec to r ground model. This resu lt, f irs t docum ented 

by Levin (1971), is the  basis of the  CMP field technique.

1.1.5 Stacking Velocity

Stacking velocity  is the velocity  used to  define a hyperbolic tra jec to ry  and apply 

'm oveout co rrections ' in order to  stack  a CMP gather. It is purely a data

processing param eter. The CMP stacking process com bines th e  gather trac es  to

produce a single output trac e  in which the  prim ary reflec tions have a higher 

signal to  noise ra tio .

Stacking a CMP gather with stacking velocity Vg involves summing the  gather 

trac e s  along hyperbolae defined by:

t x '  = t o '  + x '/V g ' (1.8)

and projecting the  resu lts to ze ro -o ffse t tim es. The output tra c e  then sim ulates 

the  ze ro -o ffse t tra c e  a t the CMP, and the final CMP stacked section ideally 

rep resen ts the  zero -o ffse t or norm al incidence section .

Stacking velocity  generally varies with tim e in response to  the varia tion  of 

seism ic wave velocity  with depth. The 'stacking velocity  function' (of two-way 

zero -o ffse t tim e) is the se t of stacking velocities used to  stack  the CMP gather.
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1.1.6 Velocity Analysis

Velocity analysis is the  nam e popularly given to  any procedure by which the 

response of stacking the  CMP g ather w ith various stacking velocities or stacking 

velocity  functions can be studied.

The objective of velocity  analysis is to  provide a display which shows the 

coherence of the re fle c ted  seism ic energy on th e  CMP gather tra c e s  a t various 

stacking velocities. From  this display the  stacking velocities can be se lec ted  for 

the  final stack  of th e  section . Velocity analysis can also be the  source of 

inform ation leading to  the  derivation  of in terval velocities and u ltim ate ly  to  a 

final ground model.

Velocity analysis m ethods can be conveniently grouped into two categories, 

though both presen t essentially  th e  sam e inform ation. The f irs t group shows the 

ac tua l CMP gather tra c e s  a f te r  m oveout co rrections or stacking and the 

coherence of the reflec tions for d iffe ren t stacking velocities is assessed 'by eye'. 

In the second group, a num erical value of coherence is ca lcu la ted  over a series of 

m oveout-corrected  tim e gates  and displayed as a function of stacking velocity  

and two-way ze ro -o ffse t tim e.

Included in the firs t group are  th e  'constan t velocity  gather' (CVG) and the 

'constan t velocity  stack ' (CVS), which are  both described in an inform ation  sheet 

by Prakla-Seism os (1978). These m ethods are  not discussed fu rth er here as they 

a re  not specifically  re la ted  to  the  la te r  chap ters.

The second group of velocity  analysis m ethods display the  coherence of the  s tack  

ra th e r than the  seism ic da ta  itse lf. It is these m ethods which are  now usually 

implied by the term  'velocity  analysis'. The technique of velocity  analysis has 

been excellen tly  outlined by Taner and Koehler (1969) and reviewed by both
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M ontalbetti (1971) and Hubral and Krey (1980). The operation  of a  standard  

velocity  analysis procedure is sum m arised briefly below.

A CMP gather (or group of ad jacen t CMP gathers) is read in by the  velocity  

analysis program and a t successive tim e gates th e  trac es  a re  stacked  using a 

range of stacking velocities. The da ta  are  ac tually  stacked  along a series of 

underlying stacking velocity -tim e functions and th e  coherence is in terpo la ted  

onto a rectangular grid. The coherence can then be displayed as a function of 

stacking velocity  and two-way ze ro -o ffse t tim e. This tw o-dim ensional function 

has been referred  to  as the  'velocity  spectrum '. Peaks on this function ind icate 

events with a hyperbolic or near-hyperbolic tra jec to ry , which may be prim ary 

reflections, m ultiple reflec tions or d iffrac tions.

D ifferen t types of coherence m easures used in velocity  analysis program s are  

discussed in the  references cited  previously. The ra tio  of stacked energy in the 

tim e g a te  to  the  available energy for stacking in the  tim e gate  is inheren t in 

most coherence m easures. The coherence m easure may be designed to  peak for 

any hyperbolic event, or it may be weighted by am plitude in order to  em phasise 

the stronger hyperbolic events. It is im portan t th a t the  resu lts of a  velocity  

analysis program  should be dom inated by the seism ic da ta  itse lf, and not by the 

choice of coherence m easure used in the  program .

1.1.7 Root Mean Square Velocity

The root mean square (RMS) velocity  for a raypath  reflec ting  a t the nth 

in te rface  is; •

^^rm s, n = ^  (1*9)
i=1 i=1

w here V̂  and At[ are  the  velocity and two-way tran s it tim e in the  ith  layer, 

respectively .
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For a ground model consisting of a sequence of uniform  velocity  layers separa ted  

by horizontal reflecting  in te rfaces , the  m oveout re la tion  for the  nth re fle c to r is 

given by Dix (1955) as approxim ately:

^x , n = ^6, n + x^/Vrm s,n (1*10)

w here Vrms,n is m easured along the  (vertical) ze ro -o ffse t raypath . At zero -

o ffse t, the equations:

*o,n =  Ê  (1.11)

and

V?ms,n= i  (1.12)
i=1

can be rearranged  to  solve for th e  velocity  of th e  nth layer in the  fam iliar 'Dix 

Equation':

M t ty 2 _  *rm s,n  '•o,n_______* rm s,n -l 'o ,n -1  q

^o,n *0,n-1

It is im portan t to note th a t use of th e  Dix Equation s tr ic tly  im plies the  

knowledge of vertica l RMS velocities and v ertica l tw o-w ay tim es in a 

horizontally layered ground model.

1.1.8 Moveout Velocity

Moveout velocity  is the  velocity  defining the hyperbolic tra jec to ry  which best 

approxim ates the moveout of a re flec tion  across the  CMP gather. F u rth er 

re ference  to  moveout velocity  im plies prim ary reflec tion  m oveout velocity  

unless otherw ise specified. *



-2 1  -

For rea lis tic  ground models including several re flec to rs  w ith dip and curvatu re, 

the  moveout is no longer exactly  hyperbolic due to  raypath  re frac tion  a t layer 

in te rfaces , but the  m oveout of a re flec tion  can usually be well approxim ated by 

the  hyperbola:

^x* -  ^o* x^/^m o^ (1*14)

w here V ^o  is the  m oveout velocity  defining th e  hyperbola which is in some sense 

the  best f it to  the observed m oveout of the re flec tion .

Some exam ples of m oveout velocities  for sim ple ground models have in fac t 

already been given. The m oveout velocity  for a CMP over a single horizontal 

re fle c to r with a uniform  velocity  layer above is just V, the  velocity  of the  layer, 

as in Equation (1.3). The m oveout velocity  for a  CMP in a dip line over a single 

plane dipping re flec to r with a  uniform  velocity  layer is seen from Equation (1.7) 

to  be V/cosCK where Oi is th e  dip angle and V is again the  layer velocity . For 

these  sim ple ground models w ith a single layer of uniform velocity  th e  reflec tion  

m oveout is defined precisely  by the  m oveout velocity  because all of the  CMP 

o ffse t raypaths are  s tra ig h t. The moveout velocity  Vrms,n foe ^  horizontal 

re fle c to r a t the base of n uniform  velocity  horizontal layers in Equation (1.10), 

however, provides only an approxim ation to  th e  true  m oveout curve since the 

CMP o ffse t raypaths a re  re frac ted  a t  layer in te rfaces  and the s tra ig h t raypaths 

inherent in the  hyperbolic model do not actually  ex ist (except for th e  triv ia l case 

where the velocities of all layers a re  identical).

When the  onset tim es of a re flec tion  can be picked a t each o ffse t in the  CMP 

gather the  moveout velocity  can be obtained from  Equation (1.14) using the 'T ' - 

X "  m ethod, by which a s tra ig h t line f itted  to th e  t%  ̂ - x ' d a ta  (by*least squares, 

for exam ple) yields t o '  as th e  in te rcep t a t x=0 and 1/V 'm o =is the  gradient.
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N ote, however, th a t if the m oveout is not exactly  hyperbolic, the  ex trapo la ted  tg  

described here is only an approxim ation to  the ac tua l two-way tim e along the 

hypothetical zero -o ffse t raypath  (Al-Chalabi, 1973,1979).

Although the  T ' - X ' m ethod has been used extensively  in the  past, m oveout 

velocities a re  now usually obtained from  velocity  analyses by picking the peaks 

of coherence which correspond to  prim ary reflections.

1.1.9 Normal Moveout Velocity

Normal moveout velocity  is the  velocity  defining the  hyperbolic tra jec to ry  which 

best approxim ates the  m oveout of a reflection  in the  im m ediate vicinity of the 

em erging normal incidence ray. Normal m oveout velocity  can be thought of as 

the lim iting value of m oveout velocity  as the spread length tends to  zero.

The e ffe c t of Equation (1.14) is to  rep lace the  layers above the re fle c to r of 

in te res t with a medium of uniform velocity  V ^o  which best f its  the  m oveout of 

the reflec tion . However, the  s tra ig h t raypaths implied by this model do not 

account for the refrac tions  a t layer in te rfaces , and as a resu lt the ac tua l 

moveout tim es dev iate  about the best f it  hyperbola. In general the  m oveout 

velocity  depends on the o ffse ts  of the  trac es  used in the  velocity  analysis due to 

the lim itations inherent in the hyperbolic model fittin g  procedure. For a 

horizontal re flec to r beneath  horizontal uniform velocity  layers, the  m oveout 

velocity  increases with o ffse t. The d ifference betw een the m oveout velocity  and 

the normal moveout velocity  (equivalent to  the root mean square velocity  for 

this simple ground model) has been called the 'spread length bias' (A l-Chalabi, 

1974).
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At sm all o ffse ts, the m oveout is very sm all re la tiv e  to  th e  dom inant periods of 

the seism ic data  in the  CMP ga th er trac es , and the  norm al m oveout velocity  is 

not d irec tly  available from  velocity  analyses of rea l d a ta . . However, normal 

m oveout velocity  is im portan t in the  co n tex t of th is work since it  can be 

calcu la ted  for some ground models using a re la tive ly  sim ple forw ard modelling 

procedure which includes ze ro -o ffse t ray tracing  and the  concep t of w avefront 

cu rvatu re . More significantly , i t  is possible to  perform  th e  inverse com putation 

which allows the recovery of sim ple ground models from  tw o-w ay zero -o ffse t 

tim es and normal moveout velocities w ithout ite ra tiv e  ray tracing .

The cu rvatu re  of a hypothetica l w avefront norm al to  the  ze ro -o ffse t raypath  can 

be calcu la ted  using various laws governing th e  response of the w avefront to 

re frac tio n  and reflection  a t layer in te rfaces  and transm ission of the ze ro -o ffse t 

ray through a layer. On re tu rn  to  the  su rface , the  re fle c ted  w avefront describes 

the 'm oveout surface ' from which the  norm al m oveout velocity  in any d irection  

can be calcu la ted .

Forward modelling form ulae and re fe ren ces  defining the norm al moveout 

velocity  for a selection of ground models consisting of uniform velocity  layers 

and plane re flec to rs  are  presen ted  in Table 1.1. Corresponding inversion 

form ulae and references are  also included.

Normal moveout velocity can be ca lcu la ted  for ground models including la te ra lly  

heterogeneous layers and curved in te rfaces  using m ethods described in Hubral 

(1980a, 1980b), but no d irec t inversion procedures have been developed for these 

com plex cases. •
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1.1.10 Interval Velocity

In terval velocity  is the  gross average velocity  over a depth or tim e in terva l. The 

te rm  is generally referred  to  an 'in te rva l' betw een two seism ic reflec tion  

horizons.

In real d a ta , only a lim ited number of seism ic horizons can generally  be 

recognised confidently , and the  velocity  d istribu tion  within each in terval is 

always heterogeneous to  some ex ten t. The ex ac t natu re  of the  in terval velocity  

then depends on the  source of the  velocity  inform ation (A l-Chalabi, 1974). 

In terval velocities obtained from ca lib ra ted  velocity  logs rep resen t the  tru e  

average of the velocities in the  in terval. However, in terval velocities derived 

from  root mean square velocities in the  Dix Equation (1.13) rep resen t th e  root 

m ean square of the velocities in the in te rva l. The d ifference betw een the  tru e  

average in terval velocity  and the  root mean square in terval velocity  increases 

with the  degree of velocity  heterogeneity  in th e  in terval (C ressm an, 1968).

D etailed in terval velocity  inform ation is obtained in wells from calib ra ted  

velocity  logs. Sonic tran sit tim e, the  reciprocal of local velocity , is typically  

m easured every six inches down the well in a sonic logging run and the  length of 

the logging tool generally allows a v e rtica l resolution of around two fe e t. 

C alibration of the  sonic log by a checkshot survey is generally necessary to 

ca lcu la te  in teg rated  trave l tim es and gross in terval velocities over large depth 

in tervals in order to  avoid cycle skips and o ther problem s inherent in sonic 

logging. Reasons for d ifferences betw een the  seism ic tim e m easured in a 

checkshot survey and the in teg rated  sonic tim e to  th e  sam e depth are  discussed 

in O’Brien and Lucas (1971), G oetz e t  al (1979) and Dupai e t  al (1977).
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1.1.11 Average Velocity

Average velocity  is th e  d is tance trave lled  divided by tim e. In common usage, 

the average velocity  re fe rs  to  an im plied v e rtica l raypath  in a horizontally  

layered ground model. This p a ram eter can generally  only be determ ined with 

confidence a t  wells w here a ca lib ra ted  velocity  log is available.

The average velocity  to  the  nth in te rface  is simply:

Va,n = 2zn /to ,n  (1*13)

where z^ and to ,n  a re  the  depth and tw o-w ay tim e to the  nth in te rface , 

respectively . If A z [  denotes the  thickness of th e  ith  layer, this equation can be 

rew ritten  as follows:

V.,n =  2 Ë  Az, /  Ë  At,  (1.16)
i=1 i=1

or:

v,.n =  L v , A t , /  E A t ,  (1.17)
i=1 i=1

in order to  express the  average velocity  in te rm s of in terval velocities and two- 

way tran s it tim es.

The most im portan t use of average velocities is in tim e to  depth conversion for a 

single layer, w here the  assum ption of horizon tal velocity  layering and v ertica l 

raypaths is usually im plic it. Time to  depth conversion for more com plex ground 

models including la te ra lly  variab le velocities and re fle c to r  s tru c tu re  s tr ic tly  

requires ray tracing  m ethods to  account for the  re frac tio n  of sei#mic energy a t 

layer in te rfaces  and through heterogeneous layers.
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1.1.12 M igration Velocity

M igration velocity  is the velocity  used in a section tim e m igration 

program . V elocities used within the  program  for section  tim e m igration 

depend on the algorithm  being used. F in ite  d ifference m ethods, for 

exam ple, require in terval velocities, w hereas K irchoff stack  m igration 

m ethods use velocities defining d iffrac tion  curves for hypothetical 

sc a tte re rs  in the subsurface. Irrespective of these  in ternal d ifferences, 

velocities for section tim e m igration are  generally  specified as some 

average velocity , applied from  the  datum , called  the  ’m igration velocity '.

Since well control is normally lim ited , a large proportion of m igration 

velocity  inform ation is u ltim ately  derived from  velocity  analyses of CMP 

g athers. All the shortcom ings of velocity  analysis methods should be 

apprec ia ted  when preparing velocities for use in section tim e m igration. 

There are  additional problem s in even defining the te rm  'm igration 

velocity ' in com plicated ground models; these  will not be discussed 

fu rth er. The use of incorrect m igration velocities can lead to  both loss 

of coherence and spurious la te ra l shifting of re flec tions on the  m igrated  

section .
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1.2 DIFFERENCES BETWEEN STACKING VELOCITY, MOVEOUT VELOCITY, 

NORMAL MOVEOUT VELOCITY AND ROOT MEAN SQUARE VELOCITY

In order to  com pletely  resolve these  velocity  definitions, th e  essen tial 

d ifferences betw een these  types of velocity  will now be highlighted.

S tacking velocity  is a processing p aram eter, w hereas m oveout velocity  is 

the  property  of a  re flec tion  even t. In the  no ise-free case the  optim um  

stacking velocity  to  produce th e  ze ro -o ffse t prim ary reflec tion  would be 

the moveout velocity  of the  re flec tion , but the  combined e ffe c ts  of 

random and coheren t noise may requ ire  a d iffe ren t stacking velocity  to  

maxim ise the prim ary signal to  noise ra tio . S tacking velocities a re  

som etim es m ade higher than m oveout velocities when the  prim ary 

reflec tions a re  con tam inated  by m ultiple energy a t the  sam e tw o-w ay 

ze ro -o ffse t tim e but w ith a lower m oveout velocity.

Moveout velocity  is m easured from  th e  CMP gather trac es  in a velocity  

analysis and describes the  m oveout of a reflection  across the whole 

gather. Normal m oveout velocity  as defined here is a modelling 

param eter describing the  m oveout of a re flec tion  in the  im m ediate 

vicinity of the em erging norm al incidence ray; it is the  lim iting value of 

m oveout velocity  as the spread length  tends to  zero  and cannot be 

obtained d irec tly  from  real seism ic d a ta . Moveout velocity  and norm al 

moveout velocity  a re  only equivalen t for the  re frac tio n -free  case of a 

constan t velocity  medium. N evertheless, the d ifference betw een 

m oveout velocity  and norm al m oveout velocity  is usually R ss than a few 

percen t unless significant re f le c to r  s tru c tu re  or velocity heterogeneity  is 

sampled by the CMP gather.
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Root mean square velocity  along a vertica l raypath  is the  special case of norm al 

m oveout velocity  for a ground model consisting of uniform velocity  layers 

separated  by horizontal re flec to rs . The d ifference betw een root mean square 

velocity and normal m oveout velocity  increases as the  ground model departs 

from horizontal layering and the zero -o ffse t raypath  is increasingly d isto rted  

from the vertical.

For a CMP gather sampling a heterogeneous velocity  distribution, the stacking 

velocity, m oveout velocity , normal moveout velocity  and root mean square 

velocity are  generally not mutually equivalent. Furtherm ore, the  v ertica l root 

mean square velocity  for a CMP over a heterogeneous subsurface with an implied 

re frac ted  zero -o ffse t raypath is of li t t le  use since the  horizontal layering 

condition is not satisfied . The discrepancy betw een stacking velocity , moveout 

velocity and norm al moveout velocity is liable to  increase with the  com plexity of 

the subsurface velocity  distribution.
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1.3 USES OF CMP DERIVED SEISMIC VELOCITIES

Figure 1.4 shows the  flow of velocity  inform ation from  CMP velocity  analysis, 

and th e  uses of various types of velocity . Two prim ary paths of inform ation can 

be identified : both orig inate a t velocity  analysis and one path  leads to stacking 

velocities while the o ther te rm inates a t  in terval velocities and average 

velocities.

Stacking velocities are  picked from velocity  analyses using the  c rite rio n  of 

maximising the  signal to  noise ra tio  of prim ary reflections for the final CMP 

stacked  section. These stacking velocities a re  used both in the  final stack  of the 

section and in prelim inary section tim e m igration.

It is d ifficu lt to  define the required accuracy  of stacking velocities used for the  

final stack . CMP stacking is a very robust procedure and d ifferences of a few 

percen t (up to  ten  percen t in some cases) betw een stacking velocities and tru e  

prim ary reflec tion  moveout velocities do not usually cause a significant loss in 

prim ary reflection  coherence. Excessive d ifferences betw een stacking velocities 

and moveout velocities may, however, lead to a tten u a tio n  of high frequencies in 

the stacked  zero -o ffse t trac e .

The reasoning behind the use of stacking velocities for prelim inary section  tim e 

m igration processing lies in the  assum ption th a t stacking velocity , root mean 

square velocity  and m igration velocity  are  iden tica l. Since this assum ption 

s tric tly  im plies a uniform velocity , m igration erro rs are  quite likely in areas 

w here the subsurface includes significant re fle c to r structucg or velocity  

heterogeneity . In p rac tise , due to  uncerta in ties  in th e  use of stacking velocities 

as m igration velocities, a suite of percen tage stacking velocity  functions (e.g.
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95%, 100% and 105% stacking velocities) is o ften  used for prelim inary section 

tim e  m igration in order to  a scerta in  the  influence of d iffe ren t m igration 

velocities.

Moveout velocities are  picked from  velocity  analyses on the  peaks corresponding 

to  prim ary reflections, which may or may not be the  sam e picks as th e  stacking 

velocities used in d a ta  processing. The steps including the  estim ation  of normal 

m oveout velocity  by reducing th e  e ffe c ts  of the  spread length and the  inversion 

procedure to  derive in terval velocities  a re  covered in detail in la te r  chap ters. In 

the  sim plest case, the  e f fe c ts  of o ffse t a re  ignored and horizontal layering is 

assumed so the  Dix Equation can be used d irec tly  to  obtain in terval velocities.

Some of the many po ten tia l uses of in terval velocity  include 'layer-cake ' depth 

conversion, ray tracing , deta iled  section  m igration, gross lithological and 

stra tig rap h ie  in te rp re ta tio n , es tim ation  of age and maximum depth of burial and 

the de tec tion  of overpressured zones. Some of these  po ten tial applications are , 

however, usually im practicab le  in real cases.

The precision requirem ents for in terval velocities depend on each individual 

problem . Obviously the  accuracy  of in terval velocities u ltim ately  derived from 

moveout velocities depends both on the  accuracy  of the in itia l picks and on the 

validity of the  assum ptions inheren t in the  'inversion' algorithm  used.

Errors in moveout velocities a re  m agnified as they are  propagated into in terval 

velocity  erro rs. This s ta tem en t can be apprec ia ted  by consideration of a 

horizontally layered ground model. A cursory glance a t the  Dix Equation shows 

th a t an erro r in e ith er root m ean square velocity  m ust cause a larger percen tage 

e rro r in the  derived in terval velocity . In general a root mean square velocity
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erro r a t  tim e T (on one of the horizons bounding the  in terval) is m agnified by the 

fac to r T/ AT into an erro r in the  in terval velocity  for the  tim e in terval AT. 

In terval velocity  e rro rs are  thus liable to  increase with the depth of th e  in terval 

and with decreasing in terval thickness. In a horizontally layered ground then , a 

1% erro r in root mean square velocity  a t a two-way tim e of one second causes a 

10% in terval velocity  e rro r for a layer with a 100 ms two-way tim e in terval. 

The in terval velocity  e rro r doubles to  20% for the  sam e layer a t two seconds 

two-way tim e. Errors in in terval velocity  increase still fu rther as the  root mean 

square velocity  error on the  second of the two bounding horizons is considered.

Average velocities are  not generally useful in the con tex t of CMP velocity  

analysis and inversion algorithm s as the depths of the  re flec to rs  in the  ground 

model m ust be known for their calculation. D erivation of average velocities a t 

this stage serves l i tt le  useful purpose except for com parison with o ther average 

velocity fields used in a lte rn a tiv e  depth conversion m ethods.
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1.4 FACTORS AFFECTING CMP VELOCITY ANALYSIS

Both stacking velocities for the  final stack and m oveout velocities can be 

m easured from  velocity  analyses, as described in previous sections. The reasons 

for d ifferences betw een stacking velocities and m oveout velocities have already 

been discussed, and this section re la te s  specifically  to the  fac to rs  a ffec tin g  

m oveout velocities derived from CMP velocity  analyses.

D ifferen t velocity  analysis program s may yield slightly d iffe ren t resu lts  from  the 

sam e seism ic da ta  trac es  due to  varia tions in coherence m easures or display 

types. In th is section, however, it  is assumed th a t all velocity  analysis program s 

are  identically  equivalent to  the  T ' -  X ' m ethod described in Section 1.8. Any 

fac to r a ffec tin g  e ither the m easured o ffse t or the  tim ing of a re flec tion  

th e re fo re  d irec tly  influences the  resu lts of velocity  analysis.

The various influences on CMP velocity  analysis can be conveniently grouped 

into two categories; fac to rs  in da ta  acquisition and processing, and fac to rs  due 

to the  subsurface. The f irs t category  consists of erro rs  in acquisition param eters  

and processes applied to  the  traces  before velocity  analysis. The second 

category  includes the  distribution of subsurface velocities which influences the 

volume sampled by the  CMP gather and u ltim ately  determ ines the  trave l tim e  of 

the re flec ted  pulse on each trace .

F acto rs  a ffec ting  CMP velocity  analysis have been review ed com prehensively by 

Al-Chalabi (1979). Only a brief sum m ary is presented  here; th e  reader is 

re fe rred  to the original work for g rea te r d e ta il, and to  C hapfër Six of this 

pro jec t for num erical studies of the  m ore im portan t subsurface facto rs.
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1.4.1 F ac to rs  in D ata A cquisition and Processing

Errors can be introduced in to  m oveout velocities by erro rs in the  acquisition 

param eters  and by some s id e -e ffec ts  of da ta  processing before velocity  analysis. 

These errors, detailed  below, a re  usually g rea te r for m arine da ta  because 

acquisition p aram eters  a re  m ore d ifficu lt to  con tro l a t sea. It is possible to  

m ake co rrections for these e f fe c ts  which can reduce the  m oveout velocity  errors 

to below two or th ree  p e rcen t, but such s tr ic t  quality  con tro l is uncommon in 

standard  da ta  processing p rac tise  in view of the  robust natu re of the  CMP 

stacking process. The fac to rs  covered in th is section are  likely to  cause m oveout 

velocity  erro rs for even the  sim plest of subsurface velocity  distributions.

1.4.1.1 D ata Acquisition E rrors

The m ost im portan t fac to rs  in m arine d a ta  acquisition which in troduce erro rs 

into th e  estim ated  m oveout velocities a re  s tream er feathering , irregular shot 

spacing and o ffse t errors.

(a) S tream er Feathering

S tream er feathering  causes the hydrophones to  lie outside of the  v ertica l 

plane containing the seism ic line. The CMP for d iffe ren t s-g pairs then no 

longer coincides a t a point on the line but lies progressively off the  line for 

increasing s-g o ffse t. M oveout velocity  erro rs  occur because the s tr ic t  

geom etry of the CMP technique is not sa tisfied , particu larly  if the 

m oveout velocity  varies significantly  with azim uth due to  dip. In general 

the  e f fe c t of s tream er feathering  is g rea te r on strike  lirrtfs than on dip 

lines.
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(b) Irregular Shot Spacing

Irregular shot spacing resu lts  if the speed of the  ship varies or if the spatial 

shot firing in terval is not constan t. Moveout velocity  e rro rs then occur 

because velocity  analysis assum es a constan t shot spacing. Moveout 

velocity  e rro rs due to  shot spacing erro rs  a re  g rea te r for dip lines than for 

s trike  lines.

(c) O ffset Errors

The m ost likely type of o ffse t erro r is a constan t e rro r on each trac e  due 

to  inco rrec t estim ation  of th e  near tra c e  o ffse t. Random offse t errors are  

also possible, particu la rly  in land surveys, but in general are  of less 

significance.

1.4.1.2 M ultiplexer Delay

Channels on a digital recording system  are  not sampled sim ultaneously. Each 

channel is sampled consecutively , causing an increasing tim e delay on each 

channel. If no co rrection  is m ade for the  m ultiplexer delay, m oveout velocities 

are  biased depending on the channel sam pling order. If the  near-o ffse t tra c e  is 

on channel one the m oveout velocities a re  overestim ated , w hereas if the  fa r- 

o ffse t tra c e  is on channel one the  m oveout velocities are  underestim ated .

1.4.1.3 Noise

C oherent noise, which may be due to  cab le  snatch a t sea or tra ff ic  on land, 

generally travels horizontally  across the  spread and thus has a ver*slow  moveout 

velocity . As such, it is strongly discrim inated  against in velocity analysis and 

does not itse lf bias m oveout velocity  es tim a tes. However, the a ttenuation  of 

coherent noise afforded by wavenum ber filte ring  in the field (the use of arrays)
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and frequency filtering  in processing may lead to  o ther undesirable e ffe c ts  

(Sections 1.4.1.4 and 1.4.1.5).

The e f fe c t of incoherent (random) am bient noise is to  reduce th e  signal to noise 

ra tio  la te  in the  record  and so fu rth er decrease th e  resolution of velocity  

analysis a t  la te  tim es, thus increasing the  probability of picking erro rs , or indeed 

displacing coherence peaks on th e  velocity  analysis display. However, since the  

seism ic pulse is quite long and th e  analysis ga te  usually longer, velocity  analysis 

generally  rem ains a s tab le  process in fairly  high incoherent noise levels.

1.4.1.4 Array Length

Each seism ic tra c e  is usually com posed of the  summed output of a  linear a rray  of 

geophones (or hydrophones). The 'o ffse t' is m easured to  the  cen tre  of th is array . 

At longer o ffse ts , or if th e re  is dip, the  re flec ted  pulse does not arrive  in phase 

across the  array  and the  ou tpu t may be reduced in am plitude and high 

frequencies to  produce a w eaker, longer recorded pulse. This e f fe c t is most 

severe when the  m oveout across the  array  is equal to  the  predom inant period of 

the re flec ted  pulse. Although th e  signal to  noise ra tio  may be reduced on the 

longer o ffse t traces , the e f fe c t of the  array  length does not normally bias the 

resu lts of velocity  analysis.

1.4.1.5 P re-Processing CMP G athers

Some prelim inary processing is norm ally necessary before the  CMP gather trac es  

are  ready for velocity  analysis. The m ost im portan t of these processes in term s 

of the ir e f fe c t on velocity  analysis are  filte ring , norm alisation, datum  

corrections and common o ffse t stacking.
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(a) F iltering

The resolution of velocity  analysis increases with the  bandwidth of the 

seism ic data . Because velocity  analysis is stab le  in fairly  high random 

noise levels, CMP gather trac es  should ideally have maximum whitening 

deconvolution and minimum band-pass filtering  applied prior to  velocity 

analysis in order to  balance bandw idth and signal to  noise requirem ents.

(b) N orm alisation

Am plitudes are  o ften  norm alised both  along each tra c e  and across the  CMP 

g ather from tra c e  to  tra c e  before velocity  analysis. A utom atic gain 

contro l generally gives b e tte r  resolution of velocities but is m ore likely 

than program m ed gain con tro l to  enhance spurious low am plitude non

prim ary events.

(c) D atum  C orrections

In th e  processing of m arine data , co rrec tio n  of CMP gather tra c e s  to  a 

d iffe ren t datum  should not be carried  out before velocity  analysis as the 

hyperbolic tim e-d istance rela tion  perta ins s tr ic tly  to  the e ffec tiv e  datum  

apparen t during acquisition. If datum  correc tion  is perform ed before 

velocity  analysis then the  constan t tim e  sh ift on each tra c e  causes 

system atic  moveout velocity  errors. For exam ple, if source and stream er 

are  co rrec ted  to mean sea level before velocity  analysis, m oveout 

velocities are  underestim ated .

The com m ents on datum  corrections for m arine da ta  above do not apply to 

land da ta . Since on land the  shots and geophone groups generally have 

d iffe ren t elevations, an in itia l s ta t ic  co rrec tion  to a constan t local datum  

is im perative before velocity  analysis. High quality  s ta tic  co rrec tions are 

required for the  acc u ra te  determ ination  of m oveout velocities from  land 

da ta  (see also Section 1.4.2.4).
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(d) Common O ffse t Stacking

Common o ffse t stacking can be useful before velocity  analysis since it 

increases the am ount of da ta  analysed and should increase the  signal to 

noise ra tio . However, if th e re  is e ither significant re fle c to r s tru c tu re  or 

rapid la te ra l change in reflection  ch a rac te r, th is process may actually  

reduce da ta  quality. Common o ffse t stacking in the presence of dip 

s tre tch es  out the reflec tion  pulse and degrades the  resolution of velocity  

analysis in a manner analagous to  the e f fe c t of a linear array  of geophones.

1.4.1.6 P aram eters  of the  Velocity Analysis Program

The most c ritic a l param eters of a velocity analysis program  (Section 1.1.6) are  

the  length of the  analysis gate , the tim e increm ent betw een successive gates in 

com putation and display, and the  velocity  increm ent in com putation and display. 

For high resolution, the  length of the analysis ga te  should not be g rea te r than the 

pulse length, and the tim e and velocity  increm ents should be very small. The 

resolution of velocity  analysis is discussed fu rth er in Section 1.5.

1.4.1.7 O nset Time of the Seismic Pulse

The band-lim ited nature of seism ic da ta  ensures th a t the  re flec ted  signal is not a 

clean 'spike*, but a w avelet of fin ite  duration. The maximum energy in this

w avelet is the re fo re  delayed behind the tru e  onset tim e of the reflec tion

(assuming th a t deconvolution a t this stage has genera ted  minimum phase output). 

Because the  coherence does not reach a maximum until all of the  w avelet is 

w ithin the analysis ga te , the coherence peak for any reflec tion  event is usually 

a t too la rge a tim e and too low a velocity. This e f fe c t is approxim ately

equivalent to  a constan t tim e sh ift of each tra c e  and is very sim ilar to  th a t of

the application of datum  corrections before velocity  analysis.
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1.4.2 F acto rs Due to  the  Subsurface

The previous section discussed various fac to rs  in da ta  acquisition and processing 

which introduce erro rs into m oveout velocity  m easurem ents. The variations of 

m oveout velocity discussed in this section are  due to  real physical variations in 

the subsurface and should not be regarded as 'e rro rs ' in th e  conventional sense. 

If the  ideal conditions of e rro r-free  acquisition param eters , in fin ite bandwidth 

signal, zero noise levels and p e rfec t recording ex isted , m oveout velocities could 

be measured precisely. These ideal conditions will be assum ed throughout this 

section in order to  reduce th e  problem to  one of considering the  geom etry  of 

o ffse t s-g raypaths travelling  through various velocity  d istributions. Moveout 

velocity  is then obtained from  the  t ^ '  -  x^ d a ta  by the  optimum linear f it to  

Equation (1.14).

In general the fac to rs  due to  the  subsurface have a g rea te r e ffe c t on moveout 

velocities than do the fac to rs  in da ta  acquisition and processing. Moveout 

velocities are a function of the  reflec tion  m oveout over the  range of o ffse ts  used 

by CMP velocity  analysis and may not be simply re la ted  to  the  velocity  

distribution vertically  below the CMP. Indeed, if s tru c tu re  or layer velocity  

changes considerably over horizontal d istances com parable to  the  spread length, 

the  la te ra l variation  of moveout velocity  may be in the  opposite sense to  th a t of 

the  (vertical) root mean square velocity  function (Section 1.4.2.4).

The purpose of th is section is to  p resen t a discussion of th e  principal subsurface 

fac to rs  which cause the m oveout velocity m easured in CMP velocity  analysis to 

be d iffe ren t to  the  root mean square velocity  vertica lly  below the  CMP. A more 

detailed  q u an tita tive  analysis of some of these e ffe c ts  can be found in C hapter 

Six.
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1.4.2.1 R efrac tion

For a ground model consisting of a series of homogeneous layers of d ifferen t 

velocities separated  by horizontal in te rfaces , the moveout re la tion  for the nth 

reflec tion  is given very accu ra te ly  by the equation;

^x,n = ^6,n + ^^ /^ rm s,n  + ^ 3 ,n  ^ (1»1S)

w here is zero  or negative and increases in m agnitude with th e  variab ility  of 

the velocity  -  tim e  function (A l-Chalabi, 1973).

The T^ -  X* m ethod e ffec tiv e ly  ca lcu la tes  the  b es t-fittin g  hyperbola from  the 

tim e and o ffse t data . B ecause the  te rm  is always less than or equal to

zero , velocities derived by th is m ethod (and hence m oveout velocities estim ated  

from  velocity  analyses) a re  always g rea ter than the tru e  v ertica l root mean 

square velocity  for a horizontally  layered ground model. The d ifference betw een 

m oveout velocity  and roo t mean square velocity , which increases both with the 

spread length and the m agnitude of the  te rm , has been refe rred  to

previously as the  'spread length bias'.

This bias is due to  re frac tio n  of seism ic energy a t  the  layer in te rfaces . The 

hyperbolic re la tion  im plies s tra ig h t raypaths, but if velocity  varies from layer to 

layer the  o ffse t raypaths a re  re frac ted  and the  moveout can no longer be exactly  

m odelled by a hyperbola.

It is em phasised th a t Equation (1.18) is s tr ic tly  only valid for a horizontally 

layered ground model. For a more general ground model including re flec to r 

s tru c tu re  and velocity  he terogeneity  within layers, extension o ^ th e  moveout 

equation beyond its usual hyperbolic form is very tenuous since the  root mean 

square velocity  then loses its  significance. N um erical studies suggest th a t in the 

case of homogeneous layers separated  by plane dipping in te rfaces  of a rb itra ry
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dip and strike  the d ifference  betw een m oveout velocity  and norm al velocity  are  

of the  sam e order as in the  horizontally  layered case (Section 4.3.4), but this 

generalisation  cannot be applied to  m ore com plex velocity  distributions.

R efrac tion  causes m oveout velocity  to  increase with spread length over a 

horizontally  layered ground model. The m agnitude of th is e f fe c t increases with 

the  am ount of velocity  varia tion  and is m ost apparen t shallow in the  section 

w here th e  angles of incidence and re frac tio n  are  g rea te r and the o ffse t raypaths 

spend rela tive ly  more tim e in the  higher velocity  layers.

1.4.2.2 Anisotropy

In th e  con tex t of seism ic velocity , a medium is said to  be anisotropic if its 

seism ic velocity  varies w ith the  d irection  of wave propagation. Although this 

phenomenon is likely in m ost s tra tif ied  rocks (Cressw ell, 1968), it is very 

d ifficu lt to  m easure and its  significance is not yet fully understood.

The anisotropic case of horizontal transverse isotropy (when velocity  in the 

horizontal plane is independent of azim uth but is d iffe ren t to  th a t in the  vertical 

d irection) has received some a tten tio n  because a seism ic in terval composed of 

a lte rn a tin g  thin isotropic layers of d iffe ren t velocities ac ts  as a transversely  

isotropic medium for wave propagation with w avelengths which are  much g rea te r 

than the  individual layer th icknesses. For a horizontally  layered ground model 

this e f fe c t generally resu lts  in moveout velocities being g rea te r  than the  vertica l 

average velocity .

1.4.2.3 R eflecto r Dip

The e f fe c t of re flec to r dip is to  spread the reflec tion  points for all o ffse t s-g 

raypaths of a CMP gather up-dip from the reflection  point of the  ze ro -o ffse t
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raypath  (Section 1.1.3). The varia tion  of moveout velocity  with dip and strike  

for a single plane re flec to r and a layer of uniform velocity  V has been 

com prehensively covered by Levin (1971) and has been discussed for the 2D case 

(the dip line) in Sections 1.1.4 and 1.1.8. The m oveout velocity  of a reflection  

from  a plane with apparen t dip O' in the d irection  of the  CMP gather is:

Vmo = V /c o sa  (1.19)

The apparen t dip a. is obtained from  the  form ula:

a  = tan-1 (1.20)

w here BXqI 5 x  is the  ’tim e slope' of the  reflection  m easured on the  CMP 

stacked  section. Moveout velocity  th e re fo re  assum es its minimum value on a 

strike  line and its  maximum value on a dip line. The e f fe c t of re flec to r dip is 

sm all, however, for dip angles of less than ten  degrees (cos 10® = 0.985).

The m ore general problem of a ground model consisting of uniform velocity 

layers separated  by plane in te rfaces  of a rb itra ry  dip and strike  has been solved 

analy tically  by Hubral (1976b) using zero -o ffse t ray trac ing  and w avefront 

cu rvatu re  form ulae. Hubral showed th a t for any such lim ited  ground model the 

varia tion  of normal moveout velocity with azim uth is e llip tica l. Although these 

resu lts  are  s tr ic tly  only valid for infin itesim al o ffse ts , the spread length bias in 

th e  3D plane layer case appears to  be the sam e as th a t for horizontal layering 

(Section 1.4.2.1). The work of Hubral is discussed a t length in C hapter Four.

1.4.2.4 N ear-Surface Time Delays

N ear-su rface  tim e delays typically resu lt from uncorrected  s ta tic s , caused by 

variations in the thickness of the w eathering layer (or th e  w ater layer in m arine 

surveys). Their e ffe c t is to tim e-sh ift segm ents of the re flec tion  moveout curve
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such th a t the  moveout velocity  es tim ated  from velocity  analysis corresponds to 

the  hyperbola which is the  best f it  to  a  number of broken re flec tion  segm ents.

Delays which vary randomly over sm all d istances com pared with the  spread 

length do not significantly  d is to rt th é  shape of the  b e s t-f it m oveout hyperbola. 

Although th e  sharpness and resolution of the  velocity  analysis may be reduced, 

random n ear-su rface  delays generally do not cause significant m oveout velocity 

variations.

In co n tra s t, delays which are  co rre la ted  over d istances of the  sam e order as the 

spread length system atically  d is to rt the  m oveout curve and resu lt in a spurious 

b e s t- f it hyperbola. The m oveout velocity  thus estim ated  is very strongly 

dependent on the spread length  under these conditions.

To illu s tra te  this point, consider the  case of a near-su rface  step  delay in the 

reflec tion  tim es from a single horizontal in te rface  (Figure 1.5). The step  delay 

of m agnitude T is assumed to  o rig inate in a near-su rface  layer of infinitesim al 

thickness and the velocity  of the medium is V. Where th e  delay is not sampled 

by the CMP gather (case A, Figure 1.5), the m oveout curve is described exactly  

by the  hyperbola of Equation (1.3): 

t x '  = to* + x V V "

The inclusion of delays in the model introduces two associated  hyperbolae:

tx* = (to + T): + x : /V ' (1.21)

w here th e  CMP straddles the  step  and the  geophone sam ples the delay (case C), 

and:

t x *  = ( t o  +  2 T ) 2  + x : / V '  ^  ( 1 . 2 2 )

w here th e  CMP gather is located  en tirely  over the  delay zone and both shot and 

geophone sam ple the  delay (case E).
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The resu ltan t m oveout curve for the  reflec tion  recorded by a CMP gather in any 

location over the  model is thus com posed of hyperbolic segm ents defined by 

Equations (1.3), (1.21) and (1.22). The figure also shows th e  m oveout curves and 

b e s t-f it hyperbolae for CMP gathers in th e  two in te rm ed ia te  locations B and D, 

toge ther with the  resulting la te ra l varia tion  of moveout velocity . Note th a t 

although the root m ean square velocity  on th e  right of the  model is less than th a t 

on th e  le f t , the  large swings of moveout velocity  a re  in th e  opposite sense.

N ear-surface  tim e delays can cause m oveout velocity  variations of over ten  

percen t of the  average velocity  if they a re  co rre la ted  over d istances com parable 

with the  spread length. If the  delays a re  contained wholly w ithin the  surface 

layer, the ch a ra c te r of moveout velocity  variations along each horizon down 

through the  section may be very sim ilar. However, th e  am plitude of these 

m oveout velocity  variations increases with tw o-w ay tim e as the moveout 

hyperbolae becom e increasingly f la t te r  and the  near-su rface  tim e delay assumes 

g rea te r  significance.

A l-Chalabi (1979) has shown th a t the m oveout velocity  responses of d ifferen t 

near-su rface  tim e delays can be superim posed to produce the ’to ta l ' moveout 

velocity  response for a more com plex se t of tim e delays. This linearity  has been 

used to  'deconvolve' the  observed moveout velocity  da ta  in order to  obtain a new 

se t of s ta t ic  co rrections for the  seism ic d a ta . Note, how ever, th a t the  linearity  

applies not to  the moveout velocity  itse lf, but to  the  fac to r l /V ^ o '*  the  slope of 

the  tx* -  X* graph in Equation (1.14). Although this is a seem ingly a ttra c tiv e  

approach for resolving surface s ta tic  co rrections, considerable e rro rs may be 

incurred if additional delays are  genera ted  deeper in th e  section by complex 

subsurface velocity  distributions (Section 1.4.2.5).
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1.4.2.5 Complex Subsurface Velocity D istributions

R eflection  m oveout curves over ground models consisting of uniform velocity  

layers separated  by plane reflec ting  in te rfaces  are  generally well approxim ated 

by hyperbolae. R efrac tion  a t layer in te rfaces  does not seriously d is to rt the 

shape of the moveout curves and introduces a positive bias into the  moveout 

velocity  es tim ates  of a few percen t a t m ost.

In the  con tex t of th is work, a 'com plex subsurface velocity  d istribution ' re fe rs  to  

one which includes e ith e r layers of variable velocity  or non-plane reflec ting  

in te rfaces , or both. Such conditions may arise  due to  lithological varia tion , 

folding, faulting or unconform ity, and are  o ften  responsible for much of the  

m oveout velocity  varia tion  observed in areas of com plex geology.

Velocity variations deeper in the  section in troduce tim e delays onto reflec tion  

tim es in a sim ilar manner to  the near-su rface  e ffe c ts  discussed in Section

1.4.2.4. Segm ents of the reflection  m oveout curves are  tim e-sh ifted  and the 

m oveout velocity  is derived from  the  tra jec to ry  which is the best f it  to  the 

broken reflection  segm ents. The e f fe c t of these  tim e delays again depends on 

the ir distribution over the CMP gather. Time delays which vary system atica lly  

over the  volume sampled by the  CMP gather a re  again m ost likely to  g enera te  

moveout velocity  estim ation . C onvergence of the  CMP gather raypaths tow ards 

the  re fle c to r d ic ta te s  th a t the  c r itic a l la te ra l w avelength of the  tim e delay 

varia tion  decreases as the depth of the  delays increases (A l-Chalabi, 1979). Only 

th e  fea tu res  giving rise to tim e delays which vary system atica lly  a re  considered 

here. The generation  of m oveout velocity  anom alies is now discussed for the  

cases of velocity  gradients (within layers), re flec to r cu rvatu re  and re flec to r 

discontinuity  (at layer in terfaces).



- 4 5 -

(a) Velocity G radients

Velocity heterogeneity  within layers is generally not a  serious fac to r in 

velocity analysis if the  velocity  changes a t  a fairly  constan t ra te  over the 

volume sampled by the  CMP gather. F igure 1.6a shows the  ze ro -o ffse t 

raypath and an o ffse t raypath  for a constan t v e rtica l velocity  gradient 

(velocity increasing downwards) in a single layer bounded by a horizontal 

reflecting  in te rface . Each raypath  sam ples both high and low value regions 

• of the velocity  field  and the reflec tion  moveout curve is very sim ilar to 

th a t which would be observed if the  layer w ere of a  constan t velocity  equal 

to the average of the  velocity  function sam pled by the  CMP gather. F igure 

1.6b shows (schem atically) the  raypaths for a layer with a constan t 

horizontal velocity  gradien t (velocity increasing from  le ft to  right). Here 

the downgoing raypath  segm ent sam ples th e  lower velocity  region and the 

upgoing segm ent sam ples the  higher velocity  region. Although this 

com pensation is not exac t, the  moveout is again sim ilar to  th a t which 

would be observed if the  layer w ere of a uniform velocity  equal to  the 

average of the velocity  function sam pled by the  CMP gather. Although of 

lim ited geological application, the  rem arks above are  valid for constan t 

velocity  gradients in any o ther d irection if the  re fle c to r is horizontal.

System atic velocity  variation  with variable grad ients is liable to a ffe c t 

moveout velocities m ore seriously. F igure 1.7 shows a layer in which the 

velocity  field includes a minimum and a maximum and is bounded by a 

horizontal re flec ting  in te rface . CMP gathers a re  shown located  over both 

velocity  ex trem als. For the  CMP gather a t A over th e  velocity  maximum, 

the  proportion of lower velocity sampled increases with o ffse t on both the 

s and g raypaths (cf. Figure 1.6) and the moveout velocity  is less than  the 

maximum value of the velocity  field. Sim ilarly the  m oveout velocity  a t B, 

over the velocity  minimum, is g rea te r than the  minimum value of the
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velocity  field. Between these  ex trem als the  ra te  of change of layer 

velocity  is more gradual; the  m oveout velocity  and vertica l root mean 

square velocity  are  likely to  be sim ilar a t  C, for exam ple.

Moveout velocities m easured from  a CMP gather sampling a linear velocity  

grad ien t are  likely to  yield a good es tim a te  of the  gross average velocity  in 

th e  vicinity of the CMP. Irregular (i.e. non-linear) la te ra l heterogeneity , 

on th e  o ther hand, generally  in troduces m oveout velocity  variations which 

are  not easily re la ted  to  subsurface velocities d irec tly  beneath  th e  CMP.

(b) R eflec to r C urvature

The e ffe c ts  of folding or re fle c to r cu rvatu re  can be isolated by re ference  

to  a ground model w here the  re flec ting  in te rfaces  vertically  below the  

CMP are  curved and have a horizontal tangen t. These conditions ex ist 

when the  CMP is located  d irec tly  over the  cen tre  of a fold which has a 

v e rtica l axial plane. Figure 1.8a shows two homogeneous layers folded into 

an an ticline with th e  velocity  increasing downwards. The ze ro -o ffse t 

raypath  and an o ffse t raypath  to  the  second reflec ting  in te rface  are  shown 

for a CMP located  d irec tly  over the  fold axis. Any o ffse t raypath  

encounters rela tive ly  more of the upper low velocity  layer than it  would 

have done if the  f irs t re flec ting  in te rface  had been a horizontal plane (with 

zero  curvature). R eflection  tim es for all o ffse t s-g pairs are  thus g rea te r 

than the  horizontal layering reflec tion  tim es, and the  m oveout velocity  is 

accordingly lower than the  v ertica l root mean square velocity  a t the  CMP. 

This argum ent is exac tly  reversed for the synclinal case of Figure 1.8b, 

w here the  m oveout velocity  exceeds the  corresponding verfTcal root mean 

square velocity . Moveout curves for th e  an ticlinal, synclinal and horizontal 

cases a re  shown in Figure 1.8c.
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The e ffec ts  of re fle c to r cu rvatu re  are  obviously in tim ately  re la ted  to  those 

of re frac tion  (Section 1.4.2.1). Delays encountered along the raypaths 

depicted in Figure 1.8 depend not only on the s-g o ffse t and curvatu re  of 

the  in te rfaces , but on the refrac tio n  caused by th e  velocity  co n tra s t a t  th e  

f irs t in te rface , since th is governs the  configuration of the  CMP gather 

raypaths. The e ffe c ts  of re fle c to r cu rva tu re  can be thought of as the 

combined e ffe c ts  of velocity  rep lacem en t (cf. the  velocities encountered 

for horizontal layering) and refrac tion . However, th e  geom etry  of th e  

CMP gather raypaths is ra th e r com plex over curved layers and the  e ffe c ts  

of re frac tion  cannot be isolated as in the  case of horizontal layering. 

N um erical studies (Sections 6.5 and 6.6) ind icate  th a t the  e ffe c ts  of 

velocity rep lacem ent are  generally dom inant over re frac tio n  w here 

significant re fle c to r cu rvatu re  exists.

If the velocity  increases downwards the moveout velocity  is likely to  the 

lower than the  v ertica l root mean square velocity  over an an ticline, and 

g rea te r than the v ertica l root mean square velocity  over a syncline. 

Obviously if the  velocity  increases upwards the  converse is tru e , but this 

case is of lim ited  geological application. As form ulated here, this 

argum ent re fers  specifically  to cases w here the  average velocity  varies 

m onotonically with depth.

For a CMP away from  the  fold axis, the  e ffe c ts  of cu rvatu re  are  combined 

with those of dip (Section 1.4.2.3). Although m oveout velocity  is increased 

by the  dip com ponent, the  e f fe c t of folding is reduced since re flec to r 

cu rvature is less away from the fold axis (Figure 1.9). *

(c) R eflecto r D iscontinuity

The mechanism for generating m oveout velocity  anom alies over fau lts  is 

very sim ilar to th a t discussed for near-su rface  tim e delays in Section
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1.4.2.4. Time delays are  introduced by the ex tra  thickness of m ateria l on 

the  downthrown side, and the  optimum hyperbola is f it te d  to the  broken 

segm ents of the  re flec tion  m oveout curve.

Figure 1.10 shows an idealised fau lt through two homogeneous layers. 

Except for a sm all d istance ad jacen t to  the fau lt on the  downthrown side 

(where the reflec tion  is generally  not visible due to  c ritica l re frac tion  

along the fau lt plane), the moveout velocity  of the upper re fle c to r is 

everyw here equal to  the  velocity of the  upper layer. The m oveout velocity  

of the  lower re flec to r is more variable because it is a ffec ted  by the  shape 

of both upper and lower reflec to rs . Where the  CMP gathers  a re  re s tric ted  

wholly to  sampling e ither the upthrown or downthrown side of th e  fau lt, 

the  m oveout velocities are  equal to  the  respective v ertica l root mean 

square velocities biased slightly by the refrac tio n  e ffe c t. However, in the 

region around the  fau lt the  o ffse t raypaths are  asym m etrical, and the 

reflec tion  m oveout curves are  broken. The moveout velocity  calcu la ted  

from  b e s t-f it hyperbolae th e re fo re  flu c tu a tes  around the  fau lt in a sim ilar 

m anner to th a t observed over a near-su rface  step  tim e delay. This 

s ta tem en t is supported by the  sim ilarity  of Figures 1.5 and 1.10.

The real subsurface is, of course, much m ore com plex than any of the  ideal 

ground models considered above. Folds, fau lts  and velocity  heterogeneity  

generally  exist toge ther in the  ea rth  and the reflec tion  moveout curves are  much 

more com plicated  than a hyperbola. It is the assum ption of a hyperbolic model 

th a t introduces much of the variation  into observed moveout velocities. 

Moveout velocity  is strongly dependent on the am ount of fold, fau lt or velocity  

heterogeneity  sampled by the CMP, again stressing the  significance of the spread 

length. A subsurface fea tu re  generating  a spurious m oveout velocity anomaly 

for a long spread may yield a genuine moveout velocity  variation if sam pled by a 

shorter spread.



- 4 9 -

1.4.2.6 A ssociated Seismic Events

The presence of o ther seism ic events in the d a ta  should always be acknowledged 

when estim ating  the m oveout velocity  of prim ary P-wave reflec tion  events. The 

CMP gather traces  may also contain  coheren t energy derived from  d iffrac tions, 

m ultiple reflections or mode conversions. In the  con tex t of th is work, such non

prim ary P-wave reflec tion  energy may be regarded as coheren t noise due to  the 

subsurface.

The e ffe c t of these events on the  m easurem ent of prim ary P-wave reflection  

m oveout velocity  from  velocity  analyses is twofold. F irstly , they may be 

m istaken for prim ary P-w ave reflection  energy and in te rp re ted  as such to  give a 

false reflection . Secondly, the ir coherence p a tte rn s  on the  velocity  analysis are 

liable to in te rfe re  with the coherence peaks o f prim ary P-wave reflec tions and 

may bias the m oveout velocity  picks.

(a) D iffractions

D iffraction events o ften  give rise to  very high m oveout velocities (D instel, 

1971). The m oveout velocity  of a d istan t point d iffrac to r located  a t  (xy, 

Yd, Z(j) in a medium of uniform velocity  V is given by the equation:

^m o,d iff - W/cos Oi (1.23)

w here Oi is the  angle subtended a t the  d iffrac tion  point betw een the 

CMP defining the origin (0,0,0) and the point (x j, 0,0) in Figure 1.11. This 

d iffrac tion  moveout velocity  increases as the  CMP moves along the  seism ic 

line away from the  point d iffrac to r.

For a point d iffrac to r which is not vertically  below, the  CMP, a reflec tion  

event a t the sam e ze ro -o ffse t tim e as the  d iffrac tion  orig inates from 

deeper in the section. If the velocity  increases with depth, as is usually the
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case, the d ifference betw een the reflec tion  moveout velocity  and the 

d iffraction  moveout velocity  a t the  sam e zero -o ffse t tim e is th e re fo re  

reduced. Indeed, if a point d iffrac to r lies well outside the  plane of th e  

section the re flec tion  moveout velocity  may be higher than the  d iffrac tion

moveout velocity .

(b) Multiple R eflections

In the case of horizontal layering, the  m oveout velocity  of a m ultiple 

reflection  is biased tow ards the  velocities of those layers sampled m ost 

frequently  by the raypaths. For a vertica l (re frac tio n -free ) raypath  

reaching the  nth horizontal re fle c to r, the  m ultiple root mean square 

velocity can be w ritten  as:

M, Vf At ,

i=1

where Mi is the  number of two-way traverses in th e  ith layer. The 

moveout velocity  of this m ultiple is simply the root mean square value 

biased by the  re frac tio n  e ffe c t. If the  velocity  increases with depth, the  

moveout velocity  of a prim ary reflec tion  is usually g rea te r than th a t of a 

m ultiple re flec tion  a t the sam e zero -o ffse t tim e since the la tte r  has 

sampled rela tive ly  more of the lower velocity  layers shallower in the 

section. G enerally th is is the case, but if the velocity  decreases w ith depth 

or if the m ultiple rem ains in higher velocity  layers, the  converse may be 

true .

Multiple re flec tions in dipping and curved layers are  generally far more 

com plex. Levin (1971) has shown th a t the  moveout velocity  of a m ultiple 

from a single plane dipping re flec to r below a homogeneous layer increases 

rapidly with the order of the m ultiple. There are  no general rules for the
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behaviour of m ultiple re flec tion  moveout velocities over folds, fau lts  or 

velocity  heterogeneity .

(c) Shear-W ave R eflections

When a seism ic wave is incident on a re flec ting  in te rface  th e re  is usually 

some conversion from  P-w ave to  S-wave energy, and vice versa. Mode 

conversion is zero  a t norm al incidence but increases rapidly with increasing 

incidence angle. P articu larly  in land surveys, w here a g rea t deal of S-wave 

energy is genera ted  by su rface  sources, it  is likely th a t some apparently  

low velocity  events in velocity  analyses rep resen t prim ary reflec tions 

which have trave lled  partly  as S-waves. Mode conversion is not generally a 

serious problem in velocity  analysis, since high angles of incidence require 

large o ffse ts  and shallow, steeply dipping re flec to rs . Serious in te rp re ta tio n  

of moveout velocities is rarely  a ttem p ted  under such conditions.

It is essential th a t the  CMP gather T-X da ta  display and the  stacked  section are  

studied in conjunction with the velocity  analysis to  prevent any of these 

associated seism ic events being in te rp re ted  as a prim ary P-w ave reflec tion . The 

redundancy of da ta  provided by d iffrac tions, m ultiple reflec tions and mode 

conversions o ffers  an exce llen t po ten tia l to  fu rth er constrain  inverted  ground 

models, but this power has not yet been fully harnessed.
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1.5 RESOLUTION OF CMP VELOCITY ANALYSIS

The com plexity of a ground model obtained by inversion is lim ited  by the

resolution of reflections both on the CMP stacked section  and in the CMP 

gather. Resolution of reflec tions on the stacked section allows th e  m easurem ent 

of accu ra te  two-way tim e inform ation, while the resolution of reflection  

tra jec to rie s  across the  CMP gather trac es  is essen tial for th e  accu ra te  

determ ination  of m oveout velocities.

Sherriff (1977) has indicated  th a t the  resolution of seism ic reflec tion  is 

re s tr ic ted  by the  band-lim ited  natu re  of seism ic wave propagation and by noise. 

The problem is compounded by the fa c t th a t an increase in bandwidth is 

generally  only obtained a t  the  expense of increasing random noise, and vice 

versa. Acquisition and processing controls on resolution can be sum m arised as 

follows;

-  the duration and shape of the band-lim ited seism ic source pulse;

- non-optimum pulse shaping by the source and rece iver arrays;

- loss of high frequencies due to  progressive a tten u a tio n  by the earth ;

- CMP stacking increases the signal to  noise ra tio , but o ften  a t the 

expense of some of the  higher frequencies;

- deconvolution increases bandwidth but also increases random noise; 

and

- band-pass filte ring  decreases random noise but reduces bandwidth.

The length of th e  propagating seism ic pulse constrains resolution both vertically  

and la te ra lly . V ertical resolution is lim ited by the in te rfe ren ce  e ffe c ts  of 

closely spaced reflec to rs , while la te ra l resolution is explained in te rm s of 

re flec tion  of energy not a t a point, but over a Fresnel zone which is typically  of 

the  order of ten  square w avelengths (Woods, 1975).



- 5 3 -

The resolution of velocity  inform ation in CMP velocity  analysis is u ltim ately  

dependent on the  co rrec t definition of reflection  m oveout tra je c to rie s  in the 

CMP gather. To th is end, it  is essen tial th a t the reflec tions  should have a high 

signal to  noise ra tio  and good bandwidth as described above.

In addition, long o ffse ts  a re  required to  f it  the hyperbolic m oveout models 

inheren t in most velocity  analysis procedures, since the  m ost ch a ra c te ris tic  part 

of a hyperbola is its  fa r o ffse t region. R eference to  Equation (1.3) indicates 

th a t:

(tx - to) (tx + to) = xVV^ (1.25)

or, to  a f irs t approxim ation:
w 2

A tx = t x - t o  %  — (1.26)
2 t o V*

with symbols as defined in previous sections. Moveout th e re fo re  increases as the 

square of the o ffse t and inversely as the  two-way tim e and the  square of the 

velocity . The requirem ent for long spreads becom es m ore stringen t over deeper 

ta rg e ts  as velocities and tim es are  increased and the cu rvatu re  of the  reflection  

tra je c to ry  is reduced. This argum ent is easily extended to  th e  case of horizontal 

velocity  layering and root mean square velocities.

H owever, as o ffse t increases, g rea te r volumes of the  subsurface a re  sampled by 

the  CMP gather. L atera l velocity  variations, which appear as local d istortions to 

re flec tio n  tra jec to rie s , are  then effec tive ly  smoothed in the  hyperbolic model 

fittin g  procedure (as described in Sections 1.4.2.4 and 1.4.2.5). A t long o ffse ts, 

although the reflection  curve may be well defined, the  accom panying velocity 

inform ation is less well resolved if significant la te ra l velocity##heterogeneity 

ex ists.
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In conclusion, the  resolution of seism ic reflec tions is reduced by seism ic noise 

and poor bandwidth. In th e  case of horizontal velocity  layering, velocity  

resolution is enhanced by the  use of long spreads. However, velocity  resolution 

decreases w ith o ffse t if la te ra l velocity  heterogeneity  ex ists. Resolution of 

velocity  inform ation  generally  decreases with two-w ay tim e as noise increases, 

bandwidth decreases and m oveout curves becom e f la t te r .
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1.6 SUMMARY

A new se t of velocity  definitions has been presented in order to  reduce the 

confusion prevalent in much of the  lite ra tu re  rela ting  to  seism ic reflec tion  

velocities.

Stacking velocity , m oveout velocity , norm al m oveout velocity  and root mean 

square velocity  a re  generally  not equivalent for a CMP gather sampling a typical 

heterogeneous subsurface.

Seismic velocities obtained from CMP velocity  analyses have many po ten tia l 

uses including tim e to  depth conversion, section m igration, ray tracing  and gross 

lithological in te rp re ta tio n .

CMP velocity  analysis is subject to  a num ber of influencing fac to rs  which can be 

divided into those due to  da ta  acquisition and processing, and those due to  the  

subsurface. In general the subsurface has the  g rea te r e f fe c t on m oveout 

velocities obtained from velocity  analysis.

The resolution of CMP velocity  analysis is lim ited by the  signal to  noise ra tio  and 

the  bandwidth of the  seism ic data , and also by the  o ffse ts  of the  traces  used in 

the  analysis.
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2. REAL DATA

The objective of C hapter Two is to  present the  seism ic reflec tion  d a ta  and well 

inform ation which are  used in C hapters Three and Seven. A brief in te rp re ta tio n  

of the  da ta  is included here.

The d a ta  have been obtained from  an offshore concession with an a rea  of 

approxim ately 375 square k ilom etres. The sea floor is reasonably f la t over the  

area , with an average w ater depth of 70m. Figure 2.1 presents a schem atic  

location map of the  seism ic lines and wells which w ere available for th is study.

The seism ic d a ta  is of two vintages, re fe rred  to  here as ‘Survey A' and 'Survey B'. 

The form er is th e  source of most of the  seism ic inform ation. D ata from  Survey 

B has been included in order to  com pare the  resu lts  of velocity  studies from  

d iffe ren t surveys with con trasting  acquisition and processing param eters .

It is noted a t the ou tse t th a t the seism ic sections for both surveys w ere produced 

com pletely  independently of this p ro jec t a t the BP Processing C entre  in London. 

Only the  closely spaced velocity  analyses w ere genera ted  specifically  for th is 

p ro jec t a t a la te r  d a te . Although the  author was not d irec tly  involved in the  

processing, some procedures a re  worthy of com m ent in view of th e ir po ten tia l 

e f fe c t on the  two-way tim e and moveout velocity  database p resented  in this 

chap ter.

Since the  inversion method used to derive in terval velocities in C hapter Seven 

requires m oveout velocities and two-way ze ro -o ffse t tim es, the in te rp re ta tio n  

here is lim ited  to  the  CMP stacked sections, as th e  tw o-w ay stacked tim es are  

ideally equivalent to the  tw o-w ay ze ro -o ffse t tim es (Section 1.1.5). M igrated 

sections have only been used to solve problem s encountered  during the in te rp re 



- 5 7 -

ta tion  of CMP stacked sections, and no m igrated seism ic da ta  a re  presented  

here.

Well inform ation was required both to co rre la te  the seism ic horizons with local 

s tra tig raphy  and to obtain accu ra te  in terval velocities. G eological com posite 

logs and calib ra ted  velocity  logs w ere studied a t four wells for this purpose.
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2.1 SURVEY A; DATA ACQUISITION AND PROCESSING

The 38 lines of Survey A used in this p ro jec t a re  shown as solid lines in Figure 

2.1. These lines form an approxim ate 1 km square grid over a rectangu lar a rea  

of around 25 x 15 km.

Eight lines (A-103, A-111, A-115, A-120, A-123, A-130, A-132 and A-144) are 

highlighted by th icker solid lines in the figure. These lines have been selected  

for a detailed  study of moveout velocities and in terval velocities, the  resu lts  of 

which can be found in C hapters Three and Seven.

2.1.1 D ata Acquisition

Table 2.1 lists  th e  principal acquisition p aram eters  for Survey A. The 60 group 

stream er with a 50m group spacing and 300m n ea r-trace  o ffse t provided a spread 

length (or fa r- tra c e  offset) of 3250m. Both the  shot point and CMP in tervals 

w ere 25m.

The shot array  depth of 6.5m and cable depth of 14m position the  mean shot and 

s tream er level some 10.25m below mean sea level for Survey A.

2.1.2 Seismic Sections

Lines A-111 and A-134, which in te rsec t perpendicularly over the culm ination of 

the m ajor s tru c tu re  in the a rea , w ere used for p aram eter testing  during the 

original 'production' processing of these sections. Table 2.2 lists  th e  param eters  

which w ere se lec ted  by the processing team  to  produce the final CMP stacked 

sections for Survey A.
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Although the processing was not perform ed as p a rt of th is p ro jec t, specific  

com m ent is w arranted on the following steps:

(a) A djacent T race Summation

Various configurations of CMP geom etry w ere te s te d , and a 2-fold 

ad jacen t trac e  sum (with d iffe ren tia l NMO correction) followed by a 30- 

fold CMP stack  was found to increase th e  signal to noise ra tio  re la tiv e  to  

the sim ple 60-fold CMP stack .

(b) Deconvolution B efore S tack (I)

The f irs t deconvolution before stack  used a short 80ms opera to r in order 

to  sharpen the w avelet.

(c) Bulk S ta tic  C orrection  (H igh-Cut F ilte r Delay)

This ra th e r unusual procedure was intended to  elim inate  a fo recas t 20ms 

delay introduced by the  62Hz high-cut an ti-a lias  f ilte r .

(d) Normal Moveout C orrection

Velocity analysis is described in d e ta il in Section 2.1.3.

(e) Deconvolution Before S tack (II)

The objective of this p red ic tive  deconvolution was specifically  to 

a tte n u a te  the w ater-bo ttom  m ultiple. With an e ffec tiv e  w ater-dep th  of 

60m (from  the  mean shot and stream er level) and a w ater velocity  of 

1480m/s, the two-way tim e for a bounce in the w ater layer is 81ms. An 

operato r of to ta l length 140 ms was found to be the  best«to re je c t such a 

reverberation .
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(f) Deconvolution A fter Stack

Post-stack  w hitening deconvolution was perform ed with a tim e-v arian t 

operato r of length 140ms. Three overlapping design gates  w ere used to  

m atch corresponding geological zones of d iffering  frequency con ten t. 

S ignificantly higher prew hitening was necessary in the  deeper zone in 

order to  balance the  frequency spectrum  before deconvolution.

Display param eters  for the sections of Survey A require l i t t le  discussion. 

Com pressions a re  shown by w hite troughs according to  the  SE G convention. No 

s ta tic  co rrections for the shot and s tream er depths w ere applied to the sections. 

The tim e datum  on these sections th e re fo re  corresponds to  the  mean shot and 

stream er depth of approxim ately 10m below mean sea level (Section 2.1.1).

2.1.3 Velocity Analysis

As p a rt of th e  routine processing sequence described in Section 2.1.2, velocity  

analyses w ere perform ed a t  1km in tervals along each of the lines in Survey A 

using th e  BP velocity  analysis program  'VLAN'. The operation of such a standard  

velocity  analysis program  has been described in Section 1.1.6. In addition, e x tra  

velocity  analyses w ere made a t 250m in tervals along the eight lines highlighted 

in F igure 2.1 for a more detailed  study of seism ic velocities.

Since velocity  analysis is a p re-stack  procedure, th e  optimum processing
• (

p aram eters  for the final CMP stacked sections are  not available for p re

processing the CMP gathers. Table 2.3 lists th e  processing applied to the da ta  

before velocity  analysis, essentially  a crude version of the  pre-stock  sequence of 

Table 2.2.
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Most of th e  processing steps are  very sim ilar, th e  m ajor d iffe rence  being a 2-fold 

common o ffse t stack  which form s a com posite CMP gather record from  tw o 

ad jacen t gathers. Except for areas of very high dip or where the  re flec tion  

c h a ra c te r changes significantly  over one CMP in terval (25m), common o ffse t 

stacking is likely to  have improved the  signal to  noise ra tio  and hence the  quality  

of th e  velocity  analyses. F igure 2.2 shows two ad jacen t raw CMP gathers  before 

common o ffse t stacking.

The two deconvolutions w ere used both to whiten the  spectrum  (and hence 

sharpen the w avelet) and to  a tten u a te  m ultiple energy in order to im prove the  

resolution of velocity  analysis. However, th e  random noise le ft in the wake of 

these successive deconvolutions made some band-pass filtering  necessary , which 

in turn decreased the bandwidth.

Gain controls w ere used to balance the  energy along each tra c e . Low am plitude 

reflec tions w ere am plified by the short au tom atic  gain contro l, while the strong 

reflec tions in the tim e window 1.8-3.2s w ere reduced in am plitude by the  

program m ed gain contro l which was linearly  in terpo la ted  betw een definition 

points. A pproxim ate equalisation of re flec tion  am plitudes is desirable before 

velocity  analysis if the stacking velocities and m oveout velocities of w eaker 

re flec tions a re  to  be picked confidently .

A pplication of th e  20ms bulk s ta tic  correction  before velocity  analysis was valid 

since the  in tention was to  e lim inate  delay introduced by the recording filte rs , 

and not to  sh ift the  recording datum .

No system atic  bias appears to  have been introduced into the  velocity  analyses by 

th e  pre-processing sequence.
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Within the  VLAN program , velocity  analyses w ere perform ed with 18 user- 

contro lled  velocity -tim e functions. The d efau lt analysis ga te  length (56ms) and 

gate  spacing (28 ms) were used throughout, and the  coherence values w ere scaled 

by an au tom atic  gain contro l over 250ms to  enhance the  display.

Figure 2.3 shows th e  VLAN display for the  common o ffse t stacked gathers  of 

Figure 2.2 a f te r  pre-processing. A number of well resolved coherence peaks are  

ev ident, particu larly  in the range of 2-3s tw o-w ay zero -o ffse t tim e. Most of the 

velocity  analyses for Survey A are  of the same standard , re flec ting  the rela tively  

high quality  of th is da ta  se t for velocity  studies.
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2.2 SURVEY B; DATA ACQUISITION AND PROCESSING

Two lines of a m ore recen t survey, Survey B, extend into the  grid of Survey A. 

These lines (B-4 and B-8) w ere se lec ted  for dense velocity  sampling along w ith 

the eight lines of Survey A, and are  shown as broken lines on F igure 2.1.

2.2.1 D ata Acquisition

Table 2.4 lists  th e  principal acquisition param eters  for Survey B. A fter channel 

weighting and summing, the stream er e ffec tive ly  consisted of 119 channels w ith 

a 25m group in terval. With a n ea r-trace  o ffse t of 200m, th e  resu ltan t spread 

length was 3150m. The CMP in terval for this survey was 12.5m, exactly  half 

th a t  of Survey A.

The mean shot and stream er level for Survey B is 9.75m below mean sea level 

(cf. 10.25 for Survey A), as the shot array  depth and cable depth w ere 7.5m and 

12m, respectively .

2.2.2 Seismic Sections

The p aram eters  selected  by the  processing team  to  produce the  final CMP 

stacked sections for Survey B are  shown in Table 2.5. The following processing 

steps deserve fu rth er explanation:

(a) T race Mix

The 119 recorded channels w ere reduced to  60 tra c e s  by a 3-fold tra c e  

mix w ith 1:2:1 weighting and d iffe ren tia l NMO corrections. All 60 

tra c e s  w ere then used in the  p re-stack  processing (cf. 30 for Survey A).
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(b) Bulk S ta tic  C orrection (Source Delay)

A correction  of 15ms was necessary  to elim inate  the  known source delay 

introduced by triggering the  guns before the recorded tim e  zero .

(c) Low-Cut F ilte r

The reason for applying th e  low -cut f ilte r  is not ce rta in , but may be 

re la ted  to low -frequency noise genera ted  by th e  boat.

(d) Deconvolution Before Stack

P re-s tack  deconvolution used a tim e-v arian t opera to r of length 140ms in 

order to whiten the spectrum .

(e) Normal Moveout C orrection

V elocity analysis is described in de ta il in Section 2.2.3.

(f) T race Equalisation

T race equalisation was applied before the  stack  in order to balance the  

energy across each tra c e  in the  CMP gather.

(g) Bulk S ta tic  C orrection (Shot and S tream er Depth)

The co rrection  of 15ms for shot and s tream er depth lifted  the datum  to 

m ean sea level. A sim ilar co rrection  was not made for the  d a ta  of 

Survey A.

(h) Velocity F ilte r

The rejection  of steep  dips was intended prim arily too reduce non

re flec ted  energy (specifically  d iffrac ted  energy) on the sections. A tim e 

slope of 12 m s/trace  corresponds to  a  re fle c to r dip of 27° for an 

overburden with a constan t velocity  of 2500m /s.
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(i) Deconvolution A fter Stack

P ost-s tack  deconvolution used a long 300ms operato r aim ed both a t 

sharpening the w avelet and a tten u a tin g  residual m ultiple energy. 

Existing softw are dem anded th a t each  deconvolution operato r be ac tive  

along th e  en tire  length of each trac e . The use of 50% prew hitening in 

the f irs t gate  ac ted  v irtually  as an ’all-pass' f il te r  where no decon

volution was thought necessary.

(]) Band-Pass F iltering

The application of tim e-v arian t band-pass filtering  followed the 

s tru c tu ra l trends observed on th e  early  'b ru te ' stacked  sections.

The CMP stacked  sections of Survey B are  displayed with the  sam e polarity  as 

those of Survey A, such th a t white troughs again rep resen t com pressions. The 

tim e datum  for Survey B is mean sea level.

It is evident th a t, aside from  possible delays introduced by processing filte rs . 

Surveys A and B do not share a common tim e datum  as a resu lt of the  d iffe ren t 

acquisition system s and bulk s ta tic  co rrections applied. This discrepancy is 

discussed fu rth er in Section 2.3.1.

2.2.3 Velocity Analyses

V elocity analyses w ere generated  a t in tervals of 1km during the  routine 

processing of each line in Survey B as described in Section 2.*î.2. Additional 

velocity  analyses w ere perform ed a t 250m in tervals along both lines B-4 and B-8. 

C om putation was again made by the VLAN program .
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Table 2.6 shows th e  processing sequence applied to  the d a ta  before velocity  

analysis. For the sam e reasons as in Survey A, pre-processing before velocity  

analysis d iffered from the  p re-stack  processing for the  final sections.

Common o ffse t stacking was again used, in this case  a 4-fold stack . The 

com posite CMP gathers of Survey B w ere form ed from  four ad jacen t gathers  

over th ree  CMP in tervals (to ta l 37.5m) and were thus slightly more susceptible 

to  rapid la te ra l changes of s tru c tu re  or re flec tion  ch a ra c te r than those of Survey 

A. In general, common o ffse t stacking was successful in improving the signal to  

noise ra tio  for prim ary reflections.

The deconvolutions, band-pass filtering  and au tom atic  gain contro l w ere applied 

for the sam e reasons as those outlined for Survey A in Section 2.1.3. F igure 2.4 

shows a specim en com posite CMP gather a f te r  pre-processing and before 

velocity  analysis.

The pre-processing sequence is not likely to have introduced a system atic  bias 

into the  velocity  analyses of Survey B.

Some 30 velocity -tim e functions w ere used in th e  velocity  anlayses for Survey B. 

To m aintain consistency with the previous survey, the  defau lt analysis g a te  

length (56ms) and ga te  spacing (28ms) w ere again used, to g e th er with the 250ms 

au to m atic  gain contro l on the  coherence function.

Figure 2.5 shows the  VLAN display for the com posite CMP gather record of 

F igure 2.4. Once again th e re  are  many well resolved cohereiTte peaks which 

allow the  stacking velocities and m oveout velocities of reflec tions in the  2-3s 

two-way ze ro -o ffse t tim e range to  be picked easily. The velocity  analyses of 

Survey B generally m atch or exceed the high quality  of those of Survey A.
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2.3 INTERPRETATION

To conform  with previous in te rp re ta tio n  in this a rea , five seism ic horizons w ere 

chosen for analysis. In order of increasing two-way tim e, these  a re  re ferred  to  

here as the  Brown, Pink, Yellow, O range and Red horizons. C orrela tion  of these  

horizons with local stra tig raphy  is deferred  to Section 2.4.

An in terp re ta tion  of th e  two-way tim es and m oveout velocities available from  

both CMP stacked sections and velocity  analysis displays is p resented  under 

respective  headings below.

2.3.1 Two-Way Times

The Brown, Pink, Yellow, O range and Red horizons w ere identified  on line A-130 

in accordance with a previous in te rp re ta tio n . Each horizon was then followed 

around the grid of Survey A lines, ensuring th a t  a tie  existed a t  each line 

in tersection . Every available line in tersection  was then used to lead the  horizons 

onto the  two lines of Survey B. In terp re ted  CMP stacked  sections for lines A- 

103, A-111, A-115, A-123, A-120, A-130, A-132, A-144, B-4 and B-8 are  

presented  in Figures 2.6 through 2.15, respectively .

The most im portan t p a rt of the this pro ject is a study of the eight lines of Survey 

A and the  two lines of Survey B with dense velocity  sampling a t 250m in tervals. 

Along these lines, the two-way tim e to  each of the five horizons was m easured 

a t  the  surface locations corresponding to  the m id-points of CMP gathers se lec ted  

for velocity  analysis. Only the Yellow and Red horizon tim es were m easured on 

th e  rem ainder of the Survey A lines, this tim e a t  1km in tervals to  coincide with 

the  more sparsely d istribu ted  velocity  analyses.
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In terp re ta tion  of the  upper th ree  horizons was rela tive ly  stra igh tfo rw ard . 

However, com plications arose when following the O range and Red horizons down 

the  flanks of th e  an tic linal fea tu res , especially  where the  s tru c tu re s  w ere 

com plicated by fau lts . In general, the lower two horizons a re  well defined over 

the major s truc tu re  in the cen tre  of th e  grid and in te rp re ta tio n  becom es less 

confident tow ards the edges of the survey area .

Errors in picked tim es are  generally very sm all when com pared to the  absolute 

value of two-way tim e, but may becom e more significant com pared to  a tim e  

in terval betw een two horizons. This is an im portan t consideration if th e  tim es 

are  to  be used in the  calcu la tion  of in terval velocities (Section 1.3), as indeed 

will be the ir destiny in C hapter Seven. Each of the five horizons was picked 

along a white trough, the pick norm ally intended to  be a t  the  culm ination of the 

trough. Errors resulting from  the  picking of troughs and m easurem ent of th is 

tim e on the original work sections a t  lOcm /second scale using a graduated  rule 

are  estim ated  to be of th e  order of +/- 10ms. This figure rep resen ts maximum 

e rro rs  of 0.33% for a two-way tim e pick a t  3s, 0.5% for a two-way tim e  pick a t 

2s, 6.7% for a 300ms tw o-way tim e in terval, and 20% for a 100ms tw o-w ay tim e 

in terval. The RMS two-way tim e m is-tie  for the database consisting of the eight 

densely sampled lines of Survey A calcu la ted  over all five horizons a t  16 line 

in tersections is 8ms. This figure is less than the estim ated  m easurem ent erro r of 

+/-10ms and is regarded as being accep tab le .

As s ta ted  previously (Section 2.2.2), Survey A and Survey B do not share a 

common tim e datum . The discrepancy is introduced by a number of com ponent 

e ffe c ts , each of which is sum m arised below: •

d ifferences in acquisition system s should cause tim e picks on Survey B 

(DFS V) to  be 10ms earlier than on Survey A (DFS IV); 

the  processing advance applied to the  da ta  of Survey A to e lim inate  the 

high-cut f ilte r  delay should leave the tim e  picks on Survey B some 20ms 

la te r  than those on Survey A;
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a shot and s tream er depth bulk s ta tic  co rrection  (to mean sea level 

datum) was applied only to  Survey B, and hence tim e  picks on this survey 

should be 15ms la te r  than those of Survey A; and

a source delay co rrection  was made only for Survey B, making tim e picks 

for this survey 15ms earlie r than those on Survey A.

The net resu lt of these four 'fixed ' delays is th e re fo re  (theore tica lly ) to  m ake the  

tim e picks on Survey B some 10ms la te r than those on Survey A. However, the  

unusual processing advance on Survey A and the  source delay co rrection  on 

Survey B are  not fully explained and may not adjust the  tim e  datum  as intended. 

No source delay correction  has been used for the da ta  of Survey A, and it  must 

be assumed th a t the guns for this survey w ere p erfec tly  synchronised to  tim e 

zero  in the absence of any o ther inform ation. In addition, th e re  is likely to be a 

sm all tim e-varying discrepancy in tim e picks betw een the two surveys due to  

d iffe ren tia l f ilte r  delays in the  two processing sequences.

Eight in tersections a re  available where the eigh t densely sam pled lines of Survey 

A cross th e  two lines of Survey B; th e  average and RMS two-way tim e 

d ifferences are  20ms (tim es on Survey B la te r than tim es on Survey A) and 22ms 

respectively , when calcu la ted  over all five horizons. Since 10ms can be 

explained by the combined e f fe c ts  of the system atic  d ifferences discussed above, 

th e  rem aining discrepancy is just within the  estim ated  tim e m easurem ent e rro rs 

of +/- 10ms. The two-way tim es of Survey B have been reduced by 10ms to 

conform  with the Survey A datum  which corresponds to  the mean shot and 

s tream er level.

Contoured two-way tim e maps of the  Yellow and Red horizons o*er the 1km grid 

of Survey A a re  presented in Figures 2.16 and 2.17 (Enclosures 2.1 and 2.2), 

respectively . The a rea  is dom inated by a la rge s tru c tu re  in the  cen tre  of the  

seism ic grid which reaches its  culm ination around the in tersection  of lines A-111
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and A-130. This fea tu re  is thought to  be salt-supported  and is surrounded on all 

sides by a structu ra lly  low area  which is probably due to sa lt w ithdraw al. P a rt of 

ano ther sa lt fea tu re  can be seen in the  easte rn  corner of the  grid, while a ra th e r 

less pronounced high s tru c tu re  is observed around th e  in tersection  of lines A -105 

and A -116.

The Red horizon is cu t by many norm al fau lts , which ind icate  a tensional stress  

regim e. Few of these fau lts cut th e  O range horizon, and hence m ost of th e  

m ovem ent p re-dates th e  deposition of th e  s tra tig rap h ie  boundary corresponding 

to  th is horizon. The s tru c tu re  mapped a t the  Yellow horizon shows th a t a t 

shallow er levels the sedim ents tend to  drape over the  fau lt-con tro lled  s tru c tu re  

a t  depth . Both fau lts  and two-way tim e contours generally  define a northw est- 

sou theast trend.

2.3.2 Moveout V elocities

Two sep ara te  moveout velocity  'databases' from Survey A can be identified . The 

f irs t consists of m oveout velocities picked for all five horizons a t 250m in tervals 

along the  eight densely sampled lines of Survey A, while the second is com posed 

of m oveout velocities on the Yellow and Red horizons picked a t  1km in tervals 

over the en tire  grid of Survey A. A dditionally, m oveout velocities on the  five 

horizons picked a t 250m in tervals along the two lines of Survey B have been used 

in conjunction with the  firs t database in order to  com pare resu lts  from  two 

d iffe ren t surveys.

In co n tra s t to  the processing geophysicist's crite rion  of picking stacking 

velocities for every significant coherence peak on the velocity  analysis display, 

m oveout velocities for this study w ere picked to correspond s tric tly  with the 

tim ing of the  five horizons in te rp re ted  on the  CMP stacked  sections.
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C oherence peaks on the  velocity  analysis displays are  o ften  delayed re la tiv e  to 

the  picked stacked section tim es of the horizons. This delay is a ttr ib u te d  to  the 

band-lim ited nature fo the seism ic da ta  causing maximum coherence to  occur 

when the  analysis g a te  contains the dom inant cycles of the  re flec ted  w avelet, 

which may or may not coicide with the  in terp re ted  cycle on the  section . In 

general the  coherence peaks w ere picked e ither on the  cell corresponding to  the  

in te rp re ted  tim e or one cell (28ms) la te r.

The accuracy  of each m oveout velocity  pick is lim ited  by the  elongation of the 

coherence peak along the  velocity  axis. A sharp peak may yield a m oveout 

velocity  defined by maximum coherence with an uncerta in ty  of only +/- 25m /s 

(one cell width). However, some coherence peaks a re  poorly resolved in the 

velocity  dimension and the uncerta in ty  may increase to  +/- 100 m /s or m ore. In 

general, the sm ear of coherence increases with two-way tim e due both to  the  

fla tten in g  of m oveout curves and the  decrease in bandwidth caused by 

progresssive a ttenuation  of high frequencies by the  ea rth  (Section 1.5).

The signal to  noise ra tio  of the  reflection  is also im portan t, as high noise levels 

in troduce still more sm ear into the velocity  spectrum . Both the  Yellow and Red 

horizons are  strong reflections and allow the m ost confident picks on the 

velocity  analysis displays.

E rrors in the picking of an individual m oveout velocity  are  not considered here. 

Picks w ere consisten tly  made a t  the cen tre  of coherence maxima, and it  is 

an tic ipa ted  th a t picking erro rs  of a random natu re  can be a t least partially  

rem oved by spatial sm oothing techniques when they are  used tO**obtain in terval 

velocities (C hapters Three and Seven).
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C onstant checking with the CMP stacked  sections was necessary  to  identify  and 

om it coherence peaks genera ted  by d iffrac ted  energy. It rem ains a possibility 

th a t some of the high m oveout velocities observed around fau lts  (especially on 

the Red horizon) a re  due e ith e r solely to  d iffrac tions or to  a local re in forcem ent 

of re flec ted  energy with d iffrac ted  energy.

In some cases no coherence peak was observed on the  velocity  analysis display 

around the in terp re ted  tim e of the horizon and a m oveout velocity  pick was 

impossible. Due variously to  faulting, rapid la te ra l changes in reflection  

ch a ra c te r, high noise levels or excessive ji t te r  in the reflec tion  tra jec to ry , these 

cases accounted for less than 3% of the m oveout velocity  databases. Since many 

of the  techniques discussed in la te r  chap ters  require th a t m oveout velocity  be 

sampled a t equispaced in tervals along the surface, it was necessary to in te r

polate a value where the pick was im possible. This approach is thought to  be 

valid as the m oveout velocity  gaps are  not due to  very com plex re flec to r 

s tru c tu re  causing a real 'void' on the CMP stacked  sections, but to a local signal 

to noise problem. The m ethod chosen was a sim ple linear in terpolation  from 

ad jacen t moveout velocity  picks. Since no particu larly  long gaps of m oveout 

velocity  existed , the in terpolation  is not thought to  have significantly  d isto rted  

the  overall moveout velocity  trends.

A plot of moveout velocity  against d istance along the seism ic line for a single 

seism ic horizon is re ferred  to  here as a 'm oveout velocity  profile '. Moveout 

velocity  profiles for the five horizons along lines A-103, A-111, A-115, A-123, A- 

120, A-130, A-132, A-144, B-4 and B-8 are  presented  in F igure 2.18 (Enclosure 

2.3).

The RMS m oveout velocity  m is-tie  over all five horizons a t the 16 line 

in tersections of Survey A is 44m/s. Since the CMP gathers  on each line a t  the
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in tersection  point are  not o rien ted  in the sam e direction , d iffe ren t subsurface 

volumes and apparent dips a re  sam pled and m oveout velocity  m is-ties a re  indeed 

to  be expected. If the  subsurface includes any re flec to r s tru c tu re , fau lts , 

velocity  heterogeneity  w ithin layers or near-su rface  tim e  delays, as is likely, the 

chances of a p e rfec t m oveout velocity  tie  a t a line in te rsec tion  are  sm all. A 

com prehensive analysis of m oveout velocity  m is-ties over the  survey a rea  is 

included in C hapter Three.

A t the eight in tersections of Survey A lines with Survey B lines, the  RMS 

m oveout velocity  m is-tie  is 68m /s. The mean m is-tie  of 51 m /s ind icates th a t the 

m oveout velocities of Survey B a re  system atica lly  higher than those of Survey A 

a t the line in tersections. The source of th is bias is not im m ediately  obvious. 

Indeed, it  cannot be a ttr ib u ted  to re frac tio n  (Section 1.4.2.1) as the  spread 

length of Survey B is 100m shorter than th a t of Survey A. Nor is it  due to the  

tw o surveys having a d iffe ren t tim e datum . Of th e  four tim e delays and 

co rrec tions discussed in Section 2.3.1, all but the  15ms shot and s tream er depth 

co rrec tion  on Survey B w ere applied before velocity  analysis, and hence the p re

velocity  analysis tim e datum  for Survey B was 5ms earlie r than th a t of Survey A. 

Inclusion of a tim e delay in the  m oveout equation (1.14) indicates th a t the 

m oveout velocities for Survey B are  biased by no more than one-ten th  of a 

p ercen t re la tiv e  to those of Survey A if a tim e delay of -5m s, a tw o-way tim e of 

3 seconds and p e rfec t hyperbolic m oveout is assum ed. Finally, it must be 

considered extrem ely  unlikely th a t this system atic  d ifference is due to a 

fo rtu itous selection of line in tersection  locations. W ithout a su itable explanation 

for this d ifference, and lacking su ffic ien t d a ta  from  Survey B to  establish an 

em pirical re lation with Survey A, moveout velocities from  both surveys have not 

been in teg ra ted  into a single d a ta  se t.
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Moveout velocities on the Yellow and Red horizons have been contoured from  

the  1km coarse grid of Survey A. The maps are  presented  in Figures 2.19 and 

2.20 (Enclosures 2.4 and 2.5), respectively . The com puter gridding program  CPS- 

1 was used as it afforded  a re la tive ly  objective and unbiased means of contouring 

these  ra th e r noisy da ta  sets. The CPS-1 program , in common with m ost o ther 

com puter contouring algorithm s, opera tes  by in terpo lating  sca tte red  da ta  onto a 

rec tangu lar grid through which it  can then draw contours. In terpolation a t  each 

grid node is made by fittin g  a local polynomial surface to  d a ta  points w ithin a 

specified search area . The moveout velocity  maps presented here w ere obtained 

by in terpolation  onto a 2km square grid (ro ta ted  to  m atch the  o rien ta tion  of the 

Survey A seism ic grid) using a search radius of 20km. These p aram eters  w ere 

chosen as in terpolation  onto a grid with a sm aller cell size tended to  genera te  

short wavelength closures or 'bullseyes', while in terpolation  using a la rger cell 

size was found to  smooth the  da ta  excessively. Due to  the som ew hat a rb itra ry  

na tu re  of the gridding param eters , the  coarse sampling in terval and the 

inconsistencies a t line in tersections, these maps should not be regarded as being 

defin itive. R ather, they are  intended to  portray th e  dom inant moveout velocity  

trends over the survey area . The a rea  of lower m oveout velocities over the 

s tru c tu re  in the  cen tre  of the grid is one such trend . Isolated fea tu res  around 

the edge of the grid should be viewed with suspicion, as they are  m ost probably 

edge e ffe c ts  generated  by the gridding algorithm  w here few d a ta  points were 

available.

It is im possible to  associa te  every fluctuation  on the m oveout velocity  profiles 

w ith fea tu res  on the  CMP stacked  sections. However, it is pertinen t to  rem ark 

on the broader rela tions betw een the moveout velocities a n d ^ im e  s truc tu res  

observed over the survey area . The most im portan t points to  note are:
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At an individual su rface location the  moveout velocity  generally 

increases with tim e from a minimum on the  Brown horizon to  a 

maximum on the Red horizon.

Along any one seism ic line the m oveout velocity  profiles generally  follow 

a sim ilar p a tte rn .

The m agnitude of fluctuation  in th e  m oveout velocity  profiles generally 

increases with tim e from a minimum in th e  Brown horizon to  a maximum 

in the Red horizon.

Over any individual horizon the  m oveout velocity has a tendency to 

increase with two-way tim e. This is well illu stra ted  by the decrease in 

moveout velocities over the s tru c tu re  in th e  cen tre  of the  grid. 

F luctuation  in the m oveout velocity  profiles is increased where the  

horizon (and more particu larly  those above it) is broken by faulting  or 

draped over deeper fau lts . The m oveout velocity  profiles for the O range 

and Red horizons betw een shot points 250 and 480 on line A-120 are  good 

exam ples.

The tendency for the m oveout velocities to  increase down the  flanks of 

the s tru c tu re  in the  cen tre  of the  grid (see, for exam ple, lines A-130 and 

A-132) is probably due both to  re fle c to r dip and an increase of average 

velocity  with two-way tim e (Section 2.4.2).

High moveout velocities a re  observed where the re flec to rs  are  locally 

curved concave-upw ards. This e f fe c t is evident on the Brown, Pink, 

Yellow and Orange horizons around shot point 150 on line A-130, shot 

point 140 on line A-132 and shot point 170 on line B-4 where the  

shallower horizons have draped over a fau lt on the Red horizon. 

Although these high moveout velocities may be due in p a rt to  re flec to r 

dip (on the  sides of the  syncline) and to  a gradual increase of average 

velocity  into the syncline (Section 2.4.2), the ir co rrelation  with local 

concave-upw ard surfaces is thought to  be significant (Section 1.4.2.5(b)).
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The above com m ents show th a t some of the  predictions for m oveout velocity  

behaviour made in Section 1.4.2 have been illu s tra ted  by this d a ta  se t.
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2.4 INFORMATION FROM WELLS

Three vertica l wells and one deviated well have been studied in conjunction with 

the seism ic da ta  from Surveys A and B. Each extends to  a to ta l depth below the  

in te rface  corresponding to  the Red horizon. Geological com posite logs (including 

the sonic, gam m a ray and lithology logs) and calib ra ted  velocity  logs w ere 

available for. each well.

The th ree  v ertica l wells are  re fe rred  to  here as wells 'A', 'B’ and 'C* (Figure 2.1). 

Wells A and B are  positioned very close to the  c res t of the s tru c tu re  in th e  

cen tre  of the seism ic grid in areas of very shallow dips, while Well C is located  

on the  steep  southw estern flank of the s tru c tu re  where dips of up to  10° w ere 

encountered a t deeper levels. The fourth  well, re ferred  to  here as well 'CC ', was 

deviated  from within the bore of Well C. The deviation kicked off a t 1720m 

(drilled depth) and built up to an angle of approxim ately 20° to  the  vertica l 

before term inating  some way updip from  the  bore of Well C.

The reasons for incorporating well inform ation into th is p ro jec t a re  tw ofold, 

namely:

to co rre la te  seism ic reflec tion  horizons with local s tra tig raphy; and 

to es tim a te  gross average in terval velocities betw een these horizons.

To satisfy  the f irs t ob jective , the  calib ra ted  velocity  log and density log were 

used to synthesise a reflection  seism ogram  a t Wells A and B. Seismic reflection  

horizons on the  CMP stacked  sections w ere co rre la ted  with events on the  

synthetic  seism ogram s and in turn associated  with d iscontinuities on the logs. 

Use of the geological com posite log enabled the  co rrelation  of seism ic horizons 

with local stra tig raphy .
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Secondly, in terval velocities w ere estim ated  from  the  depths and ca lib ra ted  tw o- 

way tim es of the s tra tig raph ie  boundaries corresponding to  each of the  seism ic 

horizons. These velocities a re  required prim arily for com parison with in terval 

velocities derived by th e  inversion of m oveout velocities in C hapter Seven.

The identification  of seism ic re flec tion  horizons and estim ation  of in terval 

velocities are  now discussed in tu rn .

2.4.1 C orrelation of Seismic Horizons w ith S tratigraphy

Synthetic seism ogram s for Wells A and B a re  presented  in Figures 2.21 and 2.22, 

respectively . The reader is re fe rred  to  Appendix 2A for a brief discussion of the  

method used to  ca lcu la te  these traces .

While a density log has been used in the  calcu lation  a t  Well A, a constan t density 

has been assumed a t Well B. The sim ilar ch a ra c te r of both density and 

ca lib ra ted  velocity  logs a t Well A (Figure 2.21) ind icates th a t the com putation of 

re flec tiv ity  a t Well B should not be adversely a ffec ted  by this assum ption. 

Although sonic and density m easurem ents w ere recorded every six inches (c. 

0.13m) in the wells, th e  calib ra ted  velocity  and density logs have been resam pled 

by linear in terpolation  to  correspond with the 4ms sampling in terval of the 

seism ic traces . F iner resolution of th e  logs is unw arranted for the  purposes of 

m atching syn thetic  seism ogram s to  seism ic reflec tion  sections due to  the  band- 

lim ited nature of the seism ic m ethod.

The w avelet used for the  calcu la tion  of syn thetic  seism ogram s ai  Wells A and B 

had been obtained previously by BP London using an ite ra tiv e  inversion 

algorithm . Trial seism ogram s com puted from  the  re flec tiv ity  function using 

d iffe ren t w avelets w ere repeated ly  m atched with th e  (m igrated) seism ic d a ta  a t
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the well locations until an 'optim um ' w avelet was found. This w avelet is 

displayed a t the top right corner of both Figures 2.21 and 2.22. It is not a 

minimum-phase w avelet. Zero-phase elem ents have been introduced in to  the 

w avelet by the e ffe c ts  of f ilte rs  in the processing sequence, w ith the  resu lt th a t 

the w avelet appears to  s ta r t  before zero  tim e.

For both wells, the syn thetic  seism ogram  including prim aries and in ternal 

m ultiples is a good m atch with the CMP stacked sections. Since these wells are 

vertica l and a re  located  a t the  c res t of the  s tru c tu re  where the layering is near

horizontal, section m igration has li t t le  e f fe c t and the m atch with the  corres

ponding m igrated sections is unlikely to  have been significantly  b e tte r . The 

m atch betw een the to ta l syn thetic  seism ogram  (including prim aries, in ternal 

m ultiples and surface m ultiples) and the  CMP stacked sections is poor in both 

cases, indicating th a t processing has been successful in a tten u a tin g  surface 

m ultiple energy. The syn thetic  seism ogram s including prim aries only have 

proved the most useful for the corre la tion  of seism ic horizons with s tratig raphy .

The procedure outlined in Appendix 2A was used successfully to identify  each of 

the  five seism ic reflection  horizons in te rp re ted  in th is p ro ject. In terp re ted  

correlations betw een seism ic reflection  horizons and breaks on calib rated  

velocity logs a t wells A and B are  anno tated  on Figures 2.21 and 2.22.

Figure 2.23 illu s tra tes  the spatia l corre la tion  for each horizon p lo tted  on the 

sonic logs for Wells A, B, C and CC. Comparison of the sonic logs for Wells A 

and B with the calib ra ted  velocity  logs in Figures 2.21 and 2.22 shows the 

filtering  e f fe c t of the 4ms resam pling. •

The correlations of each seism ic reflection  horizon with s tratig raphy  are 

sum m arised in Table 2.7 and discussed in turn  below.
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The Brown horizon is the  least well defined of the  five horizons on the  ca lib ra ted  

velocity logs. It is not associated  with a m ajor lithological or velocity  

discontinuity, but appears to  be generated  by a se t of thin lim estone bands within 

a thick sequence of clays and m udstones. This horizon is picked on a 

compression (w hite trough) and is of reasonably uniform ch a ra c te r over the 

survey area .

The Pink horizon is generated  near' the  top of a thin layer including tu ffaceous 

mudstones and volcanic ash. This horizon is picked on a weak com pression (white 

trough) which changes in ch a ra c te r over the s tru c tu re , indicating th a t the  layer 

is not deposited uniform ly over the area .

The Yellow horizon is generated  around the  top of a thick carbonate  sequence, 

and is picked on a strong com presion (w hite trough) caused by the  sharp velocity  

increase a t the  boundary. The reflec tion  is com plicated by th e  presence of a low 

velocity m udstone near the top of the  carbonates, which varies in thickness from 

around 30m a t Well A to  a thin band of less than 10m a t Well C. In areas w here 

the mudstone layer is well developed, constructive  in te rfe ren ce  takes place and 

a broad com presisonal event is observed, the  cen tre  of which is delayed re la tiv e  

to the re flec tion  generated  a t  the very top of the carbonates. The ch a ra c te r of 

the Yellow horizon is thus liable to  vary considerably over the survey area .

The Orange horizon is generated  a t  the  base of the  carbonates w here a sharp 

velocity decrease is encountered into shales and m udstones. Although this 

velocity  decrease genera tes a ra refac tion  (black peak) as th e  firs t cycle of the 

re flec ted  w avelet, the Orange horizon has been picked in the  fo llow ing  w hite 

trough. The c h a ra c te r is quite uniform over the survey area .
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The Red horizon orig inates a t ano ther sharp velocity  decrease w here a layer of 

highly organic m udstones with very low velocity  is encountered . Again, th is 

horizon has been picked in the w hite trough following the in itia l ra re fac tio n  

(black peak) generated  a t the  velocity  decrease . The varia tion  of ch a rac te r of 

this reflection  over the survey a rea  may be due partly  to  the  unconform able 

nature of this horizon, although in general a strong event is developed.

Having described the nature of the  in te rfaces  corresponding to  the  seism ic 

reflection  horizons, it is im portan t to  s tress  th a t these conclusions can be drawn 

only from the  sm all a rea  penetra ted  by th e  wells. Extrapolation of these  resu lts  

away from the s tru c tu re  is made with th e  im plicit assum ption th a t the  overall 

ch arac te r of the  lithology is consisten t over the en tire  survey a rea . Evidence 

from seism ic da ta  and from wells drilled in adjoining areas does not suggest 

otherw ise.

The pick tim e of the reflection  horizon on both the  synthetic seism ogram  and the 

CMP stacked section is generally not coincident w ith the  tim e of its  correspond

ing break on the ca lib ra ted  velocity  log. As it  is desirable to  elim inate  this 'lag' 

when the section tim es are  used for in terval velocity  estim ation  and depth 

conversion, the  delays for each horizon w ere estim ated  a t  th is stage.

The method used here to  derive these delays is an em pirical one based on the  

d ifference betw een a picked two-way tim e to  an horizon on the section and the 

two-way tim e to the  supposed causative  velocity  break m easured from the  

calib rated  velocity  log. P articu lar ca re  was given to  the  two-w ay tim e picks on 

the sections, as any erro rs will con tribu te  d irec tly  to the  estim ated  lags. Since 

the  Survey A sections have a tim e datum  a t mean shot and stream er level and 

the  calib rated  velocity  log tim es re fe r to  mean sea level datum , th e  log tim es 

have been reduced by 15ms two-way tim e to  conform  with the  Survey A datum .
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The picked section tim es and co rrec ted  calib ra ted  velocity  log tim es to  each of 

the five horizons a t wells A and B are  presented in Table 2.8. Only Wells A and 

B w ere used since the  dipping layers around Well C and the  deviated  well bore of 

Well CC give rise to  non-vertical raypaths in the  checkshot survey and caused 

considerable uncerta in ty  in the calibration  of the  respective  velocity  logs 

(Section 2.4.2). As two lines in te rsec t a t Well A and one line passes through Well 

B, th re e  separa te  m easurem ents of the  lag could be m ade for each horizon. 

Table 2.8 also includes the estim ated  lag for each horizon, which has been 

obtained simply as the  mean of the th ree  individual estim ates.

With re fe ren ce  to  Table 2.8 and F igures 2.21 and 2.22, the  lags for each horizon 

are  discussed briefly below:

The Brown horizon is picked in the  f irs t cycle of the  w avelet.

The Pink horizon is weak over the s tru c tu re  and th e  co rre la tion  on the  

syn thetic  seism ogram  is not a t all convincing, as it  appears th a t a black 

peak has been picked on the section. The reason for this is not known, 

but may be due to local contam ination  by m ultiple energy.

The Yellow horizon is picked in the th ird  cycle of the  w avelet genera ted  

a t  the top of the  carbonates. The long lag tim e is due to  this trough 

being prolonged by in te rfe ren ce  e ffec ts , and the  ac tua l pick tim e being 

in the c e n tre  of the in te rfe ren ce  trough.

The Orange horizon is picked in the second cycle of a reverse  polarity  

w avelet.

The Red horizon is sim ilarly picked in the second cycle of a reverse 

polarity  w avelet.

The m agnitude of these lags is ra th e r confusing, as it  m ust be s ^ d  th a t a m atch 

to  mean sea level datum  would appear more appropria te . With no evidence to  

question the Survey A datum , however, i t  m ust s till be assum ed th a t th e  datum  is 

a t mean shot and s tream er level.
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Future application of these co rrections to  the picked tw o-way tim es over the 

survey a rea  assum es th a t the ch a ra c te r of each reflec tion  rem ains reasonably 

constan t. With no fu rther well contro l in structu ra lly  lower parts  of the survey 

area , this is the best assum ption th a t can be made.

2.4.2 Estim ation of In terval V elocities

E stim ates of in terval velocities from  wells a re  of g rea t im portance since they 

provide the  only true  check on the  validity  of in terval velocities derived by the  

inversion of m oveout velocities in C hap ter Seven. Since the depths and two-way

calib ra ted  log tim es of the  in te rfaces  identified  from the  previous section as

generating  the  five seism ic reflec tion  horizons w ere available, the  calcu la tion  of 

in terval velocities was s tra igh tfo rw ard .

E stim ated gross average in terval velocities a t  Wells A and B a re  presented in 

Tables 2.9 and 2.10, respectively . V ertical wells and horizontal layering w ere 

assumed and in terval velocities w ere obtained simply as tw ice the in terval

thickness divided by the  tw o-w ay in terval trave l tim e. A velocity  of 1480m/s

has been assumed for the w ater layer.

In terval velocities for Wells C and CC had been derived previously by BP London 

using an ite ra tiv e  ray tracing  procedure constrained by the checkshot survey 

results to  account for the non-vertical raypaths caused by the  dipping reflec to rs  

and deviated well bore. Table 2.11 presents the BP London model for the 

re fle c to r geom etry  and in terval velocities a t both Wells C and CC.

Interval velocity  - depth functions for the vertica l Wells A, B and C are  shown in 

Figure 2.24. In each well the in terval velocity  reaches a maximum in the 

carbonate  sequence. Each horizon is shallow est a t Well A and deepest a t Well C.
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Variation of velocity for any of the  five in tervals from  well to  well is generally  

sm all. Around half of the  discrepancies are  less than 50m /s and in four of th e  

five in tervals the d ifferences are  less than 200m /s. However, th e  velocity  of th e  

carbonate  in terval is over 500m/s g rea te r down the  flank of the  s tru c tu re  a t Well 

C than on the c res t a t Wells A and B. The im plication of a velocity  gradient in 

this layer is fu rther supported by the  in terval velocity  for the  carbona te  layer in 

the updip Well CC which is transitional betw een the  in terval velocities observed 

a t  the c re s t of the s tru c tu re  and a t Well C. If this velocity  gradien t is 

widespread over the survey area , the  carbonate  in terval will have higher 

velocities in the s truc tu ra lly  lower a reas. Since th is in terval also tends to  

thicken into the lower areas (re la tive  to  the  ra th e r m ore constan t thickness of 

sedim ents above the carbonates), the  vertica l average velocity  to  the  base of the  

carbonates is bound to show a corresponding increase. This implied increase of 

average velocity  with two-way tim e may account for much of the m oveout 

velocity  variation observed in the O range and Red horizons (Section 2.3.2).

The quoted in terval velocities are  the  average velocities over the  chosen 

in tervals. For com parison, the  RMS in terval velocities have been calcu la ted  

from th e  calib ra ted  velocity  logs for Wells A and B and a re  also included in 

Tables 2.9 and 2.10. In all cases the RMS in terval velocity  is less than one 

percen t g rea te r than the average in terval velocity , and only in the  carbona te  

in terval does the d ifference approach this level. Inspection of Figure 2.23 

confirm s th a t the d ifference betw een the  average and RMS velocities of the  

sam e in terval does indeed increase with the degree of velocity  variation  within 

the  in terval (Section 1.1.10).

V ertical in terval velocity  functions for the in tervals defined by the  Brown, Pink, 

Yellow, Orange and Red seism ic re flec tion  horizons have been p resented  for the 

th ree  v ertica l wells in the survey area . Although this is the c rudest way of
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representing  the velocity  d istribution within each in terval, it is su ffic ien t for th e  

purposes of checking the  in terval velocities to  be derived in C hapter Seven.
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2.5 SUMMARY

Two-way tim es and moveout velocities have been obtained for five seism ic 

reflec tion  horizons from two offshore seism ic surveys. Acquisition and proces

sing param eters have been discussed for each survey in the co n tex t of the ir 

po ten tial e ffe c ts  on velocity  analysis.

An in te rp re ta tio n  of the seism ic inform ation has been made. In terp re ted  

sections and two-way tim e maps to  two of the  horizons have been presented , 

toge ther with corresponding displays of m oveout velocities obtained from  

velocity  analyses of CMP gathers. Some co rre la tions betw een m oveout velocity  

variation and two-way tim e s tru c tu re s  have been observed which conform  with 

the predictions made in Section 1.4.2.

Well inform ation has been used both to co rre la te  seism ic reflec tion  horizons with 

s tratig raphy  and to  e s tim a te  the gross in terval velocities betw een horizons. 

Although lim ited in ex ten t, th is in terval velocity  inform ation will serve as the  

only means of checking in terval velocities obtained by the inversion of moveout 

velocities in C hapter Seven.
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3. ANALYSIS OF MOVEOUT VELOCITIES OVER A SEISMIC REFLECTION 

SURVEY AREA

The objective of this ch ap ter is to  describe and apply various s ta tis tic a l methods 

which can be used to  e s tim a te  both the  contribution and significance of d ifferen t 

spatia l com ponents w ithin m oveout velocity  profiles.

A m oveout velocity  profile can be resolved into th ree  com ponents as follows:

slow variations of m oveout velocity  caused by re flec to r s tru c tu re s  and/or 

velocity  gradients which vary gradually re la tive  to the  spread length and 

give rise to near-hyperbolic prim ary re flec tion  moveout tra je c to rie s  (e.g. 

dip, linear velocity  gradients);

fluctuations of moveout velocity  induced by rapid variations of re flec to r 

s tru c tu re  and/or velocity  heterogeneity  within layers which cause strongly 

non-hyperbolic m oveout of reflec tions across the CMP gather (e.g. fau lts , 

near-su rface  tim e delays); and

errors in the picking of moveout velocities caused by contam ination of the 

CMP gather by non-prim ary reflec ted  energy which masks the  prim ary 

reflec tion  tra jec to rie s  of in te res t.

Both the f irs t and second com ponents a re  genuine com ponents of moveout 

velocity  profiles in the  sense th a t they both resu lt from the fittin g  of an 

‘optim um ' hyperbola to  a prim ary reflec tion  moveout tra jec to ry . However, only 

in th e  f irs t case is the  resulting moveout velocity  likely to  be a reasonable 

e s tim a te  of the  norm al m oveout velocity (Section 1.1.9). Only the slowly varying 

com ponents of moveout velocity  profiles should th e re fo re  be used in inversion 

m ethods which seek to  re la te  in ferred  normal moveout velocities tt> ze ro -o ffse t 

raypaths through an assumed lim ited  ground model in order to  es tim a te  in terval 

velocities. Although the second com ponent can be used in near-ideal conditions 

to  detail near-su rface  velocity  variation (Section 1.4.2.4), the  p rac tica l appli-
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cation  is very lim ited and is not discussed fu rther here. The distinction  betw een 

a 'useful' moveout velocity  com ponent (in the  f irs t category  above) and an 

'anom alous' moveout velocity  com ponent (the second category) is largely 

dependent on the spread length (Section 1.5), and is u ltim ate ly  determ ined by the 

use to  which it is put.

In the  con tex t of th is p ro jec t, the  firs t is th e  only useful com ponent of the th ree  

described above since only it can be used confidently to  yield valid in terval 

velocities in the inversion method of Hubral described in C hapter Four and used 

in subsequent chap ters. The o ther two com ponents co n stitu te  a 's c a tte r ' on the  

m oveout velocity  profiles which is poten tially  capable of causing very m isleading 

resu lts. In order to  use the  inversion method successfully, m oveout velocity  

profiles should ideally be free  from th is s c a tte r . P relim inary processing of 

m oveout velocity  profiles is the re fo re  desirable in order to  reduce s c a tte r  before 

inversion.

A m oveout velocity  profile is a one-dim ensional (ID) function of d istance along 

th e  seism ic line. The te rm  'one-dim ensional' is significant. The belief th a t raw 

(i.e. unsmoothed) m oveout velocities should initially  be trea ted  as a  one

dim ensional phenomenon is fundam ental to  this work. For any CMP over a 

heterogeneous subsurface the m oveout velocity  of an horizon generally varies 

w ith the o rien tation  of the  CMP gather for the reasons outlined in Section 1.4. 

As the o rien ta tion  of the  CMP gather changes, d iffe ren t subsurface volum es and 

apparen t dips are  sam pled by the  seism ic energy and azim uthal varia tion  of 

m oveout velocity  is to  be expected . It follows th a t moveout velocities rarely  tie  

exactly  a t line in tersections. •

A t the in itia l stage of moveout velocity  studies it is generally desirable to 

consider each line separate ly  and a tte m p t to reduce the sc a tte r  on moveout
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velocity  profiles individually. In so doing, i t  is likely th a t d iscrepancies or 'm is- 

ties ' of m oveout velocities a t line in tersections will be reduced and th e  d a ta  can 

be b e tte r  combined to  form  maps in a tw o-dim ensional sense.

The f irs t section of C hapter Three describes various s ta tis tic a l m ethods for 

analysing the  spatia l c h a ra c te r of moveout velocity  profiles. As velocity  

analyses w ere in all cases m ade a t  constan t spatia l sampling in tervals, m oveout 

velocity  profiles are  tre a te d  as equispaced da ta  se ts throughout. The approach 

adopted here uses th e  principles of tim e-series  analysis or com m unication 

theory . Each m oveout velocity  profile is assumed to  be an equispaced function 

of d istance (referred  to  su rface  CMP locations), much the  sam e as a sam pled 

seism ic tra c e  is an equispaced function of tim e.

The second section  then describes the  spatial ch a rac te r of the  moveout velocity  

profiles of C hapter Two and presents the method used to  reduce th e ir s c a tte r .



- 9 0 -

3.1 METHODS OF ANALYSIS

This section is re s tr ic ted  to  a b rief review of the  s ta tis tic a l m ethods used in the 

la tte r  p art of the chap ter. Much of the m ateria l covered has been discussed a t 

length in many previous tex ts . Perhaps the  m ost useful single work for re ference  

is th a t of Bendat and Piersol (1971), w here C hap ter Nine is of particu lar 

relevance.

Some of the  methods discussed below are  used to  a scerta in  the contribution of 

d iffe ren t spatia l frequencies to  th e  m oveout velocity  profiles. The au tocor

re la tion , function, sem ivariance function and energy spectrum  are  introduced for 

th is purpose. These functions do not change the  m oveout velocities; they simply 

'transfo rm ' the d a ta  and display it in a d iffe ren t con tex t.

In co n tra s t, th e  technique of smoothing resu lts  in a m odification of the  moveout 

velocities as its  nam e suggests. D ata can be sm oothed by a v arie ty  of sm oothing 

operato rs, each of which can be used to  selectively  enhance or a tte n u a te  

d iffe ren t spatia l frequency ranges. The contribution and significance of various 

spatia l com ponents within the m oveout velocity  profiles can then be assessed by 

re fe ren ce  to  the perform ance of d iffe ren t sm oothing operato rs in reducing 

d iscrepancies or m is-ties a t line in tersections. If a sm oothing operato r succeeds 

in d rastically  reducing m oveout velocity  m is-ties over a survey area , it is likely 

(although not certa in ) th a t the spatia l frequencies a tten u a ted  by the  smoothing 

procedure are  not rep resen ta tiv e  of real subsurface velocity  variations.

The s ta tis tic a l methods to  be used in this chap ter a re  now introduced in turn .
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3.1.1 Sampling

L et a(x) ind icate th a t th e  variable a is a continuous function of x (Figure 3.1). 

This function is then 'sam pled' a t  N points spaced Ax a p a rt, yielding N samples 

ai w here i takes the  values 1 through N. The sam ple a^ is the  value of the 

function a(x) a t  x = xj.

The Nyquist frequency f^ (Bendat and Piersol, 1971, p.228) is determ ined  by the 

sam pling in terval A x:

fn = 1/2 Ax (3.1)

The function a(x) is sam pled adequately  if it  contains only frequency com ponents 

in the  range:

If the  sampling in terval is too long, however, sampling causes frequencies higher 

than the  Nyquist to  be confused with lower frequencies. The sampled d a ta  se t a[ 

is then  said to  be 'aliased '.

The aliasing problem was the  f irs t consideration involved in defining the  spatial 

sam pling in terval betw een th e  CMP gathers used for the  velocity  analyses 

described in C hapter Two. It is discussed fu rth er in Section 3.2.1.

From  hereon it is assumed th a t the  raw d a ta  se t aj and all otTTer d a ta  sets 

obtained from  it a re  sampled a t  the  constan t sampling in terval A x.
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3.1.2 A rithm etic  M easures

The sam ple mean a and sam ple variance Sa of the  d a ta  se t a.[ can be defined as 

below;

N

5 =   (3.2)

E C a -  â f

K  =     (3.3)
N

The sam ple standard deviation Sa Is simply the  positive square root of th e  sample 

variance.

Bendat and Piersol (1971, p. 101) note th a t the sam ple variance defined here is a 

biased estim ato r of the  population variance, and rep lace the N in Equation (3.3) 

with N -1. However, such biasing is only significant when very sm all values of N 

a re  used, and the  conclusions of th is chap ter are  not likely to  be invalidated by 

the  use of Equation (3.3).

In order th a t m oveout velocity  profiles be analysed in term s of th e ir spatial 

frequency com ponents, some functions described in subsequent sections require 

th a t the da ta  se t be 's ta tionary '. In its s tr ic te s t sense, a da ta  se t is s ta tionary  

only if its  s ta tis tic s  are  constan t throughout its length. Indeed, the length of the 

d a ta  se t is im portan t, since a short window of an o therw ise s ta tionary  da ta  set 

may not be sta tionary  if the  window includes a local 'trend '. On irTspection, the 

moveout velocity  profiles presented in C hapter Two do not appear to  include any 

significant trends which would d is to rt the ir analysis in te rm s of spatia l frequency 

com ponents. It has proved convenient, however, to  reduce each of the moveout
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velocity  profiles to  a 'zero-m ean ' data  se t as the ir analysis is then lim ited  to  the  

fluctuating  com ponents alone. Such a d a ta  se t bj can be obtained from  a  ̂ by the 

sim ple relation:

bi = a i - a  (3.4)

R eference to  Equations (3.2) and (3.3) indicates th a t for th e  da ta  se t bi, the 

following relations apply:

b = 0  (3.5)

and:

= IT E
i =1

The sam ple variance of a zero-m ean da ta  se t is thus equal to  its  mean square.

3.1.3 Transform ation to  the Lag Domain

Transform ation to  the  lag domain consists of com paring a s ta tionary  da ta  set 

with a copy of itse lf which is shifted  a t various o ffse ts  along the  x-axis (Figure 

3.2). The 'lag' is the  re la tive  sh ift betw een the  two identica l da ta  se ts , and has 

the  dimensions of x. For sampled data , the  lag h is always an in teger m ultiple m 

of the  sampling in terval A x:

h = m A x •  (3.7)

where m takes the  values 0 through N -1.
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The com parison re fe rred  to  above is made by a re la tion  which seeks to  express 

the  sim ilarity  or dissim ilarity  of . the da ta  se t a t  d iffe ren t lags and hence 

ch a ra c te rise s  the d a ta  se t. Such a rela tion  R can be conveniently obtained by 

calcu la ting  the mean value of some function F for all N-m  'sam ple pairs' bj and

^i+m a t  lag m A x;

R ( h )  = R ( m A x )  = ^  F ( b | , b i * „ )  (3.8)
i =1

The au tocorre la tion  and sem ivariance functions are  two exam ples of the  re la tion  

R, and are  now described in turn .

3.1.3.1 The A utocorrelation  Function

The au tocorre la tion  function finds application in many branches of geophysics 

w here periodic com ponents within a da ta  se t need to  be identified .

The au tocorrelation  function 0y(h) of the d a ta  se t b[ can be defined as:

.. N-m

= <Ab( mAx  ) = H - i n  '’ i '’ i.m (3-9)
i s 1

The au tocorre la tion  a t  lag m A x is thus equal to  the mean product of all sam ple 

pairs b[ and b|+rn where i takes the  values 1 through N -m .

This function may tak e  e ither positive or negative values. Large positive values 

occur a t lags where the da ta  se t is highly co rre la ted , while large negative 

values indicate lags w here the  da ta  se t is highly co rre la ted  b u t ^ i t h  opposite 

po larity . Sustained near-zero  values ind icate  lags w here the  data  se t is 

uncorrelated .
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At zero  lag, Equation (3.9) reduces to;

4 \ , ( 0 )  = t r  2 Î  (3.10)
i = 1

The au tocorre la tion  a t zero  lag is thus equal to  the m ean square of the  samples. 

R eference to Equation (3.6) shows th a t the zero lag au tocorre la tion  of a zero- 

m ean d a ta  set is also equal to  the  sam ple variance, i.e .

^b(O) = (3.11)

A plot of au tocorre la tion  against lag is commonly te rm ed  an 'au tocorre logram '.

3.1.3.2 The Sem ivariance Function

The sem ivariance function is used extensively in mining geology and ore reserve 

es tim ation , w here it is a fundam ental com ponent of the  philosophy known as 

'g eo s ta tis tic s '. A com prehensive account of sem ivariance in th is con tex t can be 

found in Clark (1979).

The sem ivariance function Tb(h) of th e  d a ta  se t b̂  can be defined as:

i  N - m  2

T ^ ( h )  = T ^ ( m A x )  = -  E ( " r  b i . m )  (3-12)
i s 1

The sem ivariance a t lag m Ax is thus equal to  one half of the mean squared 

d ifference  betw een all sam ple pairs b̂  and bj+rn where i takes the values 1 

through N-m.

This m easure ranges from  zero  a t lags w here the  d a ta  se t is perfectly  co rre la ted  

with itse lf to  peak values where the  d a ta  se t is highly co rre la ted  but with
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opposite polarity . The squaring in the form ula ensures th a t sem ivariance can 

take only positive values, while the fac to r 1/2 is included in order to  simplify the  

re la tion  betw een the  sem ivariance and au tocorre la tion  functions (as will becom e 

apparen t in Section 3.1.3.3).

At zero  lag. Equation (3.12) reduces to:

7 ^ ( 0 )  = 0 (3.13)

A plot of sem ivariance against lag is known as a 'sem ivariogram '.

3.1.3.3 The R elation betw een the  A utocorrelation and Sem ivariance Functions

Since Equations (3.9) and (3.12) take  a sim ilar form , it is of in te re s t to  

investigate  the algebraic  rela tion  betw een the  au tocorre la tion  and sem ivariance 

functions described above.

The sem ivariance function can be expressed in te rm s of the  au tocorre la tion  

function as follows:

7^(m A x )
N-m

= T (3.12)

1 1
2 N - m

N-m 2 N-m 2 N-m

1
2 N - m

N-m N-m
L b ^ E b f ,
1=1 i =1

N-m

"NPrn
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_  1
2 N — m

N-m 2 N-m g

E » -  + E b i
i=1 i=1

♦m -  <Ah(mAx) (3.14)

For a sta tionary  da ta  se t, the  following approxim ations can then be made:

(3.15)

N-m

«  4 ^ ( 0 )
1 = 1

(3.16)

since both are  es tim ates  of the mean square value 0y(O) from  N -m  sam ples. 

These approxim ations becom e increasingly valid as m approaches zero.

Equation (3.14) then sim plifies to:

7. (mAx) SS 0hCO) -  (&h(mAx) (3.17)

The sem ivariance function can thus be estim ated  from  the  au tocorre la tion  

function. G rea te r accuracy is obtained a t sm all lags.

The sem ivariance function and au tocorre la tion  function exhibit essentially  the  

sam e inform ation with opposite po larities.

3.1.4 T ransform ation to the  Frequency Domain

Following the principles of tim e-serie s  analysis, the  continuous function a(x) can 

be considered as the sum of an infin ite number of sinusoitlal frequency 

com ponents of differing phase and am plitude. It is possible to  express this 

function as a continuous function of frequency A(f). The function a(x) is then 

said to have been transform ed to  th e  frequency domain.
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This transform  can be made by the Fourier Transform  (abbreviated FT);

a(x) ------------- — ----------->  A(f)

while th e  inverse procedure is made by the  Inverse Fourier Transform  (IFT):

A(f) ----------------------------------- a(x)

The function A(f) is te rm ed  the frequency spectrum  and is generally  com plex

valued. Given a continuous function a(x), i t  is th eo re tica lly  possible to  recover 

the  frequency spectrum  A(f) precisely.

The sam pled d a ta  se t a  ̂ can also be transform ed to  the  frequency domain. 

However, sam pled d a ta  d iffers from continuous d a ta  in tw o im portan t respects: 

the  sampling procedure lim its the high frequency resolution of the  

transform  as only d iscre te  frequencies up to  the  Nyquist frequency can be 

resolved; and

the length of the  sampled da ta  se t is fin ite  and the  behaviour of the 

continuous function outside th e  sampling window is unknown.

Spectra l estim ation  from  the sampled da ta  se t aj can th e re fo re  only provide an 

approxim ation to  th e  tru e  continuous frequency spectrum  A(f).

The Fourier Transform  is discussed a t length in Bendat and Piersol (1971, p.299) 

and Bath (1974).

3.1.4.1 The F ast Fourier Transform  •

The F ast Fourier Transform  (FFT) is a  com putationally  e ffic ien t algorithm  used 

to  apply a Fourier Transform  to  a sam pled da ta  se t. The algorithm  is described
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in Bendat and Piersol (1971, p.300), while the com puter program  used for 

perform ing the  FFT in th is p ro jec t has been adapted from  subroutine 'NLOGN' in 

Robinson (1967).

One lim ita tion  of the  FFT is th a t the number of sam ples in the  d a ta  se t to  be 

processed m ust be an in teger power of two. If th e  length N of th e  d a ta  set bj is 

not a power of two, the  da ta  length m ust be extended to  M, which is the next 

highest in teger power of two. This extension is made by 'padding' the  data  bn+i 

through b{^ with zeros.

From the d a ta  se t b̂  of length M, the  FFT ca lcu la tes  the  com plex-valued 

frequency spectrum  where j takes the values 1 through M/2 + 1. The 

es tim a te  |8j is made a t the  d iscre te  frequency fj, such th a t th e re  are  M / 2 + 1  

d iscre te  frequencies in the com plex frequency spectrum . The spacing betw een 

successive frequencies in this spectrum  is determ ined  by both the  sampling 

in terval and the  number of sam ples in the  zero-padded d a ta  se t (which together 

define the  length of the  d a ta  set). Specifically, the frequency in terval A f is 

defined by:

A f = 1/M Ax (3.18)

w ith Ax and M as defined previously. The d iscre te  frequency fj can then be 

defined as:

fj = (j - 1) A f  (3.19)

w here j takes the  values 1 through M/2 + 1. The f irs t frequency f j  is the zero 

frequency or 'DC' com ponent, while the  la st frequency + 1 the  Nyquist 

frequency.
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Each com plex spectra l es tim a te  betw een zero frequency and the Nyquist consists 

of a real com ponent and an im aginary com ponent:

/3j = re{jSj) + im(/3j) (3.20)

The spectrum  a t  zero  frequency and a t the Nyquist frequency is real-valued, so 

the  to ta l number of independent spec tra l values is M. It is noted here th a t if the 

d a ta  se t b  ̂ has been zero-padded, the  'ex tra ' spec tra l values a re  achieved by 

in terpolation  and are  not individually independent. Inform ation is conserved, but 

not added, by the  FFT.

3.1.4.2 The Amplitude Spectrum

The real-valued am plitude spectrum  Bj is derived from  the com plex frequency 

spectrum  /3j as follows:

Bj = Y re( jSj)^ + im(/?j)2 (3.21)

or a lternatively :

Bj = y  |8j conj ( /3j) (3.22)

where conj ( j3j) represents the complex conjugate of jSj.

The te rm  Bj rep resen ts the  am plitude of a continuous sinusoid a t the  frequency
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3.1.4.3 The Energy Spectrum

The energy spectrum  Ej is also real-valued and is obtained as the  square of the 

am plitude spectrum , i.e.

Ej =, b [  (3.23)

The energy spectrum  can be obtained from  the  complex frequency spectrum  with 

refe ren ce  to  Equations (3.21) and (3.22) as follows:

Ej = re(jSj)^ + im(/3j)^  ̂ (3.24)

or:

Ej = jgj conj ( jgj) (3.25)

A lternatively , the  energy spectrum  can be derived by a Fourier Transform  of the 

au tocorre la tion  function (Bendat and P iersol, 1971, p .312):

«b(h) ------------- — ----------- >  Ej

The term  Ej rep resen ts the  energy contained in the frequency fj over the da ta  

window.

3.1.4.4 Spectra l Smoothing

In the spec tra l analysis of a s ta tionary  data  se t, each spectra l e s tim a te  is liable 

to  erro r. It is thus desirable to  smooth the raw spectra l e s tim ates  in some way 

to  reduce the ir s c a tte r .
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Methods of spectra l smoothing abound in the lite ra tu re ; Bendat and Piersol 

(1971, p.318) and Bath (1974) provide good exam ples. Most of these  smoothing 

m ethods are based on a convolution in the  frequency domain which is equivalent 

to  tapering  in the  au tocorre la tion  lag window.

The method adopted for smoothing energy sp ec tra  in this p ro jec t en tails  

summing energies over successive groups of L ad jacen t frequencies. The 

'ad jacen t sum sm oothed' energy spectrum  can then be w ritten  as:

w here Ej is the  raw or unsmoothed energy spectrum , L is th e  number of ad jacen t 

raw spectra l es tim ates  to  be summed, and k takes the  values 1 through (M+2)/2L. 

The number of frequencies in the raw spectrum  is thus reduced by a fac to r of L 

in the  sm oothed spectrum  (stric tly  only if M/2 + 1 is exac tly  divisible by L). The 

frequency in terval A f  of the smoothed spectrum  increases to:

A f  = L A f (3.27)

The length L of the  ad jacen t sum is determ ined by balancing the  resolution and 

stab ility  requirem ents of the sm oothed spectrum . As L increases, the  s tab ility  

of each sm oothed spectra l es tim a te  increases but the  spectra l resolution 

decreases.

3.1.4.5 A C om putational P rocedure to  obtain the  Smoothed Energy Spectrum

In sum m ary, the following procedure is suitable to com pute the  smoothed energy 

spectrum :
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(a) Sample the  Continuous Function a(x)

To obtain the sampled da ta  se t aj where i takes the values 1 through N. 

The sampling in terval is A x.

(b) Remove Sample Mean

To obtain the zero-m ean da ta  se t bj = aj -  3.

(c) Pad with Zeros

If N is not an in teger power of two then se t b^^^  ̂ through b^^ to  zero 

w here M is the  next highest in teger power of two g re a te r  than N.

(d) F ast Fourier Transform

To obtain the  com plex frequency spectrum  /3j ca lcu la ted  a t d iscre te  

frequencies fj w here j takes th e  values I through M/2 + 1.

(e) Multiply the  Complex Frequency Spectrum  by its  Conjugate 

To obtain the energy spectrum  Ej.

(f) A djacent Sum Smoothing

To obtain the smoothed energy spectrum  e Ĵ where k takes the  values 1 

through (M+2)/2L and L is the  length of th e  ad jacen t sum.

3.1.5 Spatial Smoothing Techniques

Smoothing is used to  reduce sc a tte r  on m oveout velocity  profiles. Analysis of 

the  smoothed da ta  can then lead to conclusions regarding « th e  rela tive 

contribution and significance of the  various spatia l frequency com ponents within 

raw moveout velocity  profiles.



- 104 -

Only smoothing operato rs of a convolutional type are  considered here. 

Convolutional operato rs are  generally  term ed  'f ilte rs '. Each filte r  is simply a se t 

of weights which is convolved with the  sampled m oveout velocity  d a ta  se t. The 

advantage of this type of smoothing is th a t the frequency response of each 

operato r can be easily ca lcu la ted . The frequency response of such a filte r  is 

simply the  am plitude spectrum  derived from  the com plex frequency spectrum  

obtained from  an FFT of the  f ilte r  w eights.

An a lte rn a tiv e  approach to  sm oothing is the  'optim um ' fittin g  of a polynomial by 

least squares (Davis, 1973, p. 192). The frequency response of polynomial 

smoothing is, however, very poorly defined. F urtherm ore , i t  is inconsistent for 

d ifferen t da ta  se ts as it  depends critica lly  on the da ta  length. For these  reasons, 

polynomial smoothing is not considered fu rther in th is p ro jec t.

3.1.5.1 Types of F ilte rs

Two types of f ilte rs  have been considered, namely the low-pass f ilte r  and the 

boxcar moving average filte r .

(a) The Low -Pass F ilte r

The low-pass f ilte r  ideally passes all frequencies up to  a specified lim it or 

'c u t-o f f ,  and stops all frequencies above. However, when using sampled 

data , such p e rfec t filtering  is im possible due both to the  sampled natu re of 

the  d a ta  and the fin ite  length of the  filte r . Frequency responses of digital 

filte rs  d iffer from  the  ideal in two im portan t respects;

- the ideal cu t-o ff  a t a single frequency is modified to  a T u t-o f f  slope, 

w here the  cu t-o ff  is transitional over a range of frequencies; and
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- the  ideal f la t responses in the  pass band and stop band are  con tam inated  

by fluctuation  known as ’ripple'.

Low-pass f ilte rs  are  thus specified not by a single cu t-o ff frequency, but by 

the frequencies a t  the  s ta r t and end of the  cu t-o ff  slope (or by a cu t-o ff 

frequency and the  f ilte r  length). For a fixed f il te r  length, increasing the 

cu t-o ff slope (i.e. sharpening the  cu t-o ff) can only be done a t  th e  expense 

of introducing more ripple into both pass and stop bands. The perform ance 

of a f ilte r  can be assessed by re ference  to  the  'deviation ' in th e  pass and 

stop bands, which is equal to the  maximum d ifference  betw een the ac tua l 

filte r  response and the  ideal response (unity in the  pass band and zero  in 

the stop band). F ilte r perform ance is enhanced by increasing the f ilte r  

length.

Low-pass filte rs  have been designed using a com puter program  in Rabiner 

and Gold (1973, p. 187) which ca lcu la tes low-pass, high-pass, band-pass and 

band-stop filte rs  using the 'R em ez Exchange A lgorithm '. One useful 

fea tu re  of this algorithm  is the  con stra in t of constan t peak ripple 

am plitude within the pass band and stope band. For the low-pass f ilte r , the 

following design param eters  m ust be specified:

-  the  la st frequency in the pass band (defining the  s ta r t  of the cu t-o ff 

slope);

- the f irs t frequency in the stop band (defining the  end of the  cu t-o ff 

slope);

-  the spacing betw een successive f ilte r  w eights (equal to the sampling 

in terval Ax of the da ta  to  be filtered); and

- the f ilte r  length (defined by the number of weights P in tTTe filte r  to  be 

derived).

The derived low-pass f ilte r  Cj where j takes th e  values 1 through P is the 

f ilte r  which best f its  the desired frequency response. The value P is
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c ritic a l as the f ilte r  perform ance is enhanced significantly  by increasing 

the f ilte r  length. The f ilte r  is a sym m etric, zero-phase operato r and is 

subject to  the constra in t;

E c j  = 1 (3.28)
i=i

to  ensure th a t the  DC is passed unaltered .

Figure 3.3 shows the specified and ac tua l spatia l frequency or 

'w avenum ber' responses for a typical low-pass f ilte r  designed by the 

program . The ac tua l spatia l frequency response is also p lo tted  on a 

logarithm ic scale to  detail th e  behaviour of ripple in the  stop band.

(b) The Boxcar Moving A verage F ilte r

The second type of f ilte r , the 'boxcar moving average ', is simply a se t of 

equally w eighted coeffic ien ts. Again constrained by Equation (3.28), the 

f ilte r  coeffic ien ts  Cj are defined by:

Cj = 1/P (3.29)

w here j takes th e  values 1 through P.

The frequency response of the boxcar moving average is a sine function 

(Figure 3.4) which represen ts a crude low-pass f ilte r . The notches occur a t 

spatia l frequencies which are in teger m ultiples of the  reciprocal of the 

boxcar length. The boxcar moving average is again a sym m etric , zero- 

phase operato r. Its prim ary disadvantages are  the  ra th e r obscure 

frequency response and the  slow cu t-o ff slope down to  th e  f irs t notch. 

However, this type of f ilte r  can be easily tuned to  a tte n u a te  undesirable
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frequencies around the firs t notch, and herein lies its  main use in this 

p ro ject.

3.1.3.2 Smoothing E nd-Effects

Convolution of a da ta  se t a[ of length N with a f ilte r  Cj of length  P resu lts  in the  

filte red  da ta  se t dj<:

^  ^1+k-j (3.30)
i = i

w here k takes the  values 1 through N+P-1. The smoothing procedure extends the  

da ta  length by the  lead-in and lead-ou t of the  filte r  a t both ends of the  original 

da ta  se t. This extension has two principal e ffec ts :

the  smoothed d a ta  se t is delayed re la tive  to  the f irs t sam ple of the 

un filtered  d a ta  set; and

energy leaks both into and out of the  sampling window of the  original da ta  

se t, thus contam inating the f ilte r  lead-in and lead-ou t sections of the 

sm oothed da ta  se t.

These are  re fe rred  to  here as 'smoothing end -effec ts '.

Since the  filte rs  discussed here a re  sym m etrical, zero-phase operato rs of known 

length , the firs t e f fe c t can be co rrec ted  quite simply. The delay introduced by 

such a filte r  is simply half the f ilte r  length and can th e re fo re  be removed by 

shifting  back the  smoothed da ta  se t by half of th e  f ilte r  length. It is desirable 

for th is reason to  use filte rs  with an odd number of w eights, say P = 2Q + 1, such 

th a t the  index k above takes the  values 1 through N + 2Q. The delsy  can then be 

elim inated  by introducing a new d a ta  se t ei which om its the  f irs t Q and last Q 

sam ples of the  sm oothed da ta  set dj<, i.e.



-  108 -

= di+Q (3 .3 1 )

w here i takes th e  values 1 through N. In this way th e  spatia l location of the  

sh ifted  sm oothed da ta  se t e^ corresponds exactly  to  th a t of the  original sampled 

da ta  se t a^.

The e f fe c t of energy leakage into and out of the sampling window is ra th e r more 

serious. Where the  f ilte r  leads in a t  the  s ta r t  of the d a ta  se t and leads out a t  th e  

end of th e  d a ta  se t, it is not wholly contained within the  sampling window. The 

f ilte r  e lem ents outside the  sampling window are  then e ffec tiv e ly  m ultiplied by 

zeros in the convolution. Since th e  f irs t 2Q and la s t 2Q sam ples of the extended 

d a ta  se t dj  ̂ w ere a ffec ted , the  f irs t Q and la st Q sam ples of the  sh ifted  da ta  se t 

e[ a re  con tam inated  by energy leakage.

Serious d isto rtion  a t the ends of the  sm oothed d a ta  se t may resu lt if 

d iscontinuities w ere introduced by the original windowing of th e  d a ta  se t. It is 

th e re fo re  convenient to  rem ove the sam ple mean of the  d a ta  se t a^ using 

Equation (3.4), f ilte r  the  residuals and finally add the  sam ple mean to  the  

residuals. This is equivalent to  rew riting  Equation (3.30) in the  form :

dk = S + (3-^2)
i =1

w here bj rep resen ts  the  residuals about the  sam ple mean a. The f ilte r  delay is 

then rem oved using Equation (3.31) as before.

It is s tressed  th a t although the  procedure outlined above does p ro tec t the  ends of 

the  d a ta  se t from  gross d istortion, the  firs t Q and last Q sam ples of the  

sm oothed d a ta  se t a re  still a ffec ted  by energy leakage. The ends of sm oothed 

d a ta  se ts ch arac te ris tica lly  ’tend to  the  m ean’ as a resu lt.
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The two aims of optim um  filte r perform ance and m inim isation of en d -e ffec ts  are 

thus in d irec t co n flic t, since the  form er requires long filte rs  and the la tte r  

dem ands short f ilte rs . For da ta  se ts which are  very long com pared with the 

dom inant wavelengths of the  d a ta  (seism ic traces , for exam ple), this problem 

becom es alm ost triv ia l as the  f ilte r  length is generally of the  sam e order as the 

w avelengths of the  com ponents to  be filte red . H owever, in smoothing moveout 

velocity  profiles the  problem  is acu te , because the  d a ta  length is usually quite 

short com pared to  the  lengths of low-pass filte rs  required for an accep tab le  

frequency response. A suitable balance m ust be found betw een f ilte r  perform 

ance and en d -effec ts  in order th a t the  sm oothing procedure be e ffec tiv e  w ithout 

invalidating im portan t parts  of the  m oveout velocity  profiles.

3.1.5.3 A Smoothing C riterion  Applied to  Moveout Velocity Profiles

When has a sm oothing operato r applied to  m oveout velocity  profiles been 

successful? Which is the  ’optim um ’ filte r  for the  da ta  se t?  These questions can 

only be answ ered by reference  to  some crite rion  by which the  sm oothing can be 

judged.

One possible crite rion  is the m inim isation of m oveout velocity  m is-ties over all 

line in tersections. This would ind icate  th a t residual erro rs are  com parable with 

the  e ffe c ts  of line azim uth (and subsurface struc tu re ) on m oveout velocities. A 

convenient method is to  find the  sm oothing operato r for which the  root mean 

square (RMS) m oveout velocity m is-tie  on each horizon is minimised. The RMS 

m oveout velocity  m is-tie  can be defined as:

RMS m is-tie  = ^  (3.33)
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where th e re  are  L line in tersections and rep resen ts  the  m oveout velocity  mis- 

tie  a t th e  fth  in tersection .

Use of th is c rite rion  recognises th a t it is unrealistic  to  expec t a  smoothing 

operato r to  reduce m oveout velocity  m is-ties to  zero , in accordance with the  

discussion in the  introduction o t this chap ter. A ccep tance of the  ’optim ally ' 

sm oothed m oveout velocity  profiles carries  the im plicit assum ption th a t the  

m oveout velocity  com ponents a tten u a ted  by the ’optim um ’ smoothing operator 

a re  considered to  be anom alous and cannot be d irec tly  re la ted  to  real velocity  

variations in the subsurface.

M is-ties ca lcu la ted  a t  in tersections w here one or both lines are  subject to 

smoothing end -effec ts  m ust be tre a te d  with caution, and may have to be om itted  

from fu rth er analysis. Conclusions drawn from  a  su ite of m is-ties dom inated by 

end -effec ts  obviously cannot be made w ith confidence.
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3.2 APPLICATION TO REAL MOVEOUT VELOCITIES

The techniques of spatial da ta  analysis described in Section 3.1 a re  now applied 

to  the  m oveout velocity  profiles described in C hap ter Two. The raw moveout 

velocity  profiles presented in Figure 2.18 and Enclosure 2.3 a re  included here on 

a  reduced scale in Figure 3.5 for re ference .

A fte r outlining the  reasons for the  choice of velocity  analysis sampling in terval 

on the  densely sampled lines, the  dom inant spatia l com ponents of the  moveout 

velocity  profiles a re  described by way of transform s to  the  lag domain and the 

frequency domain. A utocorrelogram s, sem ivariogram s and energy sp ec tra  of the 

raw m oveout velocity  profiles are  used for this purpose.

The final p art of th is section is devoted to  sm oothing moveout velocity  profiles. 

Problem s of f ilte r  design in view of the  lim ited  length of the  m oveout velocity 

profiles are  discussed before em barking on the analysis of m is-ties obtained using 

d iffe ren t smoothing operators. Both the ’optim ally ' sm oothed m oveout velocity 

profiles and the  nature of the  ’anom alous’ m oveout velocity  com ponents are  

described.

3.2.1 Choice of Velocity Analysis Spatial Sampling Interval

The velocity  analysis spatia l sampling in terval is 250 m on the densely sampled 

lines of Survey A and Survey B. Components with w avenum bers higher than 2 

km"^ a re  the re fo re  aliased by the  sampling procedure.

The choice of this spatia l sampling in terval was based on the  analysis of a te s t 

line w ith a reduced velocity  analysis spatia l sampling in terval. Velocity analyses 

w ere made along line A -132 every 50 m and the  contribution of wavenumbers up
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to  10 km "i were then assessed. Energy spec tra  com puted from the  m oveout 

velocity  profiles along each of the five in te rp re ted  horizons showed a general 

reduction of energy with increasing wavenumber. The decrease  was rapid 

through the 0-1  km"^ band, then began to  tend asym ptotically  to  an am bient 

noise level which was a tta ined  around 2 km “ i .  The energy in wavenumbers 

g rea te r  than 2 km"^ was around 10 to  13 dB down on the  peak energy for each 

horizon on the te s t line.

The 230 m velocity  analysis spatia l sampling in terval is th e re fo re  not thought to  

have undersam pled the moveout velocity  variation  in the  area . However, the  

m oveout velocities on the coarse grid of Survey A a re  seriously aliased as the 

Nyquist spatial frequency in this case is only 0.3 km "L  Conclusions rela ting  to  

the  detailed  spatia l ch a ra c te r of moveout velocity  varia tions should th e re fo re  be 

drawn only from the densely sampled moveout velocity  profiles.

3.2.2 Transform s of Moveout Velocity Profiles

Transform s of the m oveout velocity  profiles to  both lag and frequency domains 

a re  now presented . The aim of this section is not only to  describe the most 

significant spatial com ponents in the  data , but also to  assess the re la tive  m erits  

of the au tocorre la tion  function, sem ivariance function and energy spectrum  in 

this con tex t.

3.2.2.1 A utocorrelogram s

A utocorrelogram s have been calcu la ted  from  the  m oveout velocif^ profiles for 

th e  eight densely sampled lines of Survey A using Equation (3.9). In addition, a 

'total* au tocorrelation  function has been obtained over all eight lines, where the 

to ta l au tocorre la tion  a t lag m Ax is defined as the  au tocorre la tion  a t lag m Ax 

averaged over all eight lines.
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Figure 3.6 (Enclosure 3.1) p resents autocorrelogram s of the m oveout velocity  

profiles for the Brown, Pink, Yellow, Orange and Red horizons. A utocorrelo

gram s for the Brown, Pink and Yellow moveout velocity  profiles a re  presented 

separately  in Figure 3.7 (Enclosure 3.2) on an expanded scale .

A utocorrelation has in each case been calcu la ted  up to  maximum lag, w here the 

f irs t and last sam ples co n s titu te  th e  only sam ple pair. As th e  number of sample 

pairs decreases with lag, au tocorre la tion  values a t long lags should be trea ted  

with caution. E stim ates in the  to ta l au tocorre la tion  function are  generally  more 

stab le due to the ex tra  averaging inherent in its derivation.

A study of the  au tocorrelogram s yields the  following observations:

moveout velocity  au tocorre la tion  m agnitudes generally increase from  a 

minimum on the  Brown horizon to  a maximum on the  Red horizon, 

indicating an increase of m oveout velocity  fluctuation  with tw o-way tim e; 

moveout velocity  fluctuation  is considerably higher on the Orange and Red 

horizons than on the  th ree  shallower horizons;

long w avelength fluctuation  on lines A - l l i  and A -132 is probably due to  

moveout velocity  - tim e trends caused by genuine average velocity  -  tim e 

trends over the s tru c tu re  in the  cen tre  of the seism ic grid (Section 2.4.2). 

shorter w avelength fluctuation  is clearly  resolved on line A -103, where 

high co rre la tion  is evident around lags of 3 km and 7km on all five 

horizons;

the chao tic  and low am plitude au tocorre la tions on line A -123 are  due to 

the general lack of strong periodic com ponents in the  m oveout velocity 

profiles for this line; and *

the mean square moveout velocity  variation  (i.e. a f te r  rem oval of the 

sample mean) generally increases from a minimum on the  Brown horizon to 

a maximum on the Red Horizon (note zero-lag  au tocorrelations).



- 1 1 4 -

The most pronounced fea tu re  on the to ta l au tocorrelogram  is the negative 

au tocorre la tion  lobe cen tred  on a lag of 6 km. This lag corresponds approxi

m ately to  the  width of the s tru c tu re  in the cen tre  of the seism ic grid, and is 

generated  principally by the contribution of lines A -111, A -113, A -130 and 

A -132 which cross the cen tre  of the grid. N egative au tocorre la tion  arises from  

corre la tion  of lower moveout velocities over the c re s t of th e  s tru c tu re  and 

higher moveout velocities on the flanks of the s tru c tu re  when the  lag assum es 

values of around 6 km.

Moveout velocity  au tocorre la tion  functions vary widely betw een individual 

seism ic lines. The m ost significant fea tu res  in the  autocorrelogram s have been 

accounted for above.

3.2.2.2 Sem ivariogram s

Sem ivariogram s have been calcu la ted  from the m oveout velocity  profiles for the 

eight densely sampled lines of Survey A using Equation (3.12). A 'to ta l' 

sem ivariograra has been obtained by averaging sem ivariogram s over all eight 

lines in a sim ilar fashion to the  to ta l autocorrelogram s described in Section

3.2.2.1.

Sem ivariogram s of the moveout velocity  profiles for the  Brown, Pink, Yellow, 

O range and Red horizons are presented in Figure 3.8 (Enclosure 3.3), while 

Figure 3.9 (Enclosure 3.4) repea ts  the sem ivariogram s for the Brown, Pink and 

Yellow horizons on an expanded scale. Figures 3.6 and 3.8 (Enclosures 3.1 and

3.3) are p lo tted  a t the  sam e scale, as are  Figures 3.7 and 3.9 (Enclosures 3.2 and

3.4), in order to  fa c ilita te  the com parison of autocorrelogram s and sem ivario

gram s calcu la ted  from the  same data .
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Sem ivariance values a t long lags should again be viewed ten ta tiv e ly  due to  the 

lim ited number of sam ple pairs used in the ir ca lcu la tion . E stim ates in the  to ta l 

sem ivariance function are  again likely to be more stab le .

Although the  polarity  is inverted , the  sem ivariogram s show essentially  th e  same 

inform ation as the au tocorrelogram s, as pred ic ted  in Section 3.1.3.3. In this 

case, the  sem ivariogram s are  ra th e r easier to  in te rp re t as on each line the 

individual sem ivariogram s are b e tte r  separated  than the  corresponding au to

correlogram s.

O bservation of the sem ivariogram s necessarily  reveals sim ilar fea tu res  to  those 

ind icated  by the  autocorrelogram s:

moveout velocity  sem ivariance generally increases from  a minimum on the 

Brown horizon to  a maximum on th e  Red horizon, again inferring an 

increase of m oveout velocity  fluctuation  with tw o-w ay tim e; 

significantly  increased m oveout velocity  fluctuation  on the  O range and Red 

horizons is again indicated by the  sem ivariogram s;

m oveout velocity  - tim e trends over the s tru c tu re  in the cen tre  of the 

seism ic grid a re  indicated on the  sem ivariogram s for lines A-111 and 

A -132 and on the to ta l sem ivariogram  by a general increase of sem i

variance up to  around 6 km lag followed by a decrease out to  maximum lag; 

short w avelength m oveout velocity  fluctuation  on line A -103 is indicated 

by low sem ivariance a t lags of 3 km and 7 km; and

low and chao tic  sem ivariance on line A -123 is again caused by the  near

random natu re  of the  m oveout velocity  profiles on th is line.

These conclusions m irror those drawn from  the corresponding autffcorrelogram s 

in Section 3.2.2.1.
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3.2.2.3 Energy S pectra

Smoothed energy sp ec tra  w ere obtained from  the m oveout velocity  profiles 

following the  procedure outlined in Section 3.1.4.5. In order to  m aintain 

consistency over all eight lines, each moveout velocity  profile was zero-padded 

up to the sam e length before the FFT. As the  longest m oveout velocity  profile 

contained 81 sam ples, each da ta  se t was zero-padded up to  128 sam ples, the  next 

highest power of two. The derived energy sp ec tra  then included 65 frequencies 

out to the  Nyquist spatia l frequency of 2 km ~L Finally the energy sp ec tra  were 

sm oothed by an ad jacen t sum over groups of four consecutive frequencies to 

leave 16 spatia l frequencies in each spectrum  (the la st unsmoothed spectra l 

es tim a te  a t  th e  Nyquist has been om itted  from  the  plots). The choice of 

sm oothing was determ ined by balancing the s tab ility  and resolution requirem ents 

of the  derived sp ec tra  (Section 3.1.4.4). It is noted here th a t the  e f fe c t of zero- 

padding has been to  reduce the independence of ad jacen t spec tra l estim ates 

(Section 3.1.4.1), and the re fo re  to reduce the  e ffec tiveness of spectra l 

smoothing.

Figure 3.10 (Enclosure 3.5) presents smoothed energy sp ectra  calcu la ted  from 

the  m oveout velocity  profiles for the eight densely sam pled lines of Survey A. 

The sp ec tra  a re  displayed on a logarithm ic scale . The figure also presents 'to ta l' 

energy sp ec tra  which have been obtained for each horizon over all e igh t lines 

using a Fourier Transform  of the  to ta l au tocorre la tion  functions described in 

Section 3.2.2.1. No ad jacen t sum smoothing has been perform ed on these  to ta l 

energy sp ec tra  as the  raw spectra l es tim ates  a re  s tab le  enough for the ir use here 

(due to  th e  averaging inherent in th e  derivation of the  to ta l aCTtocorrelation 

functions). The to ta l energy spec tra  a re  displayed on both logarithm ic and linear 

scales.
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Energy sp ec tra  vary considerably from  line to  line, as indeed do the au tocorre lo 

gram s and sem ivariogram s. On each line the  energy generally  increases from  a 

minimum on the  Brown horizon to  a maximum on the Red horizon. As for the 

au tocorrelogram s and sem ivariogram s, significantly  higher moveout velocity 

fluctuation  is evident on the Orange and Red horizons. In each individual 

spectrum  th e  energy tends to  decrease from  a maximum a t low frequencies to  a 

minimum which is 10-20 dB down on th e  maximum by the  Nyquist spatial 

frequency.

These observations are  also evident in the  to ta l energy spectra , where the form 

of the  sp ec tra  on each horizon are  rem arkably sim ilar. Two principal peaks are  

observed on the  to ta l energy spectra . The firs t, around 0.08 km “  ̂ (wavelength 

12 km), is again thought to  be re la ted  to  the m oveout velocity  -  tim e trends over 

the s tru c tu re  in the cen tre  of the seism ic grid. The second peak occurs a t 0.3 

km "^; the  w avelength of this com ponent (3333 m) corresponds very closely to  the 

Survey A spread length of 3250 m.

Although a ra th e r weak com ponent of the  to ta l energy spectra , the second peak 

a t 0.3 km"^ is an im portan t observation. Its im plications are  discussed fu rther in 

the following section.

3.2.2.4 Discussion

This section  discusses the re la tiv e  m erits  of transform s to  the  lag and frequency 

domains, and sum m arises the resu lts of each which are  apparen t from this study 

of m oveout velocity  profiles. •

No advantage has accrued through th e  use of both au tocorre la tion  and sem i

variance functions, o ther than by proving this very point. Similar observations
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are possible from  both transform s, and the choice of e ither is best le f t  to  the 

individual. The geophysicist will normally choose to  use the  au tocorre la tion  

function out of fam iliarity , w hereas the  geo sta tis tic ian  will p refer the sem i

variance function due to  its  fu rther po ten tia l in sm oothing by kriging (Clark, 

1979). However, it is stressed th a t the use of sem ivariogram s in kriging is 

c ritica lly  dependent on a m odel-fitting  procedure whereby th e  param eters, of a 

model sem ivariogram  are  estim ated  from  the  m easured sem ivariance. Since the 

sem ivariogram s presented here bear no resem blance to  th e  form  of model 

sem ivariogram s required for kriging purposes, the adventure into g eo sta tis tics  

originally envisaged for th is pro ject was halted  p rem aturely . Although many 

g eo sta tis tic ian s  would argue th a t th is problem  can be largely am elio ra ted  by the 

rem oval of longer period trends from  the  da ta  (using polynomials or low-pass 

filtering) before calcu lating  sem ivariogram s, such an approach is bound to  

precondition th e  da ta  and is u ltim ate ly  liable to  d is to rt the  im portan t longer 

w avelength com ponents.

The sm oothing problem facing the geophysicist is inherently  very d iffe ren t to  

th a t confronting a g eosta tis tic ian . Whereas the  assays made in mining geology 

are  o ften  of a near-random  natu re , m ost m easurem ents in geophysics are  of a 

d e te rm in istic  natu re and can be smoothed in a manner which is designed to 

e lim inate  specific anomalous com ponents. The geophysicist should not normally 

need to  re so rt to  kriging, even when studying m oveout velocities!

Energy sp ec tra  offer the best way of studying the  spatia l com ponents within 

moveout velocity  profiles, not least because the  concept of spatial frequency, or 

w avenum ber, is both easy to com prehend and physically m eaningful. The 'to ta l' 

energy sp ec tra  have been the m ost successful in defining th e  two major spatial 

com ponents in the moveout velocity profiles. Indeed, the 0.3 km"^ com ponent is 

barely d iscernible on the  autocorrelogram s and sem ivariogram s w ithout hindsight 

(except for line A -103 w here the longer period s tru c tu ra l trend  is absent).
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The 0.08 km-1 and 0.3 k m -i spatia l com ponents appear to be the most 

sign ificant in the  m oveout velocity  profiles considered here. However, the  

s ta tis tic a l analysis presented  in this section o ffers no insight as to  the sources of 

these com ponents. The longer period com ponent, as s ta ted  previously, is 

probably re la ted  to  the  low moveout velocities over th e  c re s t of th e  s tru c tu re  in 

the cen tre  of the seism ic grid and the  higher m oveout velocities in the  

surrounding s truc tu ra lly  low area . In the  sampling windows of the  moveout 

velocity  profiles, these low and high m oveout velocities genera te  an apparent 

fluctuation  with a w avelength of approxim ately 12 km. Although this is a 

predom inantly 'rea l' m oveout velocity  com ponent caused by genuine average 

velocity  - tim e trends over the s tru c tu re  (Section 2.4.2), it is likely th a t the  

m oveout velocity  variation  is exaggerated  by the  com bined e ffe c ts  of re flec to r 

dip and cu rvatu re  (Sections 1.4.2.3 and 1.4.2.5).

In co n tra s t, the  0.3 km"^ com ponent is likely to  be an 'anom alous' fluctuation  

induced by rapid varia tion  of re flec to r s tru c tu re  and/or velocity  heterogeneity  

within layers giving rise to  strongly non-hyperbolic re flec tion  tra jec to rie s  across 

the CMP gather. W ithout fu rther analysis, how ever, this s ta tem en t rem ains 

purely con jectu ral, as th e re  is no observational evidence as yet to deny the 

valid ity  of any spatia l com ponents in the  m oveout velocity  profiles. Some 

evidence to  this e f fe c t is presented in the  following section.

3.2.3 Smoothing Moveout Velocity Profiles

This section draws on th e  background of Section 3.1.5 in order to  smooth the raw 

m oveout velocity  profiles of C hapter Two and hence determ ine ffle anomalous 

spatia l com ponents of moveout velocity over the  area .
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The problem s and com prom ises involved in filte r  design are  discussed before an 

analysis of moveout velocity  m is-ties obtained from  d iffe ren t smoothing 

operato rs is presented.

3.2.3.1 F ilte r Design

As s ta ted  in Section 3.1.5.2, the  two aims of optim um  filte r  perform ance and 

m inim isation of sm oothing end -effec ts  are  in d irec t con flic t, as the  form er 

requires long f ilte rs  and the la tte r  dem ands short f ilte rs . In the  following 

discussion it is im portan t to  recall th a t th e  length of th e  raw m oveout velocity  

profiles varies from  13 km (the southw est - no rtheast lines) to  20 km (the 

northw est - sou theast lines) and th a t the  principal periodic com ponents in the  

m oveout velocity  profiles have w avelengths of around 3 km and 12 km.

The f irs t choice to be made when smoothing the m oveout velocity  profiles is the 

type of f ilte r to  be used. Ideally, a low-pass f ilte r  should be used since the 

desired spatial frequency response can be very closely approxim ated. However, 

control over the ac tu a l spatial frequency response is lim ited by the  length of the  

filte r , which in turn is lim ited by the  ex ten t of the  end -effec ts  adm issible in the  

smoothed m oveout velocity  profiles.

To put this problem in con tex t, a study has been made of the spatia l frequency 

responses of a su ite  of low-pass filte rs  w ith a common ideal response. This ideal 

response is to  pass all spatia l frequencies up to  0.3 km"^ and a tte n u a te  all those 

above. Such a frequency response would be required to  elim inate  m oveout 

velocity  com ponents with w avelengths of less than one spread length (3250 m). 

This ideal response is impossible for the  reasons discussed in Section 3.1.5.1, and 

the  perform ance of the  f ilte r  is controlled  by the definition of both the cu t-o ff 

slope and the filte r  length.
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Low-pass f ilte rs  with desired cu t-o ff slopes of 0.29-0.31 km “ ^, 0.28-0.32 km “ l, 

0 .25-0.35 km “ l and 0.20-0.40 km "i have been calcu la ted  for th ree  d iffe ren t 

f ilte r  lengths by the program  described in Section 3.1.5.1. Each cu t-o ff slope is 

cen tred  on 0.30 km "L  The desired response is unity in th e  pass band, zero in the 

stop band and transitional on the slope. Spatial frequency responses for each of 

the  four desired cu t-o ff slopes are  presented in Figures 3.11, 3.12, and 3.13 for 

f ilte rs  of length  3 km, 6 km and 12 km, respectively . Maximum deviations of the 

ac tua l response from the  desired response are  listed  for each f ilte r  in Table 3.1.

In each case  the  f ilte r  sampling in terval of 250 m corresponds to  th a t of the

m oveout velocity  profiles and the spatia l frequency responses are  ca lcu la ted  up 

to  the Nyquist spatial frequency of 2 km "L  O bservation of these responses 

yields th e  following conclusions;

for each f ilte r , the maximum deviation of the  ac tua l response from  the

desired response is the  sam e in both pass and stop bands;

when the  f ilte r  length is held constan t, the maximum deviation increases as

th e  cu t-o ff  slope is reduced from  0.29-0.31 km"^ through to 0.20-0.40

km-1;

when the  cu t-o ff slope is held constan t, the maximum deviation decreases 

as th e  f il te r  length increases from 3 km through to  12 km.

Sim ilar studies with d iffe ren t cen tre  frequencies on the cu t-o ff slope have 

ind icated  th a t the  conclusions above are  valid for low-pass filte rs  with cu t-o ff 

slopes cen tred  in the  range 0.1 to  1.0 k m " l.

The f ilte r  w ith the best perform ance is obviously the  0.20-0.40 km"^ f ilte r  of 

length 12 km which com bines the  most gradual cu t-o ff  slope w ith the g rea tes t 

f ilte r  length . The 0.25-0.35 km “  ̂ f ilte r  of the sam e length and ^ h e  0.20-0.40 

km"^ f il te r  of length 6 km also provide a good approxim ation to  the  desired 

response. However, the rem aining filte rs  all have maximum deviations of over 

ten  percen t in both pass and stop bands. While this may not be serious in the
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stop band (as the energy in the m oveout velocity  profiles tends to  decrease with 

spatia l frequency), it is ra th e r disturbing to  see such large deviations in the pass 

band which have the e ffe c t of selectively  am plifying and a tten u a tin g  d ifferen t 

spatial frequencies within the pass band.

The sm oothing en d -effec ts  of these zero-phase filte rs  extend for half of the 

f ilte r  length  a t  each end of the sm oothed and sh ifted  d a ta  se t (Section 3.1.5.2). 

For the  eigh t densely sampled lines of Survey A, the  3 km, 6 km and 12 km low- 

pass f ilte rs  have end -effec ts  accounting for 18%, 36% and 72%, respectively , of 

the to ta l d a ta  length of 134 km. An increasing number of line in tersections are  

th e re fo re  subjected  to  uncerta in ty  in m is-tie  analysis as the f ilte r  length is 

increased . The use of 12 km filte rs  was re jec ted  on this basis alone. Similar 

reservations w ere held about the 6 km filte rs  as over one third of the  da ta  length 

is sub ject to  sm oothing en d -effec ts , while none of the 3 km filte rs  were 

considered to  be of use due to  considerable d ifferen tia l am plification and 

a tten u a tio n  in the  pass bands.

In view of the  problem s associated  with the use of low-pass filte rs , only boxcar 

moving average f ilte rs  have been used fu rther in this p ro ject. The main 

advantage of boxcar moving average filte rs  is the ir basic sim plicity , as the 

length is the  only param eter to be specified. M oreover, their main disadvantage 

of an obscure spatia l frequency response becom es ra th e r less significant when 

com pared with the poor spatial frequency response which can be achieved with 

the  short low-pass filte rs  discussed above. The spatia l frequency response of a 

boxcar moving average is a sine function with notches a t  in teger m ultiples of the 

boxcar length , and hence this type of f ilte r  can be used e f fe c t iv e l^ to  a tten u a te  

se lec ted  spatia l frequencies around the notches, particu larly  the  firs t notch 

(Section 3.1.5.1).
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3.2.3.2 Analysis of M is-Ties

M is-ties calcu la ted  a t line in tersections from smoothed moveout velocity 

profiles are  now used to investigate  the  anomalous moveout velocity 

com ponents. The assum ption th a t the  e f fe c t of smoothing using boxcar moving 

average filte rs  is dom inated by th e  a tten u a tio n  of spatia l frequency com ponents 

around the firs t notch will be inherent in the following discussion.

Moveout velocity  profiles along the  eigh t densely sam pled lines of Survey A have 

been smoothed using boxcar moving average filte rs  with lengths of up to 6 km. 

For each smoothing operato r the  RMS moveout velocity  m is-tie  has been 

calcu la ted  separately  for each of the five horizons using Equation (3.33). In 

addition, m is-ties have been calcu la ted  for the line m ean values, w here the 

fluctuation  is rem oved com pletely from  each m oveout velocity  profile. This 

rep resen ts the  logical lim it of sm oothing each profile. The resu lts a re  presented 

in Table 3.2 and Figure 3.14.

On each horizon, the RMS moveout velocity  m is-tie  decreases from  a maximum 

for the  unsmoothed da ta  (plotted a t  boxcar length zero) and reaches a minimum 

when the boxcar length is around the  spread length (3250 m). A t this point the 

RMS moveout velocity  m is-tie for the  Brown, Pink and Yellow horizons appears 

to  reach a lim iting value which is sim ilar to th a t ca lcu la ted  from the  line means. 

In co n trast, the  O range and Red RMS m oveout velocity  m is-ties reach a 

minimum around the spread length boxcar which is significantly  less than th a t 

obtained from the  line means. Smoothing the  m oveout velocity  profiles with a 

moving average over a spread length appears to  achieve the  best reduction in the 

RMS moveout velocity  m is-tie  w ith the  minimum of smoothing.
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The above results were obtained from  the m is-ties a t all 16 line in tersections. 

However, m is-ties calcu la ted  a t line in tersections w here one or both lines have 

smoothing en d -effec ts  should be tre a te d  with caution (Section 3.1.5.3). M is-ties 

have been reca lcu la ted  for these eight lines and all in tersections with end- 

e ffe c ts  have been om itted  from  subsequent analysis. The resu lts  are  presented  

in Table 3.3 and Figure 3.15. The sim ilarity  of Figures 3.14 and 3.15 indicates 

th a t the conclusions drawn from  the  study of all 16 line in tersections are  not 

invalidated by smoothing en d -effec ts , and th a t th e  one spread length boxcar 

moving average filte r  still o ffers a reasonable means of sm oothing these 

m oveout velocity profiles.

The harsh a ttenuation  of the one spread length boxcar moving average f ilte r  

around 0.3 km"^ appears to  have been e ffec tiv e  in reducing the RMS m oveout 

velocity  m is-tie  to  near the minimum for each of the five horizons. This 

observation can be used to  infer th a t the  moveout velocity  com ponents 

recognised in the energy spec tra  presented in Section 3.2.3.3 around this spatia l 

frequency are  'anomalous' in the sense th a t they are  induced by the  spread 

geom etry  and are  not d irec tly  rep resen ta tive  of real velocity  variations in the 

subsurface.

Moveout velocity profiles f ilte red  by the  one spread length boxcar moving 

average f ilte r  a re  displayed in Figure 3.16 (Enclosure 3.6). The decrease of 

m oveout velocities over the c re s t of the s tru c tu re  in the  cen tre  of the seism ic 

grid is particu larly  well illu stra ted  by the smoothed profiles.

It is also of in te res t to show the e ffe c t of spatial smoothing in 3fh a lte rn a tiv e  

'm athem atica l space'. Figure 3.17 shows sca tte rg ram s of m oveout velocity  - 

tim e pairs obtained from the eight raw moveout velocity  profiles and 

corresponding CMP stacked section tim es. The graph in the  top le ft corner is a
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plot of all m oveout velocity  - tim e  pairs on the sam e axes, while the  da ta  for 

each of the  five horizons is p lo tted  individually in the  rem aining graphs. The 

'quan tisa tion ' of m oveout velocities a t d iffe ren t d iscre te  levels on the  graphs is 

due to  th e  cellu lar na tu re  of the  velocity  analysis displays. Each level represen ts 

half of one cell width on the VLAN display (a full ce ll corresponds to  25 m/s). 

The high degree of s c a tte r  for each horizon prevents any rea lis tic  moveout 

velocity  -  tim e trends from being established confidently .

F igure 3.18 shows the  corresponding sca tte rg ram s a f te r  the  m oveout velocity  

profiles have been smoothed by th e  one spread length boxcar moving average 

f ilte r . While the  sm oothed moveout velocities on the  Brown, Pink and Yellow 

horizons still appear to  be largely independent of tim e, both Orange and Red 

horizons now show a significant increase of m oveout velocity  w ith tim e. These 

trends are  probably caused by the  genuine average velocity  -  tim e trends 

g enera ted  as a  resu lt of velocity  grad ients and thickening of the  carbonate  

(Yellow - Orange) in terval (Section 2.4.2).

The spa tia l consistency of moveout velocities over the  study a rea  is enhanced 

considerably by smoothing the m oveout velocity  profiles. A one spread length 

boxcar moving average f ilte r  is a simple and convenient smoothing operato r, 

a lb e it w ith poor overall spatial frequency response, which offers a significant 

reduction  in RMS m oveout velocity  m is-ties w ithout generating excessive 

sm oothing en d -effec ts .
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3.3 SUMMARY

A s ta tis tic a l fram ework has been established for the purposes of estim ating  both 

the  contribu tion  and significance of d iffe ren t spatia l frequency com ponents 

w ithin m oveout velocity profiles.

The sem ivariance function can be estim ated  from th e  au tocorre la tion  function. 

Both show essentially  th e  sam e inform ation in opposite po larities.

The form  of the sem ivariogram s obtained from  m oveout velocity  profiles bear 

l i tt le  resem blance to the  ideal sem ivariogram s envisaged in g eo s ta tis tica l 

lite ra tu re . On the basis of this study, g eo s ta tis tica l philosophy would appear to 

be generally  inappropriate for periodic da ta  and sm oothing by kriging has 

th e re fo re  not been a ttem p ted .

Of th e  m oveout velocity  transform s studied, the energy spectrum  appears to  be 

the m ost in form ative. S ignificant m oveout velocity  com ponents with wave

lengths of around 3 km and 12 km have been identified  on all five seism ic 

horizons.

The m oveout velocity  profiles available for th is study are short d a ta  sets 

com pared with the dom inant w avelengths of moveout velocity  fluctuation .

M is-ties obtained from  sm oothed m oveout velocity  profiles a t line in tersections 

can be used to infer the re la tiv e  significance of th e  various spatia l moveout 

velocity  com ponents. •

Simple boxcar moving average filte rs  have been used to smooth moveout velocity 

profiles as the lengths of low-pass filte rs  required for an accep tab le  spatial
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frequency response cause excessive smoothing en d -effec ts . Although the  spatial 

frequency responses of boxcar moving average f ilte rs  are  generally  poor, these 

operato rs  have the advantage of subjecting less of the sm oothed da ta  to  end- 

e ffe c ts  and th e  firs t notch can be easily, adjusted to  provide harsh a ttenuation  of 

se lec ted  spatia l frequency com ponents.

F iltering  the m oveout velocity profiles with a one spread length boxcar moving 

average f il te r  o ffers a considerable reduction in th e  RMS m oveout velocity  mis- 

tie  w ithout generating  excessive smoothing en d -effec ts .

While th e  12 km w avelength moveout velocity  com ponent is thought to  be 

re la ted  to  rea l average velocity  - tim e trends over the s tru c tu re  in the cen tre  of 

th e  seism ic grid , the  3 km w avelength com ponent is probably 'anomalous' in the 

sense th a t it  does not d irec tly  represen t real velocity  variations in the 

subsurface.
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4. INVERSION OF VELOCITY DATA TO OBTAIN LOCAL THREE- 

DIMENSIONAL LIMITED GROUND MODELS

Each continuous seism ic reflec tion  on a CMP stacked seism ic section can 

generally  be ch arac terised  a t a ground point by the  following four 'surface 

m easurem ents':

tg: the two-way zero -o ffse t tim e;

Vmo« the m oveout velocity , picked from  a velocity  analysis of the

CMP gather cen tred  a t  the ground point;

Sjj: the  tim e slope of the  re flec tion  on the  section, re fe rred  to

here as the  inline tim e slope; and 

Sy: the tim e slope of the  reflec tion  m easured in the direction

perpendicular to  th a t of the  section (from the  stacked  section 

of an in tersecting  line), re fe rred  to  here as th e  crossline tim e 

slope.

If th e  m oveout velocity  is assumed to  be equal to  the  th eo re tica l norm al 

m oveout velocity  (i.e. the  lim iting value of m oveout velocity  as the spread 

length tends to  zero), these four param eters  can be used to recover a th ree- 

dim ensional lim ited  ground model in accordance with Hubral (1976a, 1976b). 

This ground model is lim ited  to  layers of constan t velocity  separated  by plane 

re fle c to rs  of a rb itra ry  dip and strike . Each of these re flec to rs  can be 

ch arac te rised  by a fu rth er four param eters:

V: the  in terval velocity  of the layer im m ediately above it;

D: the  vertica l depth of the re flec to r below the ground point;

the maximum dip of the plane re flec to r; and 

S  : the azim uth of maximum dip of the plane re flec to r.
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The recovery of such lim ited ground rhodels from  su rface m easurem ents is 

re fe rred  to  here as 'inversion'. The objective of th is chap ter is to  p resen t an 

algorithm  for the  inversion of three-dim ensional lim ited  ground models, and to  

discuss its  p rac tica l application to  real seism ic da ta .

The method em ployed in th is p ro jec t to  solve the  inverse problem  uses seism ic 

ray theory , which is an approxim ation to  full seism ic wave theory . Ray theory is 

derived from  the principles of geom etrical op tics, a se t of solutions to  the 

e lastic  wave equation for very high frequency signals. A pplication of ray theory 

to  the  da ta  obtained from  seism ic reflec tion  surveys is th e re fo re  valid if the 

dom inant w avelengths of the  propagating seism ic pulse a re  much sm aller than 

the  radii of cu rvatu re  of re flec ting  horizons, and if spatia l changes of density 

and the  Lam e p aram eters  a re  sm all over the  pulse length. In th e  co n tex t of ray 

theory , seism ic trav e l tim es are  dependent en tire ly  on the velocities of the rocks 

through which seism ic energy passes in travelling  from  shot to  geophone. 

Conversely, the  tim e-d istance re la tions over various recording geom etries can be 

used to  e s tim a te  seism ic velocities, subject to  the  validity of some assum ptions 

which lim it the  com plexity of the  local velocity  d istribution.

Seismic theory  abounds with methods of processing and in te rp re ta tio n  which 

e ith er explicitly  or (more often) im plicitly , assum e a very simple subsurface 

velocity  model. One common assum ption is th a t th e  subsurface locally consists 

of a series of homogeneous layers of d iffe ren t velocities separated  by horizontal 

reflec ting  in te rfaces . Perhaps the best known inversion m ethod incorporating 

th is 'horizontal layering assum ption' is th a t of Dix (1955). In the  case of 

horizontal velocity  layering, Dix showed th a t the  m oveout «welocity was 

approxim ately equal to the root mean square of the  v ertica l velocity-depth  

function. The velocity  of any layer could th e re fo re  be expressed in te rm s of the
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tw o-w ay tim es and m oveout velocities a t the base and the  top of th e  layer 

(Section 1.1.7).

The inversion technique used in th is p ro ject is conceptually  an extension of the 

Dix Equation to  th ree  dim ensions. The norm al moveout velocity  of a  horizon can 

be obtained from  the  cu rv a tu re  of a hypothetical w avefront which has 

propagated along the ze ro -o ffse t ray from the  norm al incidence point to  the 

su rface . The cu rvatu re  of th is w avefront is in tu rn  determ ined  solely by the 

properties of the  ze ro -o ffse t raypath . Inversion is achieved by reversing the 

propagation of the w avefront back from  the su rface tow ards the norm al 

incidence point, which allows the  in terval velocity  to  be derived in the  ta rg e t 

layer above th e  norm al incidence point. The concept of w avefront cu rvatu re  was 

introduced by Shah (1973b) for a tw o-dim ensional lim ited ground model, while 

Hubral (1976a, 1976b) and H ubral and Krey (1980) docum ent th e  extension to 

th ree  dim ensions. The m ethods of both Dix and Shah can be shown to be special 

cases of the  Hubral solution w here the  ground model is reduced to  one and two 

dim ensions, respectively .

An algorithm  for the calcu la tion  of raypaths through a ground model lim ited  to 

layers of co n stan t velocity  separated  by plane re flec to rs  of arb itra ry  dip and 

strike  is p resented  in Section 4.1.

The cu rv a tu re  of th e  hypothetical w avefront is ca lcu la ted  using various laws 

governing th e  response of th e  w avefront to  re frac tio n  and re flec tion  of the  zero- 

o ffse t ray a t  a boundary and transm ission through a layer. The laws of 

w avefront cu rva tu re  in the  3D lim ited ground model a re  review ed iff Section 4.2.

The calcu la tion  of normal moveout velocities, two-way zero -o ffse t tim es and 

tim e slopes for a specified  ground model is re ferred  to  here as 'forw ard
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modelling'. Section 4.3 presents a forw ard modelling algorithm  for the 

sim ulation of these surface m easurem ents above the  3D lim ited ground model.

An inversion algorithm  to recover the 3D lim ited ground model from  normal 

m oveout velocities, two-way ze ro -o ffse t tim es and tim e slopes is then presented  

in Section 4.4.

These four th eo re tica l sections are  then se t in con tex t by Section 4.5, which 

discusses the p rac tica l application of the local inversion technique to  real 

seism ic data . Specific a tten tio n  is given to  the many sources of e rro r inherent in 

the inversion, toge ther with some options for increasing the  accuracy  of 

inversion.

FORTRAN subroutines im plem enting the  ray tracing , forw ard modelling and 

inversion algorithm s are  included as appendices.
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4.1 RAYTRACING IN A THREE-DIMENSIONAL LIMITED GROUND MODEL

In o rder to  im plem ent Hubral’s forw ard modelling and inversion procedures, it  is 

firs t necessary to  develop an algorithm  for trac ing  a ze ro -o ffse t ray (or 

equivalently , norm al incidence ray) in a  3D ground model consisting of uniform 

velocity  layers separated  by plane in te rfaces . The fam iliar tools of vecto r 

a lgebra and Snell's Law are  su ffic ien t for this purpose.

The f irs t requirem ent for the 3D ray tracing  algorithm  is th a t the  plane 

in te rfaces  be specified in m athem atical notation . This is covered in th e  firs t 

p a rt of th is section. The second p art defines th e  na tu re  of the  3D ray tracing  

problem  while the  solution is provided in th e  th ird . This solution perta ins to  any 

raypath  in the  lim ited  ground model; it  is not re s tr ic te d  to  the  norm al incidence 

ray.

A FORTRAN im plem entation of the  algorithm  (Subroutine RAYTR3D) is 

included in Appendix 4A.

4.1.1. D efinition of the  Lim ited Ground Model

A 3D ground model consisting of uniform velocity  layers separated  by plane 

re flec tin g  in te rfaces  of a rb itra ry  dip and strike  can be described by the  in terval 

velocity  in each layer, toge ther with the  v ertica l depth, maximum dip and 

azim uth  of maximum dip for each in te rface . Im plem entation of a ray tracing  

algorithm  is fac ilita ted  by defining each in te rface  as an equation of th e  form 

0(x,y,z) = 0. It is f irs t necessary to  define the coord inate sy stem .*
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The coord ina te  system  is right-handed with +z pointing vertica lly  upwards. The 

x-axis lies along the  seism ic line (and hence along th e  CMP gather) with +x 

pointing in the  d irec tio n  of increasing shot point num bers. Increasing depth 

im plies positive dip and increasing tim e im plies positive tim e  slope. The surface 

is defined by the  horizontal plane z=0. In addition to  th is 'global' coordinate 

system , a  'local' coord ina te  system  which trave ls  along th e  raypath  is used in 

order to  c a lcu la te  ro ta tion  angles a t  layer in te rfaces . This concept is introduced 

in Section 4.1.3.

Each plane re flec tin g  in te rface  can now be expressed in the  form :

(4.1)

w here (n^ n2 03) is the  transpose of the  in te rface  norm al vecto r n and p  is the 

d istance m easured perpendicularly  (i.e. along the  in te rface  normal) from  the 

in te rface  to  the  origin (0,0,0). Specifically, for each in terface :

^sin ^ cos#
n z = ( s i n j  Sin 6 ) (4.2)

co s^

(n inon^U  y | + P = 0

and

p = D cos ^ (4.3)

with ^ , 8  and D defined as in Section 4. In te rface  norm al vecto rs point 

upwards.
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4.1.2 The 3D R aytracing  Problem

Tracing a ray  through a system  of plane reflec ting  in te rfaces  of a rb itra ry  dip and 

strike  can be broken down to  a simple m athem atical problem by considering the 

ray segm ent in each layer in turn .

Consider a ray sta rting  a t a point O (Figure 4.1). The point O has coordinates 

(xq, Yot 2 q) and represen ts e ith e r a source or a point on a previous re fle c to r. The 

ray d irection  is specified by the unit vecto r rj. The next plane reflecting  

in te rface  is defined by its  unit norm al vecto r n and perpendicular d istance p  to 

the origin (Section 4.1.1).

In the  co n tex t of this work, the  requirem ent is to  obtain  the  following:

P : the  point with coordinates (xp, yp, Zp) where the ray is

incident on the  next in terface ; 

s : the length of the  ray segm ent (the d istance from  O to  P);

a  : the angle of incidence a t  P;

jS : the  angle of re frac tio n  a t  P;

6 : the  3D ro ta tion  angle (Hubral, 1976a) a t  P; and

: the  unit norm al vecto r of the re frac ted  ray in the  next layer.

The problem is then re s ta ted  as P and r^  becom e O and ^  for the  next layer.

The solution to  this problem (Section 4.1.3) allows any ray to  be traced  through 

the  specified ground model. Only the in itia l s ta rtin g  point and direction  of the 

raypath  need be defined.
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4.1.3 A 3D R aytracing Algorithm

Solutions to  the general 3D ray tracing  problem including curved reflec to rs  

separating  layers of uniform velocity  can be found in Shah (1973a) and Hubral 

and Krey (1980, p.44). The solution to  th e  3D plane re fle c to r ray tracing  problem 

presen ted  here is a sim plification of th e  above works for the  case of zero 

cu rvatu re .

In addition to  th e  'global' coord inate system  (x,y,z), it  is useful also to  consider a 

'local' coord inate  system  (x,y,z) defined a t  O (Figure 4.1) as follows:

the  local z-axis z points along the d irection  of the  ray (and is the re fo re  

equivalen t to  the  ray d irection unit vecto r rĵ );

the  local x-axis x lies in the plane of incidence a t P on the next 

in te rface ; and

the local y-axis ÿ is se lec ted  in order to ensure th a t the  local coord inate 

system  is right-handed.

Unit vecto rs along the x-, y- and z-axes a t O are  denoted by e ^ , Cy and e ^ , 

respectively .

The local x- and y-axes need only be defined in the  f irs t layer used in the 

ray trac ing , as both are  updated by ro ta tion  a t subsequent in te rfaces . In the firs t 

layer, since both e|^and e^ lie  in the  plane of incidence a t P:

e y = £z  x n (4.4)

where x denotes the vecto r cross product. The unit vecto r along the  x-axis is 

then defined by:

The solution to  the ray tracing  problem now proceeds as follows:
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(a) Angle of Incidence a t P

The angle of incidence a  a t  P is simply:
I

cos a  = e ? #  n 

w here # denotes the  vector dot product.

cos a  = £2  •  n (4.6)

(b) Length of the  Ray Segm ent From O to  P

The length s of th e  ray segm ent from  O to  P is available from Equation

(4) of Shah, (1973a) as:

s = -  (n # + p  ) /  cos a  (4.7)

w here O is the  position vecto r of the  point O and ' denotes the  m atrix

transpose. The perpendicular d istance p  has been defined in Equation

(4.3).

(c) C oordinates of Point P

The position vector P of point P is obtained from:

P' = O' + e l s  (4.8)

(d) Angle of R efrac tion  a t P

The angle of re frac tion  (3 a t P i s  given by Snell's Law as:

sin a  /V^ = sin /3 /V^ (4.9)

I Tw here V and V are  the  layer velocities on the incident and tran sm itted  

sides of the in te rface , respectively .

(e) Angle of R otation  a t  P

The angle of ro ta tion  ô  a t P i s  defined by Hubral and Krey (1980, p.51).

If th e  in te rface  norm al n a t  P is expressed in the  local (x,y,z) system , the

ro ta tion  angle can be obtained from : **

lamS = (t.lO )
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(f) R efrac ted  Raypath
T

The unit vecto r along the  re frac ted  raypath  is obtained from  Equation 

(9c) of Shah (1973a) as:

§2 = -̂ 1 s i  — cos(% — c o s j3 ^  n (4.11)

(g) Local C oordinate System A fter R efraction
T

The re frac ted  z-axis is defined by the  unit vector e ^ . The re frac ted  x- 

axis can be obtained by ro ta ting  the  incident x-axis e^ using Equations 

(4.7) and (4.28) of Hubral and Krey (1980):

= cos(7 (c o sô  ejj + s in ô  e'y ) + sinCT e!̂  (4.12)

w here a  is th e  angle a  -  jS.

The solution to  the  3D plane re flec to r ray tracing  problem is com plete; the 

required param eters  a re  available from the equations above. The re frac ted  ray 

now becom es the  incident ray on the next in te rface  and the  ray is traced  through 

the  ground model until p aram eters  have been obtained for each layer.
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4.2 WAVEFRONT CURVATURE

The concept of w avefront cu rvatu re  allows the norm al m oveout velocity  of a 

re flec to r to  be re la ted  to  param eters  obtained by trac ing  a ze ro -o ffse t ray to 

th a t re flec to r. This re la tion  can be used e ith e r in the  'forw ard modelling' or 

'inverse' sense. The purpose of th is section is to  in troduce the  form ulae which 

can be used to ca lcu la te  the  cu rva tu re  of a hypothetica l w avefront associated 

with the  ze ro -o ffse t ray.

Hubral (1976b) and Hubral and Krey (1980) present laws governing the response 

of the  w avefront to  re frac tion  or re flec tion  a t a layer in te rface  and propagation 

through a layer. A 3D ground model consisting of uniform  velocity  layers 

separated  by plane re flec ting  in te rfaces  of a rb itra ry  dip and strike  is assumed. 

These laws are  logical extensions of those presented by Shah (1973b) for a 2D 

ground model.

The most convenient m easure of cu rvatu re  is the  radius of cu rvatu re  of the 

w avefront. In a 2D ground model Shah was able to  rep resen t th is p aram eter by a 

single number. However, in a 3D ground model the  radius of cu rvatu re  m ust be 

charac terised  by th e  2x2 radius m atrix  R:

• (4.13)
R21 R22

This m atrix  is defined in th e  local coord inate system  following the  raypath , and 

changes in accordance with the  laws of w avefront cu rvatu re  discussed below. A t 

the in itia l s ta rtin g  point of the  ray th e  radius m atrix  is zero.

The th ree  laws for w avefront cu rvatu re  in a 3D ground model w ith plane 

reflec ting  in te rfaces  are  taken  d irec tly  from Hubral (1976b), and are  reviewed 

below;
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(a) P ropagation Law

The change of radius m atrix  due to  expansion of the w avefront 

propagating through a uniform velocity  layer is described by:

5 u A t  = 5 t  + V jA tl (4.14)

w here is the  radius m atrix  a t tim e t;

A t is some tim e increm ent;

Vi is the  layer velocity; and

I is the  2x2 identity  m atrix:

1 0
1 = 1 I (4.15)

0  1

(b) R efrac tion  Law

The radius m atrix  R j  a f te r  re frac tion  through a plane in te rface  is:

R t = —, B ' 'S 5 |§ B  (4-16)

with

and

S = ^ c o s / 3 / c o s a  0 \  (4.17)

D = (4.18)
y s in ô  c o s ô /

w here ^  is the radius m atrix  on the  incident side of the

in te rface ; •

yl is the velocity  of the  layer on the  incident side of the

in terface ;
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vT is th e  velocity  of the  layer on the tran sm itted  side of

the  in te rface ;

a  is the  angle of incidence;

jS is the  angle of re frac tion ; and

d  is the  3D ro ta tion  angle.

I TThe diagonal m atrix  V /V S S describes th e  change in radius m atrix  due 

to  Snell's Law re frac tio n  a t  the in te rface , while the orthogonal m atrix  D 

ro ta te s  the  m atrix  S 1̂  S by the  angle 6  onto the  new local coordinate 

system  on the tran sm itted  side of the  in te rface .

(c) R eflection  Law

The radius m atrix  Rr  a f te r  reflec tion  a t  a plane in te rface  is:

RR = Ir R i I r

w here ^  is the radius m atrix  on the incident side of the 

in te rface ; and 

J r  is the  2 x 2 m atrix:

 ̂ ■ (;’ :)
These th re e  laws are  su ffic ien t to  determ ine the  radius m atrix  along any raypath  

in a 3D ground model consisting of uniform  velocity  layers separated  by plane 

in te rfaces . All of the  param eters  required by these laws are im m ediately 

availab le from  the  3D ray tracing  algorithm  described in Section 4.1.3.

When re fe rred  to  the zero -o ffse t ray, the  3D ray tracing  algorithm  and w avefront 

cu rvatu re  laws provide the basic com ponents of H ubral's forw ard M odelling and 

inversion procedures. A lgorithm s for the  solutions to  both are  presented in the 

following sections.
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4.3 FORWARD MODELLING OVER A THREE-DIMENSIONAL LIMITED 

GROUND MODEL

The 3D forw ard modelling algorithm  presented in this section  is developed 

principally from  Hubral (1976a, 1976b). It has been found desirable to  combine 

aspects of both  papers in order to  achieve maximum com patib ility  w ith the 

inversion algorithm  desribed in Section 4.4. Hubral and Krey (1980) has also been 

used, particu la rly  for the  defin ition  of 3D 'ro ta tion  angles' (Section 4.1.3 (e)). 

Z ero -o ffse t ray trac ing  is perform ed by the  algorithm  described in Section 4.1.

It is s tressed  th a t the  forw ard modelling procedure outlined here is only one 

possible com bination of H ubral's equations. The ex ac t form  of th e  algorithm  has 

not been 'p rescribed ' by Hubral.

This section  is subdivided into four parts . The f irs t defines th e  na tu re  of the  3D 

forw ard modelling problem , while the  solution is presented  in th e  second part. 

The th ird  p a rt com pares th e  resu lts  obtained from  th e  algorithm  with those of 

Hubral (1976a) and notes one discrepancy in the  norm al m oveout velocities. The 

perform ance of the  algorithm  is validated by a sim ple CMP ray tracing  exercise 

in the  final part.

A FORTRAN im plem entation  of the 3D forw ard modelling algorithm  (Subroutine 

HUBRALF) is presented  in Appendix 4B.

4.3.1 The 3D Forw ard Modelling Problem

The forw ard modelling problem  for the  3D lim ited ground model is posed as 

follows. Given a su rface  origin (xg, yg, 0) and a lim ited ground model consisting 

of n layers, each defined by th e  four param eters:
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Vj: th e  uniform  velocity  of the  ith  layer;

Dj: the  depth of the  ith  in te rface  vertica lly  below the

origin;

the  maximum dip angle of th e  ith  in te rface ; and 

the  azim uth of maximum dip of the ith  in te rface , 

w here i tak es  the  values 1 through n, it is required to  obtain  the  following four 

su rface m easurem ents for horizon n:

to,n* the  two-way ze ro -o ffse t tim e;

Vnmo,n,x* th e  normal moveout velocity  m easured along the

seism ic line;

Sx,n^ th e  tim e slope # to ,n / 8 x  along the  seism ic line; and

Sy^n* th e  tim e slope d y  across th e  seism ic line.

4.3.2 A 3D Forward Modelling Algorithm

This section  presen ts the fundam ental steps required for th e  solution of the  3D 

forw ard modelling problem outlined in the previous section.

The algorithm  proceeds as follows:

(a) Express Plane R eflecto rs  in M athem atical N otation

The depths Dj, maximum dip angles and azim uths of maximum dip 

#i for re flec to rs  1 through n are  expressed as in te rface  norm als and 

perpendicular d istances (Section 4.1.1) using Equations (4.2) and (4.3).

(b) D irection of the  Surface Downgoing Ray Which is Incident Normally a t

Horizon n ^

Use is made of the fa c t th a t all ze ro -o ffse t rays to  horizon n follow 

parallel paths through each layer in the  lim ited ground model. A normal 

incidence ray is traced  upwards from horizon n to  the surface using the
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algorithm  described in Section 4.1.3. The direction  of the  surface 

downgoing ray which is incident normally on horizon n is then the  reverse 

of the  d irection  of the upgoing zero -o ffse t ray segm ent in the f irs t layer.

(c) P aram eters  Along the Z ero-O ffset Ray

The zero -o ffse t ray is now traced  downwards from the su rface origin 

(xg, yg, 0) to  horizon n, again using the algorithm  described in Section

4.1.3. The angles of incidence O î, re frac tio n  and ro ta tion  Ôî are

thus im m ediately available for the refrac tio n s  a t  horizons 1 through n - 1, 

toge ther with th e  two-way tran s it tim e A t[  in layers 1 through n.

(d) Two-Way Z ero-O ffset Time

The two-way zero -o ffse t tim e tg^g to  horizon n is simply:

‘o,n = È  (4-21)
i=1

(e) Radius Matrix

The 2x2 radius m atrix  R describing the radius of curvatu re  of the 

hypothetical w avefront associated  with the norm al incidence ray from 

the  surface origin to  horizon n is defined in Equation (26) of Hubral 

(1976b) as follows;

i -1  i - 1
(4.22)e  =  n D ; ’s ; ' n s - i , D , . ,

 ̂ “  k=1 k=1

w here

/ c o s ô ,  - s i n ô A  

\s in6k cosôk /

and
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(
cos |8 | , /cosa | ,  o \

0  1 j  (*-24)

perta in  to  re frac tio n  a t  horizon k as described in Section 4.2.

(f) Ray Em ergence Angles a t  Surface

The zero -o ffse t ray em ergence d irection  a t  th e  su rface is defined 

uniquely by th e  projection of the  em erging ray into the  su rface  plane and 

its  inclination to  the  v e rtica l. A fu rth er coord inate system  (xg, yn) in 

the  su rface  is now defined (Hubral, 1976a) which is specific to  the zero - 

o ffse t ray to  horizon n. This coord inate system  has the  sam e origin as 

the  previously defined (x,y,z) system  and is a ro ta tion  of th e  la t te r  such 

th a t +Xn points along the  projection of th e  em erging ze ro -o ffse t ray 

(Figure 4.2). The direction  cosines of th e  downward ze ro -o ffse t ray 

segm ent in the  f irs t layer can now be defined from  Equation (14) of 

Hubral (1976a) as;

-cos<^n Sin f t
Êz = I sinÿn sin f t  | (4.25)- z  .

-COS#0

w here 0^ is the angle betw een the  profile (+x) and the surface 

projection of the  ze ro -o ffse t ray (+Xn)» m easured away from 

the la tte r ; and

0Q is the  angle betw een the  em erging ze ro -o ffse t ray and the  

su rface  normal.

(g) Time Slopes

If ze ro -o ffse t rays are  traced  from  all points (x,y,0) on *he surface to 

horizon n, the  two-w ay zero -o ffse t tim es tg^n (x*y) fall into the  common 

tim e plane described by:
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^o,n (x*y) = to ,n  (0,0) + + ^y,n y (4.26)

The d irection  of maximum grad ien t of th is tim e plane is along th e  Xg- 

axis and the  tim e slope in this d irection  is designated S_0^, available 

from  Equation (13) of Hubral (1976a) as follows:

S_0n = 2 sin g g /V i (4.27)

The inline tim e  slope Sx,n and crossline tim e slope Sy^n then:

Sx,n = cos 0^ (4.28)
and

Sy,n = (4.29)

(h) Normal Moveout Velocity Ellipse

The azim uthal varia tion  of norm al m oveout velocity  to  horizon n is 

defined by Equation (10) of Hubral (1976a):

=  *  .„cos< A si„0  * ^  (4.30)
t*nmo,n,0 ‘o,n

w here 0 is the  angle betw een the azim uth of m easurem ent and +Xg;

dn> 6n and f^ are  p aram eters  associated  with th e  radius 

m atrix  R.; and

Vnmo,n,0 is the normal moveout velocity measured in the 

azimuth 0.

The form of Equation (4.30) ind icates th a t th e  azim uthal varia tion  of 

normal moveout velocity  is exac tly  e llip tica l. The p aram eters  d^» and 

fp, can be obtained by refe ren ce  to  both Equation (8) of Hubral (1976a) 

and Equation (4.22), which can be com bined to  form :

R"' =
d n /  c o s %  e n / c o s f t

® n/cOsft) fn J  (4.31)

Since both Vj and ^  are  known, the  p aram eters  dp,, ep, and fp, are  

im m ediately available.
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The azim uth of an axis of the normal m oveout velocity  ellipse can now 

be found by locating a turning point 0  ̂ on the  function defined by the 

right hand side of Equation (4.30), i.e.

d /d (j)  (dnC osW z + e^cos<t) sin(^ + fnSin^ / 2 ) = 0

8 n (  C 0S ^(/)t -  s i n ^ J  -  ( d n -  fn ) c o s < /> tS in < / ) t  = 0

(dn-fn)cos</>^sin0^ = e„(  cos^0t -  sin^0t)

6n ta n 0  ̂ t a n 2 0 t

* ■

The angle 0^ defines e ith e r the major axis or th e  minor axis of the  ellipse 

and is m easured away from  the x^-axis. Since both m ajor and minor axes 

are  perpendicular, the  angles 0t  and 0  ̂ + TT/2  can be substitu ted  into 

Equation (4.30) to  determ ine the ex trem al norm al m oveout velocities. 

Minimum and maximum normal m oveout velocities V^mo,n,min 

^nm o,n,m ax > together with the  azim uth of th e  major axis 0 max > ar® 

then selec ted  as appropria te  (Figure 4.2).

The normal m oveout velocity  Vnmo,n,0 then available in any azim uth 

0from the  ellipse using the  form ula:

COS^(0 max- <A) ^ Sin̂ (</),T»ax "  0  ) (^ 33)

n m o ,n ,0  *nmo,n ,m ax "nm o ,n ,m m
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(i) Inline and Crossline Normal Moveout V elocities

The inline and crossline norm al velocities Vnmo,n,x and Vp,mo,n,y are  

obtained from  Equation (4.33) as follows:

'nmo,n,x nmo.n .m ax ' 'nm o,n ,m in

and

1/2 w2 y 2
'^nmo.n.y *nmo,n,max *nmo,n,min

4.3.3 Com parison with the R esults of Hubral

Hubral (1976a, Tables 1 and 2) p resen ts surface m easurem ents obtained from  two 

d iffe ren t lim ited  ground models. These are  re fe rred  to  here as Ground Models 1 

and 2, respectively . The da ta  for both models have been processed by the 

algorithm  described in Section 4.3.2 (Subroutine HUBRALF) in order to  sim ulate  

surface m easurem ents to  com pare with those of Hubral. The resu lts  are  

presented  in Tables 4.1 and 4.2.

The d a ta  genera ted  by the HUBRALF algorithm  are  in general ag reem en t with 

Hubral, excep t for two discrepancies:

for horizon 3 of Ground Model 1 Hubral quotes a crossline normal 

m oveout velocity  of 7898 f t/s ,  w hereas the  HUBRALF algorithm  

ind icates 7847 f t/s ; and

the  signs of the x- and y- norm al incidence point coord inates are  

reversed  betw een Table 2 of Hubral and Table 4.2.

It would appear th a t the second problem is caused by an inconsistency betw een 

dip angles and norm al incidence point coord inates in Table 2 of Hubral. The f irs t
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problem , how ever, could not easily be accounted for, and a sim ple fin ite -o ffse t 

ray tracing  exerc ise  was perform ed over both models in order to  confirm  the  

norm al m oveout velocities  genera ted  by the HUBRALF algorithm .

4.3.4 Com parison with CMP Moveout V elocities

F in ite -o ffse t CMP raypaths w ere traced  through both models using a com puter 

program  provided by Geophysics R esearch Branch, BP London. The program  

allowed the  genera tion  of a CMP ray fam ily for a  spread o rien ta ted  in any 

direction  over th e  three-dim ensional lim ited ground model.

For each m odel, f in ite -o ffse t rays were traced  for spreads of various lengths 

o rien ta ted  along both x- and y-axes, Moveout velocities for each spread length 

could then be es tim ated  from  the o ffse ts  and two-way tim es by the  T* - X* 

m ethod (Section 1.1.8) and ex trapo lated  tow ards th e  norm al m oveout velocity  a t 

ze ro -o ffse t.

R aytracing  was perform ed for five shot-geophone pairs s^ - g j through 53 - g^ 

(see Figure 1.2a) for each spread. A to lerance of + /- 0.1 f t  was specified for the  

surface o u tle t of the raypath  with respect to  th e  required geophone location. 

The n ea r-o ffse t sqgi and the  o ffse t increm ent (s2g2“S ig l) w ere reduced in steps 

of 100 f t  from  600 f t  to  300 f t  to sim ulate four spread lengths of 3000, 2500, 

2000 and 1500 f t .  Four independent e s tim ates  of moveout velocity  for d iffe ren t 

spread lengths w ere thus availab le along both x- and y-axes for each horizon.

These spread lengths a re  sm all com pared to  the  v ertica l depth o i  th e  deepest 

re flec to r (around 10000 f t  in both models). Indeed, a much longer spread would 

be required to  resolve the  m oveout velocity  of a real reflec tion  from  this depth 

in order to  highlight the  re flec tion  tra jec to ry  in th e  background noise. However,
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sm all spread lengths have been chosen not to  com pare with 'rea l' spread lengths, 

but to  exam ine the  behaviour of moveout velocity  as th e  spread length is reduced 

tow ards zero . The sm allest spread length of 1500 f t  appears to  represen t the  

lim iting spread length  for the  calcu la tion  of meaningful m oveout velocities for 

these  ground m odels. At shorter spread lengths th e  resu lts  a re  dom inated by 

num erical inaccuracy caused by s c a tte r  of the T-X pairs about a  nearly f la t 

hyperbolic tra je c to ry . Moveout velocities can th e re fo re  only be ex trapo lated  

tow ards th e  norm al m oveout velocity  in an approxim ate sense.

The m oveout velocities ca lcu la ted  for each spread length, toge ther with the  

HUBRALF norm al m oveout velocities, are  presented  in Tables 4.3 and 4.4 and in 

F igures 4.3 and 4.4 for Ground Models 1 and 2 respectively .

Although each value is subject to  num erical inaccuracy  in th e  T '- X ' calcu la tion , 

th e re  are  two particu larly  anom alous m oveout velocities in the  resu lts. The 

crossline m oveout velocity  for horizon 3 of Ground Model 1 obtained from the  

2500 f t  spread is in erro r due to  the inclusion of a 'rogue' raypath  (outside the  

prescribed 0.1 f t  to lerance). Although the  T '-X /  procedure uses th e  ac tua l 

o ffse t ra th e r than the  nominal o ffse t, this rogue raypath  is thought to  have taken  

a su ffic ien tly  d iffe re n t route for the resulting two-way tim e to  have d isto rted  

the  least-squares analysis. The inline m oveout velocity  for horizon 3 of Ground 

Model 2 using a spread length of 1500 f t  also appears to  be in erro r. As no 

obvious source of erro r can be de tec ted , it is likely th a t the  1500 f t  spread 

length is too short to  derive an accu ra te  m oveout velocity  for th is reflection . 

These anom alous d a ta  points a re  indicated by a question mark on Figures 4.3 and 

4.4. •
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Moveout velocities  for the  firs t horizon in each model do not vary with spread 

length, as the  uniform velocity  in th e  f irs t layer allows s tra ig h t ray segm ents 

betw een th e  surface and re fle c to r. However, for the  second and th ird  horizons 

the  CMP raypaths are  re frac ted  a t  layer in te rfaces  and the  m oveout velocity 

increases w ith spread length (Section 1.1.9). The d a ta  points p lo tted  on Figures

4.3 and 4.4  define concave-upw ard curves, although th e  'tru e ' curves may not 

pass exac tly  through each da ta  point due to  the  num erical inaccuracy discussed 

previously. T hat the  curves are  concave-upw ard, and not s tra ig h t lines, is to  be 

expected  by analogy with m oveout velocity  behaviour over a model w ith 

horizontal velocity  layering. The graphs in Figures 4.3 and 4.4 ind icate  th a t the  

norm al m oveout velocities calcu la ted  by the  HUBRALF algorithm  are  in each 

case a rea lis tic  approxim ation to  the  lim iting values of moveout velocity  a t 

ze ro -o ffse t. Specifically , the  HUBRALF crossline norm al moveout velocity  of 

7847 f t / s  for Horizon 3 of Ground Model 1 is vindicated.



- 151 -

4.4 INVERSION OF A THREE-DIMENSIONAL LIMITED GROUND MODEL

The 3D inversion algorithm  described in th is section follows the  m ethod outlined 

in Hubral (1976a). Hubral and Krey (1980) has also been used. Z ero-offset 

ray trac in g  is again perform ed by the  algorithm  described in Section 4.1.

This section  is subdivided to  th ree  parts . The 3D inversion problem  is s ta ted  in 

th e  f irs t p a rt while the  solution is presented  in the  second p a rt. The in teg rity  of 

the  algorithm  is dem onstrated  in th e  final p art by re fe ren ce  to  its  perform ance 

in exac tly  inverting th e  forw ard m odelled d a ta  presented  in th e  la st section.

A FORTRAN im plem entation of the 3D inversion algorithm  (Subroutine 

HUBRALI) is presented  in Appendix 4C.

4,4.1 The 3D Inversion Problem

The inversion problem for a 3D lim ited  local ground model can be posed as 

follows. Given a surface origin (xo>yo»0) and a horizon n charac terised  by the 

four su rface  m easurem ents:

^o,n* the  two-way ze ro -o ffse t tim e;

Vnmo,n,x* " ĥe norm al m oveout velocity  m easured along the seism ic line;

5x,n* the tim e slope ^tg^^/ along the seism ic line; and

Sy,n* the  tim e slope #tg^n/ d y  across the seism ic line,

i t  is required to  derive th e  following:

V^: the in terval velocity  in layer n;

Dp,: the vertica l depth of the  nth plane in te rface  beMw the  origin;

^p,: the maximum dip angle of the nth plane in te rface ; and

#p,: the azim uth of maximum dip of th e  nth plane in te rface .
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When inverting a t  layer n th e  lim ited local ground model m ust be known down to  

and including layer n-1 and in te rface  n -1.

Layer n is re fe rred  to  here as th e  'ta rg e t' layer, while th e  known ground model 

down to  in te rface  n-1 is te rm ed  the  'overburden'.

4.4.2 A 3D Inversion A lgorithm

This section  p resen ts the  fundam ental steps required for the  solution of the  3D 

inversion problem  s ta ted  in the  previous section.

The algorithm  proceeds as follows for the inversion of la y e r/in te rface  n;

(a) If n = 1: In terval Velocity of F irs t Layer

The in terva l velocity  of the f irs t layer can be re la ted  to  th e  inline 

norm al m oveout velocity  Vgrno,l,x ®nd ray em ergence angles jSg and 0 ] 

by rew riting  Equation (5) of Levin (1971) as:

= V ^nm o,l,x ( l “Sin* /^gcos* 0^) (4.36)

The ray em ergence angles can then be substitu ted  by the inline tim e 

slope Sx,i using Equations (4.27) and (4.28). Equation (4.36) then 

becom es:

V l'  = V 'n m o, l ,x ( l  -  V j '  S \ , l A )  (4-37)

or

 ------  + (4.38)
'nmo,1,x

(b) If n > 1: Express Plane R eflecto rs in M athem atical N otation
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The depths Dj, maximum dip angles and azim uths of maximum dip 6[ 

for re fle c to rs  1 through n-1 of the known ground model a re  expressed as 

in te rface  norm als and perpendicular d istances using Equations (4,2) and

(4.3).

(c) Ray Em ergence Angles a t  Surface

The ray em ergence angles 0n and jSg can be deriyed from  Equations 

(4.27), (4.28) and (4*29) as:

tan  0pj = - Sy^n/Sx^n (4.39)

and

sin jSo = Vi S-0^/2 (4.40)

w here

S-0n = ^x,n cos 0p, -  Sy^n sin 0p, (4.41)

(d) D irection of the Surface Downgoing Ray Which is Incident Normally a t 

Horizon n

The d irec tion  cosines of the downgoing ze ro -o ffse t ray segm ent in the 

firs t layer a re  given by Equation (4.25).

(e) P aram e ters  Along the Z ero-O ffset Ray Down to  Horizon n-1

The zero -o ffse t ray is now traced  downwards from  the  su rface  origin 

(xo,yo»0) to  horizon n-1 using the algorithm  described in Section 4.1.3. 

All p a ram eters  a [ t  fSh  ô i and At^ a re  thus obtained down to  horizon 

n - 1. The angle of re frac tio n  /3n-l (Into layer n) is not ye t defined.

(f) In terval Velocity in Layer n •

The solution for the  in terval velocity  in layer n is taken  from Hubral
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(1976a, p.238). The core of the solution is th e  expression of d^, and f^ 

as functions of Vg:

dn = dn(Vn) = c o s ' g o  w (Vn)/p (Vg) (4.42)

«n = en (Vp) = -cos |3o q (Vn)/p (Vn) (4.43)

fn  = fn(V n) = h (Vn)/p (Vn) (4.44)

which correspond to  Equations (18), (19) and (20) of Hubral. The reader 

is re fe rred  to  the  original work for the  p recise form  of th e  'subsidiary' 

functions w,q,h and p. These equations a re  then  used in conjunction with 

Equation (4.30) to  provide a  d irec t association betw een the  normal 

m oveout velocity  Vgmo,n,0n» the  w avefront cu rvatu re  down to  horizon 

n -1  and th e  required in terval velocity  Vp,.

The expression of Vnmo,n,0ri» a function of in Equations (4.30), 

(4.42), (4.43) and (4.44) is appropria te  for solution via a Newton-Raphson 

ite ra tio n  of the general form:

V„>., = V. k -  4 r - ~ -  (4.45)

w here Vp,̂ ;̂  is the  kth estim ation  of Vp, in the  ite ra tio n  procedure; 

f  is the function of Vp, such th a t Jp (Vp,) = 0; and 

y  is the firs t deriva tive  of with respect to  Vp,.

The function f  is form ulated  by rew riting  Equation (4.30) w ith 0 = 0p, 

as follows: •

f(Vn k)=-^AiL^Ê^^+en^cos</>„sin</>n + fn,kSm0, _ 1   _ Q (4.46)
•' 2 ’ 2 Vnmo4T̂ XXn
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where k again denotes the  tria l, value assumed during the kth ite ra tio n . 

The derivative J  can be conveniently obtained num erically  as:

■f ( Vnk)  = - ~  (4.47)
’ AVn.k

w here AVp, )̂  ̂ is a small pertu rba tion  of Vp,,i< ( AVp,^k = is

used in the HUBRALI algorithm ).

Equations (4.45), (4.46) and (4.47) are  su ffic ien t for the  derivation of Vg. 

The f irs t e s tim a te  can be provided by the  'Dix E stim ate ' (Section 

1.1.7):

2 2
y2 _ Vnmo,n,x tp.n — Vnmo,n-i,x tp,n-i (4.4S)

tp,n — tp,n-i

Occasionally this e s tim ate  may be impossible or may yield absurd 

velocities (say outside the  range 1000 < Vp, < 10000 m /s) w here the 

subsurface is com plex and the  tim e in terval is sm all. An a lte rn a tiv e  

f irs t e s tim a te  is then required, for exam ple:

^ n ,l = ^ nm b ,l,x  (4.49)

The ite ra tio n  continues until consecutive es tim ates  Vp,̂ ĵ  and Vp, |̂^+i 

d iffer by less than a specified to lerance . Convergence to  within 0.001% 

is typically  achieved a f te r  th ree  or four ite ra tio n s, which is quite 

su fficien t for the purposes of the  algorithm  in view of the  m agnitude of 

inaccuracies introduced by erro rs inherent in the m ethod itse lf (see 

Section 4.5).



- 156 -

(g) Normal Moveout Velocity Ellipse

Although not s tr ic tly  p a rt of the  inversion procedure, it  is noted th a t dp„ 

ep, and f^  a re  available from the successful ite ra tio n  step  and can be 

substitu ted  into Equations (4.32) and (4.33) to  determ ine th e  param eters 

of th e  norm al m oveout velocity  ellipse.

(h) Ray Segm ent in Layer n

The geom etry  of the  re frac ted  ray segm ent in layer n can now be 

obtained using parts  of the algorithm  described in Section 4.1.3. The 

angle of re frac tio n  g  n-1 given by Snell's Law in Equation (4.9) and the 

d irec tion  cosines £  of th e  re frac ted  ray segm ent are  defined by Equation 

(4.11). The norm al incidence point coord inates (xn,yn»Zn) ^^e available 

from  Equation (4.8) w ith the  length of the  ray segm ent s defined by:

s = Vn A tn /2  (4.50)

w here

n “ fp n ”  ^  i (4.51)
i = 1

(i) P aram e te rs  of the  nth Plane In terface

Since the  downward ray segm ent in layer n is incident normally on 

in te rface  n, the in te rface  normal n is given simply by:

n = - r (4.52)

The angle of maximum dip J n  ®nd azim uth  of maximum dip #n 

in te rface  n are  then  im m ediately available from Equation (4.2). The 

perpendicular d is tance p  (Section 4.1.1) is given by the vector dot 

product:
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P  = 1 #  Yn -  Yp I (4. ^ 3)z.

and th e  v e rtic a l depth to  in te rface  n is obtained from  Equation (4.3).

4.4.3 Com parison with the R esults of Hubral

The d a ta  p resen ted  by Hubral (1976a, Tables 1 and 2) and discussed in Section

4.3.3 have been used to  te s t  the  algorithm  described in the  previous section . The 

tw o-w ay ze ro -o ffse t tim es, normal m oveout velocities and tim e slopes generated  

by HUBRALF (Tables 4.1 and 4.2) w ere processed by HUBRALI and both lim ited 

local ground models w ere recovered exactly , thus confirm ing th e  in teg rity  of the 

algorithm .
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4.5 PRACTICAL APPLICATION OF THE LOCAL INVERSION TECHNIQUE 

TO REAL DATA

The theory  review ed in th e  previous sections has thus cu lm inated  in the 

p resen ta tion  of an algorithm  for th e  'inversion* of 3D lim ited  local ground models 

from  tw o-w ay ze ro -o ffse t tim es, norm al m oveout velocities and tim e  slopes. It 

is now pruden t to  escape from  the  realm s of theory and discuss the  p rac tica l 

application  of Hubral's inversion to  real seism ic data .

The lim ited  ground model can be recovered exac tly  if, and only if, th e  following 

conditions are  satisfied :

the  two-w ay ze ro -o ffse t tim es, normal m oveout velocities and tim e 

slopes a re  known precisely ; and

The assum ption lim iting the local ground model to  constan t velocity 

layers separa ted  by plane re flec to rs  is valid.

These a re  severe re s tric tio n s . Indeed, these  ideal conditions a re  not likely to  

ex ist in seism ic d a ta  which has sam pled a real subsurface plagued by geological 

phenom ena. The sources of e rro r in the application of Hubral's inversion to  real 

da ta  a re  review ed in Section 4.5.1, while the ir m agnitudes a re  discussed briefly 

in Section 4.5.2.

Since a co rre c t inversion for layer n requires co rrec t ray tracing  through the 

'overburden' down to  horizon n-1, it follows th a t e rro rs in the  overburden are  

e ffec tiv e ly  propagated downwards into the  resu lts  for the  ta rg e t layer n. In 

order to  con tro l erro rs  in troduced by the  overburden, it  is generally  desirable to  

inspect the  ground m odels a f te r  each inversion step . Use o f ^ h e  inversion 

technique in tw o a lte rn a tiv e  operational 'modes' is discussed in Section 4.5.3. 

F inally, the  case  for processing these da ta  in a spatia l con tex t is presented  in 

Section 4.5.4.
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4.5.1 Sources of E rror

The inversion of real d a ta  using the local inversion technique is subject to  a 

num ber of problem s which in troduce erro rs into the  derived ground model. The 

sources of e rro r fall broadly into two categories , which are  discussed under 

sep a ra te  headings below.

4.5.1.1 E rrors in Surface M easurem ents

The tw o-w ay z e ro -o ffse t tim e , normal m oveout velocity  and tim e slopes are  

required for each horizon in th e  Hubral inversion. In general th e  tim es and tim e 

slopes can be specified  very accu ra te ly  com pared with th e  e rro rs  inheren t in the 

definition of norm al m oveout velocity .

I t is generally  assum ed th a t th e  CMP stacked section is equivalent to  th e  zero- 

o ffse t section  which could be obtained using a single coincident s-g pair (Section 

1.1.3). Each re flec tio n  on a  stacked  tra c e  is then considered to rep resen t energy 

which has trave lled  along a  ze ro -o ffse t raypath  to  and from  its  re fle c to r of 

origin (or a t  le a s t in so fa r as ray theory is applicable). CMP stacking is a 

rem arkably robust procedure and th is assum ption is generally  valid for all but the 

most com plex subsurface velocity  configurations.

Two-way tim es picked from  a CMP stacked section are  th e re fo re  a good 

approxim ation to  the  required  zero -o ffse t tim es. However, sm all erro rs  may be 

introduced through u n certa in ties  in the datum  and the  tim ing of the  w avelet. 

Datum erro rs  may be caused by incorrect bulk sh ifts to  account fb r gun depth, 

s tream er depth, gun delays or very occasionally ra th e r m ore a b s tra c t corrections 

including f il te r  delays. The tim e is ideally picked a t the onset of the w avelet.
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However, seism ic horizons are  usually picked a t the  culm ination of a strong 

cycle which is delayed re la tiv e  to  the  true  onset. Both datum  and picking erro rs  

a re  sm all re la tiv e  to  absolute tw o-w ay tim es. Datum erro rs a re  constan t over 

all horizons but a re  not apparen t in tim e in tervals (i.e. betw een two horizons). 

Picking erro rs  a re  constan t over any one horizon (if th e  w avelet is invariant) but 

may a f fe c t tim e  in tervals if th e  delay varies from horizon to  horizon. Both can 

be largely e lim inated  if the  seism ic da ta  can be tied  to  ca lib ra ted  velocity  logs 

a t nearby wells. Synthetic seism ogram s are  particu larly  useful in th is respect.

While inline tim e  slopes a re  generally  m easured from  the  CMP stacked  section , 

crossline tim e  slopes are  ideally obtained from  maps of tw o-w ay ze ro -o ffse t 

tim es. If such maps are unavailable, the crossline tim e slopes can be carefu lly  

in terpo la ted  betw een known values a t line in tersections. Time slopes are  

generally  not sub ject to  the  datum  and picking erro rs  discussed above since they 

are  purely re la tiv e  m easurem ents along the  tim e surface. S ignificant e rro rs  are  

only likely to  occur if the d a ta  quality  is poor or if the  w avelet is not constan t.

Normal m oveout velocities p resen t an a lto g eth e r d iffe ren t problem . The non

equivalence of norm al m oveout velocity , m oveout velocity  and stacking velocity  

has been discussed a t length in Sections 1.1 and 1.2 and is s tressed  again a t  this 

point.

Normal m oveout velocity  is a modelling p aram eter which describes the  optimum 

hyperbolic m oveout of a re flec tion  in the im m ediate vicinity of the em erging 

zero -o ffse t ray. It cannot be obtained d irec tly  from real seism ic data .

Moveout velocity  describes the optimum hyperbolic m oveout of a reflec tion  

tra jec to ry  across the  trac es  of a CMP gather. It can be obtained from velocity  

analyses of real data .
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Stacking velocity  is a processing param eter.

Moveout velocities can th e re fo re  only be used as an e s tim a te  of the  normal 

m oveout velocities required by the  inversion algorithm . E rrors then  accrue  both 

through erro rs in picking the moveout velocities and th e  non-equivalence of 

norm al m oveout velocity  and m oveout velocity .

The te rm  ’erro r in moveout velocity ' as used here  is re s tr ic te d  to  the  d ifference 

betw een th e  picked m oveout velocity  and th a t defining the optim um  hyperbolic 

tra je c to ry . E rrors in m oveout velocities a re  imposed by th e  resolution of CMP 

velocity  analysis and generally  increase with tw o-w ay tim e as noise increases, 

seism ic bandwidth decreases and moveout curves becom e f la t te r  (Section 1.5). 

The use of stacking velocities listed  a t the  top of seism ic sections (w ithout 

re fe ren ce  to  velocity  analyses) to e s tim a te  norm al m oveout velocities is 

particu la rly  undesirable and should be used only a t  the la s t reso rt. Moveout 

velocities  should always be picked from velocity  analyses if the  la tte r  are  

available.

The non-equivalence of norm al moveout velocity  and m oveout velocity  is 

principally due to  com plexities in the  subsurface velocity  d istribution (Section 

1.4.2). The e ffe c ts  of re frac tion , n ear-su rface  tim e delays, velocity  

heterogeneity  within layers, re flec to r cu rvatu re  and faulting  are  liable to  render 

the  m oveout velocity  a poor approxim ation to  the  normal m oveout velocity . The 

d ifference  betw een norm al m oveout velocity and m oveout velocity  is likely to  

increase with the  com plexity  of the subsurface. However, since the  inversion 

technique is s tr ic tly  lim ited  to  constan t velocity  units separated  by plane 

re flec to rs , its  perform ance is drastically  reduced anyway in these  circum stances. 

The d iffe rence  betw een normal m oveout velocity  and moveout
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velocity  can be viewed as an expression of an underlying problem  of g rea te r  

significance, nam ely failure of the  assum ptions about the  ground model. This 

problem  is addressed in the  next section .

4.5.1.2 Errors Introduced by Ground Model Assumptions

If th e  real subsurface does not conform  to  the  assum ptions inherent in the  

inversion procedure, e rro rs a re  introduced into the  derived ground model. That 

is, if the subsurface does not consist of constan t velocity  layers and plane 

re fle c to rs , then  the  derived constan t velocities and plane re flec to rs  will be in 

e rro r.

The m ost obvious problem introduced by a m ore com plex subsurface is the 

unsuitab ility  of th e  w avefront cu rvatu re  form ulae presented in Section 4.2. If 

re f le c to r  cu rva tu re  exists, the 'R efraction  Law' in Equation (4.16) is no longer 

applicable as th e  cu rvatu re  of the  re flec to r should also then be included (Hubral 

and Krey, 1980). If significant velocity  heterogeneity  ex ists w ithin layers, the 

'P ropagation  Law' in Equation (4.14) may only provide a poor approxim ation to 

the  tru e  expansion of the w avefront, which should then  s tric tly  be derived using 

com plex form ulae presented in Hubral (1980a, 1980b). In ex trem e cases curved 

raypaths are  im plied and the  ray tracing  algorithm  of Section 4.1 may be 

inappropriate .

A fu rth er problem  is introduced by the ray tracing  algorithm  if considerable 

re f le c to r  cu rvatu re  exists. Plane re flec to rs  generated  during the inversion 

procedure are  defined a t the ir norm al incidence points. AlthougfT desirable for 

positioning the  plane when it is the ta rg e t horizon, it may not be th e  optim al 

defin ition  of the  re flec to r when it becom es p art of the  overburden for a deeper
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ta rg e t. Indeed, if a curved re fle c to r ex ists in the  subsurface, ray tracing  to 

deeper re flec to rs  will be inco rrec t since the original plane re fle c to r  is assum ed.

In p rac tice  the  subsurface never exac tly  conform s to  the constan t layer velocity  

and plane re flec to r assum ptions. As a general rule, errors can be minimised by 

re s tric tin g  usage of the  inversion to  areas where the  assum ptions are  m ost valid, 

or a t le a s t by assigning m ore w eight to  the  resu lts obtained from  these  areas. 

The problem  is least when the d iffe ren t horizons are  nearly parallel and worst 

when th e re  is a wide divergence of dips.

4.5.2 The M agnitude of Inversion Errors

A co rre c t inversion for layer n and re fle c to r n is possible only if the  surface 

m easurem ents are  free  from erro rs and the assum ptions of constan t layer 

velocities and plane re flec to rs  are  valid. E rrors m ust th e re fo re  be expected  in 

the inversion of real seism ic data .

It would be dangerous, however, to  prescribe the  m agnitude of erro rs likely in a 

Hubral 3D inversion for some 'general' ground model. Each case should be 

studied on its own m erits , p referably  by ray tra ce  modelling followed by a suite 

of inversions using te s t  da ta  corrupted  over rea lis tic  ranges of e rro rs. The 

e ffec ts  of e rro rs in the surface m easurem ents or in the ground model 

assum ptions can then be assessed independently.

N evertheless, two im portan t observations should be made. Inversion erro rs  a re  

likely to  increase both as two-way tim e increases and as the  ta rg e t in terval 

reduces in thickness. This po ten tia l m agnification of erro rs  is in accordance 

with th a t expected  for the  derivation of in terval velocities using th e  Dix 

Equation (Section 1.3) and is due to  the inherent sim ilarity  of the  two algorithm s.
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4.5.3 A lte rna tive Modes of Inversion

Inversion e rro rs  assume an added significance since errors in the upper layers 1 

through n-1 cause inco rrec t ray tracing  to in te rface  n-1 and hence genera te

g rea te r inversion erro rs in the  inversion for layer n. in this way th e  inversion

erro rs tend to  propagate downwards through the  ground model.

An inversion where all horizons a re  inverted  in turn  a t a single ground point is 

re fe rred  to  here as a 'direct* inversion. Downward erro r propagation is inevitable 

when the algorithm  is applied in this sense as the  ground model cannot be 

m onitored and adjusted during th e  inversion.

It is obviously desirable to  con tro l the ground model as it  extends downwards. 

The chances of a successful inversion a t  layer n are  g reatly  increased if the 

ground model is defined accu ra te ly  down to  in te rface  n-1. the  'layer-by-layer' 

mode of inversion allows one layer to  be processed a t  a tim e over a range of 

ground points. A fte r a se t of inversions to  the  ta rg e t layer, the  derived in terval 

velocities can be checked and adjusted by refe ren ce  to  well ties  or m is-ties a t 

line in tersections. Only when the  in terval velocity  varia tion  in the  ta rg e t layer 

is accep ted  does the  inversion proceed to  the  definition of the  s tru c tu re  a t  the  

base of th a t layer. The ground model can then be extended to  the  next layer 

with less risk of erro r propagation from above. This procedure is repea ted  until 

the  la st layer and re flec to r have been processed.

Downward error propagation by ray tracing , also apparen t in the  2D inversion of 

Shah, is absent in the  Dix Equation where only triv ia l (re frac tio n -free ) ray tracing  

is required. R eference to  Equation (1.13) shows th a t  a Dix inversion for the 

in terval velocity  and thickness of layer n is dependent only on the two-way tim es



- 165 -

and RMS velocities to  the top and base of th a t layer. I t is im portan t to  note, 

however, th a t absolute depths derived by repea ted  application of the  Dix 

Equation are  indeed subject to  e rro rs  in layer th icknesses in all the  layers above.

This is not to  advocate inversion by the Dix Equation in p reference  to  the  Hubral 

3D algorithm . If the  subsurface com form s approxim ately to the  constan t layer 

velocity  and plane re flec to r assum ptions th e  la tte r  will always provide a b e tte r 

es tim a te  of the  ground model as the  e ffe c ts  of re f le c to r  dip can be taken into 

account. The point to be made is th a t carefu l quality  con tro l via the  layer-by- 

layer inversion can re s tr ic t downward erro r propagation and allow still g rea ter 

accuracy  in th e  derived ground model.

Both d irec t and layer-by-layer modes of inversion a re  accom odated in the 

HUBRALI algorithm  presented  in Appendix 4C.

4.5.4 The Need for Spatial Processing

An iso lated  inversion a t a single ground point is sub ject to  a m ultip licity  of 

erro rs. It is th e re fo re  p referab le  to  process a  num ber of ground points in 

sequence, as the spatial continuity  of both the  surface m easurem ents and the 

derived d a ta  can then be evaluated  and a ttended  to  if necessary.

From the  preceding discussions it  will be apparent th a t th e  definition of normal 

m oveout velocity  is generally the  la rgest single source of erro r. When m oveout 

velocities a re  sampled frequently  along a seism ic line, the m oveout velocity  

profiles typically  show considerable la te ra l variation (Section 2 .3 .^ . M oreover, 

much of this variation is introduced by the lim ited la te ra l resolution of the  

velocity  analysis technique. Since these fluctuations a re  inevitably fed through
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into the  derived in terval velocities, conclusions drawn from  an isolated inversion 

may be grossly inaccurate .

It is th e re fo re  recom m ended th a t the  Hubral 3D inversion should, wherever 

possible, be used in conjunction with inform ation a t  ad jacen t ground points. Two 

significant opportunities then em erge to im prove the  accuracy  of the  derived 

ground models.

In the  f irs t place, m oveout velocity  profiles can be processed before the 

inversion in order to  provide a b e tte r  e s tim a te  of th e  norm al m oveout velocities. 

Although no analy tical m ethods ex ist to  transform  moveout velocities d irec tly  to  

norm al m oveout velocities, i t  is possible to  m ake a  b e tte r  e s tim a te  of the  la tte r  

by smoothing the m oveout velocity  profiles. M ethods have been presented  in 

Section 3.1.5 to  reduce rapid la te ra l fluctuations of m oveout velocity  in order to  

leave th e  more slowly varying com ponents which are  thought to  be a more 

fa ith fu l rep resen ta tion  of the  theo re tica l normal m oveout velocities. Smoothing 

techniques, a lbeit based on som ew hat em pirical c r ite r ia , do yield significantly  

m ore consisten t moveout velocity  da ta  volumes when judged by the  crite rion  of 

m is-ties of m oveout velocity  a t line in tersections (Section 3.2.3).

Spatial processing also allows the derived in terval velocities to  be fully 

evaluated . This approach is highly desirable as spatia l varia tions of in terval 

velocities can be in te rp re ted  with respect to  lithological varia tion , porosity 

varia tion  and com paction, for exam ple. In terval velocity  trends im plied by the  

inversions can then be accep ted  or re jec ted  as appropria te . F u rtherm ore , over 

the  gross in tervals used in the  inversion, la te ra l variations of velocity  a re  likely 

to  be gradual. It is th e re fo re  reasonable to  reduce the sc a tte r  in derived in terval 

velocities by fu rther smoothing. R eference to  in terval velocity  m is-ties a t  line
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in tersections can then be used to  indicate th e  spatia l consistency of the d a ta  se t. 

In co n tra st to  m oveout velocities, which are  generally azim uth-dependent, 

in terval velocities should theo re tica lly  tie  a t  line in tersections as the  ze ro -o ffse t 

ray through the  ground model is independent of azim uth. If well inform ation is 

available, the  derived in terval velocities can be fu rth er constrained  by d a ta  from  

ca lib ra ted  velocity  logs.

O peration of the  Hubral 3D inversion within a spatial da tabase  system  o ffers  

considerable scope for the im provem ent of derived ground models. L atera l 

varia tions of m oveout velocity  can be evaluated  and processed before inversion 

to  provide b e tte r  e s tim ates  of norm al m oveout velocities, while the  derived 

in terval velocities can be in te rp re ted  and processed a f te r  inversion. A pplication 

of the  inversion in th e  'layer-by-layer' mode (Section 4.5.3) is particu larly  

appropria te  in th is con tex t as the  adjusted in terval velocities and re flec to r 

depths are  used for the inversion of subsequent layers. The incorporation of this 

local inversion technique into a regional m oveout velocity  database system  is 

described in C hapter Five.
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4.6 SUMMARY

Normal m oveout velocity  is a modelling p aram eter which can be derived from  

th e  cu rvatu re  of a hypothetical w avefront travelling  along the  ze ro -o ffse t ray. 

The calcu la tion  of norm al m oveout velocities, two-w ay ze ro -o ffse t tim es and 

tim e slopes from a specified ground model is re fe rred  to  here as ’forw ard 

m odelling'. If the  ground model is lim ited  to  layers of constan t velocity 

sep ara ted  by plane re flec to rs  of a rb itra ry  dip and strike , the  calcu lation  can be 

perform ed in reverse to  derive the ground model from  the  surface 

m easurem ents. This reverse calcu la tion , te rm ed  the  'inversion', can be 

perform ed w ithout ite ra tiv e  ray tracing  by collapsing the  w avefront back along 

th e  ze ro -o ffse t ray to  th e  norm al incidence point.

Form ulae for ray tracing  and w avefront cu rvatu re  in the  3D lim ited ground model 

have been reviewed in the firs t two sections of the  chap ter.

Hubral (1976a, 1976b) has docum ented m ethods for forw ard modelling and 

inversion over a three-dim ensional lim ited ground model. A lgorithm s 

im plem enting these methods have been presented.

Finally, the  problem s of applying the  Hubral 3D inversion to  real da ta  have been 

addressed. Errors are  likely to  accrue both through inaccuracies in the  surface 

m easurem ents and violations of the  ground model assum ptions. The real 

subsurface rarely , if ever, conform s to  these assum ptions, and it  is always 

p referab le  to  perform  the inversion in a spatia l con tex t. The 'layer-by-layer' 

mode of inversion offers the g rea te s t scope for m onitoring th »  accuracy  of 

inversion.



- 169 -

5. INCORPORATION OF THE LOCAL INVERSION TECHNIQUE INTO A 

REGIONAL MOVEOUT VELOCITY DATABASE SYSTEM

Previous chap ters have presented  m ethods for the  analysis of m oveout velocities 

over a seism ic re flec tion  survey a rea  (C hapter Three) and algorithm s for both 

forw ard modelling and inversion of sim ple local ground models from  CMP 

stacked seism ic d a ta  using the  geom etry of th e  ze ro -o ffse t raypath  (C hapter 

Four). This chap ter describes the synthesis of these ideas into th e  regional 

m oveout velocity  database system  'KRUNCH',

The reader is rem inded im m ediately of the  im portan t d istinction betw een 

moveout velocities m easured from  seism ic d a ta  and th eo re tica l norm al m oveout 

velocities ca lcu la ted  from w avefront cu rvatu re  form ulae (C hapters One and 

Four). The role of KRUNCH as an in te rface  betw een real moveout velocities 

and zero -o ffse t modelling is discussed in Section 5.1.

The choice of da ta  s tru c tu re  for a regional moveout velocity  database is 

im portan t. The KRUNCH da ta  s tru c tu re , toge ther with th e  c ritica l fac to rs  

influencing this choice, is described in Section 5.2.

The various processes which are  applied to  the  tim es and velocity  inform ation 

within the  database are  re fe rred  to  here as 'tasks'. Section 5.3 discusses the 

many tasks th a t such a database system  should perform . All a re  im plem ented in 

the  KRUNCH program .

B rief exam ples showing how KRUNCH m ight be used to  process a typical 

m oveout velocity  database are  included in Section 5.4.
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Although notoriously d ifficu lt when describing a com puter program  or system , all 

e ffo r t has been made to  avoid specific com puter term inology. The aim has been 

to  re s tr ic t  the  discussion in the  te x t to  th e  'concep ts’, thus isolating 'jargon' to  

th e  appendices.
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5.1 HUBRAL 3D MODELLING IN A REGIONAL CONTEXT

It is s tressed  a t th e  ou tse t th a t KRUNCH has no m agical powers w ith which to  

transfo rm  the  m oveout velocities m easured from  real seism ic da ta  to  the 

th e o re tic a l norm al moveout velocities required for Hubral 3D inversion. Nor can 

KRUNCH contro l th e  fo rces of natu re ; the  lim ited  local ground model im plied by 

Hubral 3D m odelling, consisting of uniform velocity  layers separated  by plane 

re fle c to rs , is not likely to  occur in the  rea l subsurface. Handling d a ta  in bulk 

can never a llev ia te  these problem s.

The net resu lt is th a t e rro rs  a re  ce rta in  to  occur when using m oveout velocities 

to  derive in te rv a l velocities in the  Hubral 3D algorithm . The role of KRUNCH is 

to  provide a  m eans by which these  erro rs can be reduced to  a level where the 

d a ta  can be confidently  accep ted  or re jec ted . This is achieved through se lec tive  

analysis, m anipulation and processing of the  d a ta  both before and a f te r  inversion.

Many of the  tasks available for use in KRUNCH will not be unfam iliar to  the  

reader. Methods for the spatia l analysis of m oveout velocities w ere described 

com prehensively in Section 3.1, while Hubral 3D forw ard modelling and inversion 

are  perform ed using th e  algorithm s described in C hapter Four. Indeed, much of 

the  analysis in Section 3.2 (notably the  spec tra l analysis, filte ring  and calcu lation  

of m is-ties) was perform ed by KRUNCH.

A typical schem e for th e  derivation of in terval ve loc ities  from  a regional 

m oveout velocity  database might be expressed as;

(a) assess the  spectra l co n ten t of the  m oveout velocity  profiles on each line 

by transform ing to  the  spatia l frequency/w avenum ber domain;

(b) determ ine the  ’optim um ’ m oveout velocity  sm oothing f ilte r  by ca lcu la t

ing m is-ties derived from a suite of m oveout velocity  profiles smoothed
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by tr ia l f il te rs  (rem em bering th a t a genuine inherent m oveout velocity  

m is-tie will ex ist for two lines sam pling d iffe ren t apparent dips a t  the  

line in tersection);

(c) smooth m oveout velocities using th is 'optim um ’ filte r in an a tte m p t to 

a tte n u a te  offset-induced  m oveout velocity  fluctuations;

(d) reduce m oveout velocities for each horizon by a fac to r designed to  

elim inate  o ffset-induced  re frac tio n  bias;

(e) Hubral 3D inversion; and

(f) sm ooth and/or adjust derived in terval velocities in order to  m atch 

inform ation a t  line in tersections and tie  to  available wells.

If a ’layer-by-layer’ inversion is used, steps (e) and (f) are  repea ted  a lte rn a te ly  

from the firs t layer downwards until the  ground model has been extended to  the 

la st layer and re fle c to r  (Section 4.5.3). Each of the  six steps above (and many 

others) can be perform ed by KRUNCH using e ith er a single instruction  or a short 

sequence of instructions for each line.

A final step  could be added to  those above. The derived in terval velocities can 

be accep ted  or re jec ted  on the  basis of com paring su rface  observations of tw o- 

way tim es and m oveout velocities to  those calcu la ted  by trac ing  f in ite -o ffse t 

CMP raypaths through the proposed regional velocity-depth  model. This is 

beyond the  scope of KRUNCH however, as such a ray trac ing  algorithm  generally 

requires a ra th e r m ore complex da ta  s tru c tu re .

KRUNCH can be viewed as a line-o rien ta ted  piecew ise velocity  inversion 

system . It is ’lin e -o rien ta ted ’ (as opposed to  m ap-orien ta ted) in th a t inform ation 

for each seism ic line is processed separately ; da ta  from  one line is never re la ted  

to  th a t on another line except in the case of m is-tie  ca lcu la tion . It is ’piecew ise' 

in th a t each inversion takes p lace re fe rred  to  a sim ple lim ited  local ground 

model; d a ta  from  one ground point is never re la ted  to  th a t from, another ground
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point during the  inversion (except for th e  im plic it in ter-dependence of ad jacen t 

m oveout velocities introduced by smoothing). For all its  sim plicity , how ever, 

KRUNCH provides a rem arkably robust and functional in te rp re ta tio n  system  

which quickly yields a considerable am ount of inform ation from  a regional 

m oveout velocity  database.
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5.2 DATA STRUCTURE

Each seism ic database has its  own c r ite r ia  for determ ining  its  optimum data  

s tru c tu re . The m ost im portan t fac to r is how the da ta  s tru c tu re  is to  be searched 

in order to  re triev e  inform ation required for tasks. In addition, the  choice of 

da ta  s tru c tu re  is influenced by the  size of com puter m emory, th e  am ount of 

inform ation which needs to  be in memory sim ultaneously, and the  types of files 

available on the  local operating system .

The inform ation to  be handled by KRUNCH consists essentially  of the  eight 

param eters  associated  with Hubral 3D modelling (C hapter Four). Each 

continuous seism ic reflection  horizon on a CMP stacked  seism ic section can be 

ch arac te rised  a t  a  ground point by the  following four param eters;

1. .  the  tw o-w ay zero -o ffse t tim e;

2. the  moveout velocity , picked from  a velocity  analysis of the  CMP gather

cen tred  a t  the ground point;

3 . the tim e slope of the  reflec tion  on the  section , re fe rred  to here as the  

inline tim e  slope; and

4. the  tim e slope of th e  reflec tion  m easured in th e  direction [perpendicular 

to  th a t of the  stacked  section , re fe rred  to  here as the  crossline tim e 

slope.

Each plane re fle c to r in the  derived lim ited  local ground model can then be 

charac terised  a t  the  ground point by a fu rth er four param eters;

5. the in terval velocity  of the  layer im m ediately  above it;

6. the v ertica l depth of the  re fle c to r below the ground point;

7. the maximum dip of the  plane re flec to r; and

8. the  azim uth  of maximum dip of th e  plane re flec to r.

The da ta  s tru c tu re  must accom odate these eight param eters  for each horizon a t 

each ground point along the seism ic line. Each 'param eter value' in the  d a ta  

s tru c tu re  needs to be associated  with a p a ram ete r, horizon and ground point.
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The principal tasks of KRUNCH which a f fe c t th e  choice of d a ta  s tru c tu re  are  

sm oothing and Hubral 3D inversions. This is un fortunate , since th e re  is a 

conflic t of in te res t in the  'searching d irec tion '. Smoothing requires a 'horizontal' 

search as a string of param eter values for consecutive ground points a re  

re trieved  for a single param eter along a single horizon. However, Hubral 3D 

inversion requires a search in the  'v e rtica l' sense as p aram eter values a t  

consecutive horizons are  re trieved  a t  a single ground point. The problem arises 

because FORTRAN has a p referred  sequence of access to  an array , which will 

correspond to  one searching direction  above. The second search is made by a 

slower and less e ffic ien t access sequence.

In order to  provide flexibility , KRUNCH uses a  three-dim ensional m atrix  to  s to re  

param eter values indexed uniquely by param eter, horizon and ground point 

(Figure 5.1). This d a ta  s tru c tu re  is defined in the  com puter by a 3D array  w ith  

subscripts;

(GROUND POINT, HORIZON, PARAMETER)

By standard  FORTRAN convention, param eter values for one param eter along 

one horizon are  thus stored in continguous m em ory locations in the  com puter. 

Each such string of param eter values is re fe rred  to  henceforth  as a 

'ho rizon /param eter vector'. P riority  has th e re fo re  been given to  the  'horizontal' 

search  direction , since these ho rizon /param eter vecto rs can be accessed m ost 

rapidly from  the  d a ta  s tru c tu re .

The 3D m atrix  used by KRUNCH pertains to  one seism ic line only. D ata sto red  

in this m atrix  is term ed  the  'cu rren t da ta  se t'. F u rther seism ic lines can be 

handled by processing sequentially; data  se ts  a re  read into the  m atrix  from  file  

and w ritten  to  file  as appropriate.

The KRUNCH 3D m atrix  da ta  structu re  has tw o principal lim itations, nam ely;
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in order to  avoid handling individual ground point location inform ation, 

the  ground points a re  assum ed to  be equispaced; and 

each horizon m ust extend along the en tire  line from  th e  f irs t ground 

point to  the  last.

The firs t lim itation  requires th a t m oveout velocities a re  available a t regular 

in tervals (tim e and tim e slope inform ation is available in continuous form  from 

seism ic sections and maps). This is not likely to  be a problem , as detailed  

velocity  studies will generally  include equispaced velocity  analyses. F u rth er

m ore, equispaced moveout velocity  d a ta  a re  necessary for conventional filte ring  

and sp ec tra l analysis. The second lim itation  is likely to  cause d ifficu lty  if a 

horizon te rm inates (eg. by onlap or subcrop) within the line. In these  cases 

KRUNCH needs to  genera te  a 'dummy' horizon im m ediately below th e  la st valid 

horizon, which ensures th a t all horizons extend over each ground point. The 

dummy horizon is generated  some 0.001 d istance units (m etres or fee t) below th e  

last valid horizon above and the  corresponding tw o-w ay in terval tran s it tim e is 

calcu la ted  using the in terval velocity  above the  sam e horizon. All o ther 

param eters  for the  dummy horizon a re  taken d irec tly  from  the last valid horizon. 

The inclusion of such a thin dummy layer has no apparent a ffe c t e ither on the 

resu lts  obtained for inversion to  deeper layers or on the  ability  of the ray tracing  

algorithm  to  tra c e  rays through it (since i t  ac ts  e ffec tive ly  as an extension of 

the  layer above it  with the sam e velocity).
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5.3 SPECIFICATION OF TASKS

Having defined the  KRUNCH d a ta  s tru c tu re , it  is now necessary to  specify the 

tasks which are  required to  m anipulate and process the d a ta  available for 

regional velocity  studies.

KRUNCH has been w ritten  in th e  guise of a 'high-level* program m ing language. 

Each task  is in itia ted  by a sep ara te  instruction , which consists of a mnemonic 

and several data  fields. The mnemonic se lec ts  the  task  while the d a ta  fields 

qualify how the task is to  be perform ed. This allows considerable flex ib ility  in 

running th e  program , as the  tasks can be run in any order within reason.

The tasks perform ed by KRUNCH fall into th ree  d istinct ca tegories , nam ely; 

'sc ien tific ' tasks e.g. filtering , Hubral 3D inversion;

'd a ta  tran sfe r ' tasks i.e. transferring  da ta  betw een files and the 

KRUNCH m atrix; and

user fac ilities  to  aid in running th e  program .

Each category  of tasks is now discussed in turn . Within each category , tasks are 

listed  in alphabetic order of the ir mnemonics, although this order is not intended 

to  ind ica te  their re la tive  im portance. Full docum entation for each task  can be 

found in Appendix 5A.

5.3.1 Scien tific  Tasks

KRUNCH supports the  following 'sc ien tific ' tasks;

(a) Com pute inline tim e slopes for specified  horizons from ze ro -o ffse t tw o- 

way tim es in the  cu rren t da ta  set; "CDTDX".
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The inline tim e slope d t/dx^^n  or» horizon m a t  ground point n is 

e s tim ated  by the  form ula:

dt/dxm ,n = (fm ,n+l " fm ,n -l) /^  (3.1)

w here tm ,n  the norm al incidence tim e to  horizon m a t  ground point n 

and A x is the d istance betw een ad jacen t ground points as defined in 

LINDEF (see below).

(b) Scale or sh ift p aram eter values in a specified horizon /param eter vector 

by a constan t: "CONST”.

(c) Com pute m is-ties of param eters  from  p aram eter values a t line in te r

sections: "CROSS" and MISTIE".

C alculation of m is-ties is a tw o-stage process. CROSS is used to  specify 

th e  in tersection  points of all crossing lines with the cu rren t line and 

in terpo la tes  param eter values from  the  cu rren t da ta  se t onto a 

tem porary  work file . One CROSS instruction  is required for each line.

The second stage is perform ed by MISTIE and involves sorting through 

the  in terpo lated  p aram eter values a f te r  all CROSS instructions have 

been processed. The mean m is-tie  and RMS m is-tie  (Section 3.1.3.3) for 

each param eter are  calcu la ted  separate ly  for each horizon.

(d) G enerate  a dummy horizon over a specified range of ground points: 

"DUMMY".
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This task  is necessary  to  m aintain in teg rity  of the  da ta  s tru c tu re  if a 

horizon te rm in a tes  within th e  line (eg, by onlap or subcrop) for th e  

reason outlined in Section 3.1.

(e) U pdate or inspect a single p aram eter value in the  cu rren t d a ta  set:

"EDIT".

(f) Design a se t of f il te r  coeffic ien ts  to  becom e the  cu rren t f ilte r:

"FDESN".

One of th ree  types of f ilte r  can be designed:

rectangu lar boxcar moving average (Section 3.1.3.1); 

zero-phase bandpass/bandstop f ilte r  defined in the  wave

number domain (Section 3.1.3.1); or 

user-defined f ilte r  coeffic ien ts.

An option allows the  am plitude response of th e  f ilte r  to  be calcu la ted  

and p lo tted .

(g) F ilte r  specified horizon /param eter vectors w ith the  cu rren t f ilte r:

"FILTER".

The delay imposed by the  convolution is rem oved by sh ifting  the  output 

vecto r back by one half of the  f ilte r  length, which is valid for zero-phase 

f ilte rs  (Section 3.1.3.2).

A trend is removed from  the  vecto rs before filte ring  and added back 

afte rw ards. By defau lt the  DC com ponent (zero wavenum ber com ponent 

or a rith m etic  mean) is rem oved. If the m oveout velocity  is being 

filte red , however, the  trend can be defined as a linear function of tim e.
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Real norm al m oveout velocity ’jumps' introduced by tim e discontinuities 

(i.e. faults) can thus be 'p ro tec ted ' from  th e  convolution. Application of 

the  null (single zero) f ilte r  can be used to  elim inate  the  residuals and 

leave the  trend .

F urther options allow e ith er the  residuals (raw - filte red ) or both raw and 

filte red  d a ta  to  be p lo tted .

(h) P lo t graphs of specified ho rizon /param eter vectors: "GRAPH".

Options allow symbols (associated with each horizon) and plotting 

window to  be specified.

(i) Perform  Hubral 3D forw ard modelling for specified horizons over a range 

of ground points: "HFORWRD".

This task  uses the  algorithm  described in Section 4.3. Forw ard modelling 

may be impossible in some locations in cases where ex trem e layer 

velocity  co n trasts  or divergences of re fle c to r dip have been specified. 

Although of l i ttle  value, missing p aram eter values must be in terpo lated  

from ad jacen t ground points in order to  m aintain in teg rity  of the  da ta  

s tru c tu re .

(j) Perform  Hubral 3D inversion for specified horizons over a range of

ground points: "HINVERT".

This task  uses the  algorithm  described in Section 4.4. E ither 'd irec t' or 

'layer-by-layer' inversions can be perform ed.
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Layer-by-layer inversions can be used in conjunction with p re-se t 

in terval velco ities for conventional ze ro -o ffse t ray tra ce  m igrations using 

lirhited local ground models.

Normal incidence point co-ord inates and in terval velocities can be 

w ritten  to  file  for subsequent p lo tting  if required.

Inversion may be im possible a t  some locations, in which case missing

param eter values m ust be in terpo la ted  from ad jacen t ground points in 

order to  m aintain in teg rity  of the  d a ta  s tru c tu re .

(k) Define a new line: "LINDEF".

This task  se ts the invarian ts used to  process th e  next cu rren t line. The 

following naming convention is adopted:

a 'ground point' is here defined as a location a t which velocity 

analysis resu lts  are  available;

the 'CMP num ber' (or shot point number) is an index of position

along the seism ic line used for annotation; and

ground points a re  assumed to  occur a t  a constan t increm ent of 

CMP num ber.

LINDEF se ts  the  following da ta  (Figure 5.2): 

the  (integer) line number; 

the number of ground points on the line; 

the number of horizons to  be processed; 

the CMP number of the firs t ground point; 

the number of CMPs betw een ad jacen t ground points; 

the d istance betw een ad jacen t ground points; and
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the  o rien ta tion  of the  line.

The number of ground points and number of horizons (together w ith the 

num ber of param eters , which is fixed a t  eight) define th e  lim its of the  

KRUNCH m atrix  occupied by the  cu rren t da ta  se t. The length of each 

h o rizon /param eter vecto r is equal to  th e  number of ground points on the  

line.

(1) C alcu la te  and display energy sp ec tra  for specified horizon /param eter

vectors: "PSPEC".

O ptions allow the  length of the  com plex spectrum  and degree of spectra l 

sm oothing to  be specified . Smoothing is perform ed by the  m ethod of 

'ad jacen t sum' sm oothing described in Section 3.1.4.4 (Equation 3.26). 

Energies can be transform ed to  decibels if required.

F urther options allow symbols (associated with each horizon) and plotting 

window to  be specified.

(m) Resam ple a  new da ta  se t from  within th e  cu rren t da ta  se t: "SELECT".

This task can be used to reduce the  am ount of inform ation in a d a ta  se t. 

The required range of equispaced ground points are  se lec ted  from  the  

cu rren t d a ta  se t using an in teger m ultiple of the  old ground point 

spacing.

(n) Design a sm ooth curve and sam ple equispaced param eter values for a

single ho rizon /param eter vector: "SPLINE".
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P aram e ter values are  sampled a t  each ground point from  a smooth curve 

com posed of a series of local cubic splines. The curve is constrained to 

pass through da ta  points which are  e ith e r existing param eter values a t 

se lec ted  ground points or new p aram eter values a t spcified CMP 

num bers.

It is im portan t to note th a t SPLINE is m erely another 'housekeeping' 

operation  to  ensure th a t the  da ta  conform s to  the  KRUNCH data  

s tru c tu re . No ex tra  inform ation is provided by the  sampling, and if 

SPLINE is used to  smooth existing da ta  the original wavenumber con ten t 

may be severely d isto rted .

5.3.2 D ata Transfer Tasks

The following tasks are  necessary to  tran sfe r d a ta  betw een files and the 

KRUNCH m atrix :

(a) Read the  new cu rren t da ta  se t into the KRUNCH m atrix  from  a d irec t 

access file: "DREAD".

The d a ta  se t is addressed via a 'keyword' (w ritten  by a DWRITE 

instruction , see below) and its  con ten ts  a re  defined by the  la st LINDEF 

instruction .

(b) W rite the cu rren t da ta  se t from  th e  KRUNCH m atrix  to a d irec t access 

file: "DWRITE".

The da ta  se t is assigned a user-specified  'keyword' by which it  is 

identified  for fu tu re  addresses by DREAD.
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(c) Read a ho rizon /param eter vecto r into the KRUNCH m atrix  from  a

fo rm atted  file; "INPUT".

This task  is used in the c rea tio n  of a da ta  se t from  d a ta  on d iffe ren t files 

in varied fo rm ats. P aram e ter values for specified ground points a re  read 

from  the  required file in a  user-defined FORTRAN fo rm at. The file  can 

be rewound and card  im ages skipped over as necessary.

INPUT also allows a ho rizon /param eter vecto r in an existing d a ta  se t to  

be overw ritten .

(d) Open a file for subsequent read /w rite  operations; "OPENF".

Both fo rm atted  and d irec t access files can be opened.

(e) W rite specified horizon /param eter vecto rs from  the  KRUNCH m atrix  to

a fo rm atted  file: "OUTPUT".

This task  allows p aram eter values for specified ground points to  be 

w ritten  to  a file in a user-defined FORTRAN fo rm at.

5.3.3 User F acilities

These tasks have been im plem ented in order to aid the user while running 

KRUNCH:
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(a) List the specification  of a KRUNCH instruction : "HELP".

The re levan t p art of th e  KRUNCH docum entation file  (Appendix 5A) is 

d irec ted  to  the  cu rren t output device.

(b) C rea te  a list of p re -se t instructions which can subsequently be invoked 

repeatedly : "MACRO".

This task is particu larly  useful when a standard  se t of instructions is 

required for each seism ic line in a  runstream  processing several lines.

(c) R eset cu rren t input or p rin t file: "RESET".

This task allows standard  runstream s to  be read from  d iffe ren t files and

d irec ts  required parts  of p rin tou t to  d iffe ren t files.

(d) Stop the  program : "STOP".

A log of all instructions processed in the  run is au tom atically  appended 

to  the  cu rren t prin t file.

(e) List deta ils  of the cu rren t version of KRUNCH to the cu rren t p rin t file:

"VERSION".

This task lists the res tric tio n s  imposed by FORTRAN array  sizes eg. 

maximum number of horizons and maximum number of ground points in 

the KRUNCH m atrix , maximum length of the complex spectrum  used in 

PSPEC and maximum number of files which can be opened to  the run.
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5.4 EXAMPLES

Some typ ical task  sequences are  included here to  show the varied uses of 

KRUNCH. The sequences below are  m erely intended to  illu s tra te  th e  logic used 

by KRUNCH; the  ac tu a l instructions necessary  to  run the  program  are  included 

in Appendix 5B.

Exam ple 1. INITIAL KRUNCH RUN:

To read in tim es, m oveout velocities and crossline tim e slopes; ca lcu la te  inline 

tim e slopes; plot graphs of each p aram eter and sto re  the cu rren t da ta  se t on a 

new d irec t access file . The indented sequence can be repea ted  for successive 

lines:

START

OPEN TIME FILE 

OPEN MOVEOUT VELOCITY FILE 

OPEN CROSSLINE TIME SLOPE FILE 

OPEN NEW DIRECT ACCESS FILE 

DEFINE LINE 

READ TIMES

READ MOVEOUT VELOCITIES 

READ CROSSLINE TIME SLOPES 

CALCULATE INLINE TIME SLOPES 

PLOT GRAPHS OF INPUT DATA

WRITE CURRENT DATA SET TO DIRECT ACCESS FILE

STOP
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Exam ple 2. SMOOTHING MOVEOUT VELOCITIES AND CALCULATION OF 

MIS-TIES:

To design a sm oothing filte r; read in the  cu rren t d a ta  se t; f ilte r  m oveout 

velocities and in te rp o la te  f ilte red  m oveout velocities a t  in tersections of crossing 

lines w ith the cu rren t line. The indented sequence is repea ted  for each line and 

m is-ties a re  ca lcu la ted  from  the  in tersection  data  a t  th e  end of th e  run:

START

OPEN OLD DIRECT ACCESS FILE 

DESIGN FILTER

DEFINE LINE

READ CURRENT DATA SET FROM OLD DIRECT ACCESS FILE 

FILTER MOVEOUT VELOCITIES

INTERPOLATE FILTERED MOVEOUT VELOCITIES AT LINE INTER

SECTIONS

CALCULATE MOVEOUT VELOCITY MIS-TIES 

STOP

Exam ple 3. HUBRAL 3D INVERSION:

To design the 'optim um ' sm oothing f ilte r  (based on previous tests); read in the 

cu rren t da ta  se t; f ilte r  moveout velocities; perform  Hubral 3D inversion a t  each 

ground point; plot graphs of derived in terval velocities and w rite  the  updated 

cu rren t da ta  se t to  a new file . The indented sequence can again be repea ted  for 

successive lines:

START

OPEN OLD DIRECT ACCESS FILE 

OPEN NEW DIRECT ACCESS FILE 

DESIGN FILTER
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DEFINE LINE

READ CURRENT DATA SET FROM OLD DIRECT ACCESS FILE 

FILTER MOVEOUT VELOCITIES 

HUBRAL 3D INVERSION

PLOT GRAPHS OF DERIVED INTERVAL VELOCITIES

WRITE UPDATED CURRENT DATA SET TO NEW DIRECT ACCESS

FILE

STOP
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5.5 SUMMARY

A com puter program  has been w ritten  to  handle a database  consisting of tw o- 

way ze ro -o ffse t tim es, moveout velocities and tim e slopes w ith the  prim ary 

objective of allowing regional Hubral 3D inversions. The database system  

KRUNCH allows extensive processing of the da ta  both before and a f te r  

inversion.

KRUNCH is a line-o rien ta ted  piecew ise velocity inversion system . Each 

inversion takes place a t a single ground point and is very largely independent of 

the  surrounding data .

The KRUNCH database was used to  process much of the inform ation presented 

in C hapter Three, and is used extensively in C hapters Six and Seven.
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6. APPLICATION OF THE LOCAL INVERSION TECHNIQUE TO 

SYNTHETIC DATA OBTAINED BY MODELLING OVER COMPLICATED 

GROUND MODELS

This chap ter p resen ts the resu lts  of applying th e  local inversion technique to  

'synthetic ' d a ta  obtained by ray trac ing  over various ground models. CMP 

raypaths have been traced  to ca lcu la te  two-way stack  tim es and moveout 

velocities, which have then been processed by KRUNCH (C hapter Five) to  derive 

in terval velocities and depths. Com parison with the  original ground models then 

allows the  perform ance of the  local inversion technique to  be assessed over 

d ifferen t subsurface fea tu res.

The scope of th is chap ter is lim ited to  an illu stra tion  of c h a ra c te ris tic  anom alies 

which a re  liable to  occur over a selection  of typ ical subsurface fea tu res . In view 

of the  large number of variables involved, it is neither feasib le nor desirable to  

genera te  a su ite of 'ch a rac te ris tic  m oveout velocity  curves' in the  sam e way as is 

done for m agnetic or e lec trica l resis tiv ity  in te rp re ta tio n . Consider, for 

exam ple, the  number of perm utations of depths, dips, layer thicknesses, fau lt 

throw s, in terval velocities and spread geom etries for a simple two layer fau lt 

modell R ather, the in tention is to  provide exam ples of system atic  in terval 

velocity  e rro rs which can be caused by typical subsurface configurations.

It is im portan t a t  th is stage to  s tress  the  te rm s of re fe ren ce  for th is study. The 

objective is to assess the  accuracy  of in terval velocities derived by th e  local 

inversion technique. This approach is not equivalent to  th a t of Blackburn (1980), 

where the  d ifference betw een m oveout velocity  and tru e  vertica l average 

velocity  was used to  ind icate the  'accuracy ' of m oveout velocity . The la tte r  

approach carries  the im plicit assum ption th a t velocity  derivation and depth 

conversion is constrained to  one dimension (the vertica l). This, of course, is not
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necessary  if Hubral's 3D inversion m ethod (C hapter Four) is to  be used, and th e  

c o rre c t philosophy should be to  m onitor the  derived in te rv a l velocities.

All CMP ray trac ing  was perform ed by th e  BP London Ray trac in g  Program . 

R elevan t deta ils  of the  program  a re  discussed briefly  in Section 6.1.

The following four sections a re  then devoted to  a  study of th e  perfo rm ance of 

the  local inversion technique in th e  presence of re f le c to r  dip, velocity  gradients, 

fau lting  and re fle c to r  cu rvatu re .

Section 6.6 presen ts CMP modelling and Hubral inversion of a typ ical N orth Sea 

sa lt dome model. The use of ’d irec t' and 'laye r-by -layer ' inversions in 

conjunction with smoothing is discussed.
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6.1 THE BP RAYTRACING PROGRAM

The BP London 2D ray tracing  program  was used to  genera te  two-way stacked 

tim es and m oveout velocities over the  ground models studied in th is chap ter. 

The program  can handle 2D ground models including curved and discontinuous 

re fle c to rs  bounding layers of e ith e r constan t or variab le in terval velocity . Two 

'm odes' of ray trac in g  a re  p ertinen t to  the  exam ples shown in th e  following 

sections, nam ely ze ro -o ffse t ray tracing  and CMP gather ray trac ing .

Z ero -o ffse t ray trac ing  is commonly used to  sim ulate the  tim es observed on CMP 

stacked  sections, each tra c e  of which ideally rep resen ts the  energy arriving a t 

z e ro -o ffse t (Section 1.1.3). Z ero -o ffse t raypaths are  shown for some of th e  

ground models in th is ch ap ter as they provide a guide to  th e  approx im ate position 

of the  CMP gather raypaths, and hence an indication of the  subsurface sampling.

CMP gather ray trac ing  has been used to  ca lcu la te  tw o-w ay stacked  tim es and 

m oveout velocities over each of th e  ground models. The ga ther is defined by: 

th e  num ber of trac e s , n^; 

the  near o ffse t, x j; and

the  o ffse t increm ent (or tra c e  spacing), Ôx.

The spread length is then simply xj + (n^-1) ôx . In order to  tra c e  the  CMP 

gather raypaths to  a re fle c to r, the  program  s ta r ts  by trac ing  th e  ze ro -o ffse t 

raypath . The near o ffse t raypath  is then calcu la ted  using th e  em ergence angle 

and RMS velocity  along the  zero -o ffse t raypath  in a com plica ted  ite ra tio n  

procedure. Subsequent o ffse t raypaths a re  then  calcu la ted  ite ra tiv e ly  using the 

knowledge gained from tracing  the  preceding o ffse t. When all^o ffse t raypaths 

have been traced , the tw o-w ay stacked  tim e and m oveout velocity  a re  ca lcu la ted  

from the  (zero -o ffse t) in te rcep t and gradient of the  le ast squares line through 

the T ^ - X '  d a ta  (Section 1.1.8).
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An im plicit assum ption throughout m ost of th is chap ter is th a t the  ray 

th eo re tic a l approach outlined here is an adequate  rep resen ta tion  of the  full wave 

th eo re tica l response of the  ground model to  seism ic re flec tion  processes. 

A tten tion  is drawn to  the  cases w here th is assum ption is suspect. R aytracing  is 

not a p e rfec t sim ulation of seism ic reflec tion  processes, and the  moveout 

velocities ca lcu la ted  here should only be regarded as rep resen ta tiv e  of th e  da ta  

one would expec t to  obtain over com parable subsurface fea tu res  using real 

seism ic recording and processing m ethods. Sim ilarly the  stacked  tim e, sim ulated 

from  the in te rc e p t tim e in the T ' -  X* f it  ra th e r than  th e  ac tua l zero -o ffse t 

norm al incidence tim e, is an approxim ation.
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6.2 REFLECTOR DIP AND MULTILAYERED MODELS

The m a te ria l in th is  brief section has been covered previously but is included 

here for em phasis. C hapter Four showed th a t Hubral's inversion algorithm  can 

be used to  derive a ground model consisting of layers of uniform velocity  

separa ted  by plane re flec ting  in te rfaces  of a rb itra ry  dip and strik e  if the norm al 

m oveout velocities, tw o-way tim es and orthogonal tim e slopes a re  known. Since 

th e  m oveout velocity  over such a simple model is known to  be a slightly biased 

o v eres tim a te  of th e  norm al moveout velocity  (Section 4.3.4), it  can be adjusted 

accordingly to  allow a very acc u ra te  inversion. Such an ad justm ent can be made 

simply by CMP ray tracing  over an approxim ate ground model, which is likely to 

yield a su ffic ien tly  accu ra te  es tim a te  of the  'spread length  bias'.

If the  Hubral algorithm  is used, the  extension to  th ree  dim ensions causes no 

e rro rs  in th e  inversion if the  subsurface conform s to  the  ground model assum ed. 

R eflec to r dip and m ultilayering need cause few problem s in the  derivation of 

in te rv a l velocities if the Hubral algorithm  is used.
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6.3 VELOCITY GRADIENTS

The e ffe c t of linear velocity  grad ien ts on m oveout velocities was discussed 

qualita tively  in Section 1.4.2.5(a). Two models have been used in this section to  

g enera te  two-way stacked  tim es and m oveout velocities, which in tu rn  have been 

used in th e  Hubral algorithm  to  derive in terval velocities. Both models 

incorpora te  th ree  layers separa ted  by parallel dipping re flec to rs  inclined a t  5® to  

the  horizontal.

Model 1A (Figure 6.1a) has a vertica l velocity  grad ien t of 0.4 s“  ̂ in the  second 

layer defining a velocity  function of:

y 2 (z) = 2000 + 0.4z m /s

Model IB (Figure 6.1b) has a  horizontal velocity  g rad ien t of 0.035 s“  ̂ in the  sam e 

layer, defining the  velocity  function:

y 2 (x) = 2200 + 0.035x m/s

In both cases, it is noted th a t the gross (vertica l average) in terval velocity  of the  

second layer increases from  2200 m /s a t  x=0 to  2550 m /s a t  x= 10000m.

CMP raypaths w ere then traced  using the  following spread geom etry: 

number of traces: 10

near o ffse t: 300m

o ffse t increm ent: 300m

spread length: 3000m

with a su rface  CMP in terval of 1000m. The resu lting  tw o-w ay stacked tim es and 

m oveout velocities a re  listed  in Table 6.1 for th ree  rep resen ta tiv e  locations.
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The f irs t layer presents no problem s for the  inversion (Section 6.2) and has not 

been included in the  tab le .

These da ta  w ere then processed using KRUNCH. Time slopes w ere calcu la ted  

from the two-way stacked  tim es using Equation (5.1) and the  Hubral inversion 

was used to  derive in terval velocities and depths vertica lly  beneath  th e  CMP 

locations. Table 6.1 presents the  resu lts  of inversion, to g e th er w ith th e  ac tua l 

model values for com parison. The velocity  values in parentheses for layer 2 

ind icate th e  gross (vertica l average) in terval velocity  of th e  layer vertica lly  

below the  su rface CMP location.

R esults of the Hubral inversion are  seen to  be qu ite  favourable. In each case the  

in terval velocity  is slightly overestim ated  as a consequence of th e  spread length 

bias in the  moveout velocities. N ote th a t as the  depth of the  second layer 

increases, th e re  is m ore scope for the bending of CMP raypaths by refrac tio n  and 

the  inversion erro r increases accordingly. The increasing accuracy  of the  

derived in terval velocity  in layer 3 is probably fo rtu itous as a resu lt of the  

com pensation of inversion erro rs in th is layer and the layer above.

From the  discussion above, it  is evident th a t in terval velocities derived by the 

Hubral algorithm  are  not likely to  be seriously corrupted  by linear velocity  

gradients in isolation. The technique has been shown to  be robust in the  presence 

of re flec to r dip, both for a layer w ith a velocity  gradient and a layer beneath  it. 

The reason for this follows a 'swings and roundabouts' argum ent, as in a linear 

velocity  gradien t each CMP raypath  m ust sam ple both a lower and higher 

velocity  region. The moveout velocity  then tends to  th a t which would be 

observed for a constan t velocity  equal to  the  average of th e  local velocity  

distribution sampled by the  CMP gather raypaths. The derived in terval velocity  

is th e re fo re  a good approxim ation to  the  local average velocity  of the  in terval.
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One fu rther point is worthy of note in th is exam ple. Although the  inversion 

d e tec ts  th e  presence of a velocity  grad ien t quite accu ra te ly , it is im possible to  

determ ine the p recise natu re  of the  gradien t if the  layer is dipping. Specifically , 

from  the  tw o-w ay stacked  tim es and m oveout velocities in this exam ple the  

d irection  of the  gradient is unresolved, since near-iden tical su rface m easure

m ents are  obtained for both the  vertica l and horizontal g radients. However, if 

the  layer is horizontal, the  v ertica l velocity  gradient has no e f fe c t and the 

la te ra l velocity  grad ien t can be isolated .
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6.4 FAULTING

The e ffe c ts  of subsurface fau lting  have been discussed qualita tively  in Section 

1.4.2.5(c). Figure 6.2 shows a CMP gather passing over Model 2, which consists 

of two horizontal layers cu t by a v e rtica l fau lt. CMP raypaths have been traced  

using th e  following spread geom etry: 

number of traces: 10

near o ffse t: 300m

o ffse t increm ent: 300m

spread length: 3000m

w ith a surface CMP in terval of 50m.

Figures 6.3a and 6.3b show the  two-way stacked  tim es and m oveout velocities 

obtained from  the  ray tracing  exerc ise . As th e  f irs t re fle c to r is horizontal on 

e ith e r side of the  fau lt and has a constan t m oveout velocity  of 2000 m /s, the  

f irs t layer p resents no problem s for the inversion. D ata a re  th e re fo re  presented 

only for horizon 2 in the  lower p a rt of Figure 6.3.

The fau lt is sam pled by CMP gathers betw een 4400m and 5650m. In th is zone, 

both tw o-w ay stacked tim es and m oveout velocities exhibit variations which are  

sum m arised in Table 6.2. Whereas the  d ifferences betw een tw o-w ay stacked  and 

ze ro -o ffse t tim es a re  sm all (maximum 12 ms), th e  d ifferences betw een moveout 

velocities and vertical RMS velocities (the corresponding zero -o ffse t param eter 

in th is exam ple) a re  considerable. In addition, th e  swing in m oveout velocity  is 

in th e  opposite sense to  th a t of the real velocity  d istribution as m easured by the 

v e rtica l average or RMS velocity .

In terval velocities and depths estim ated  by the  Hubral algorithm  are  presented in 

F igures 6.3c and 6.3d, respectively . Each in terval velocity  is p lo tted  a t the
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corresponding norm al incidence point location since this is more rep resen ta tiv e  

of the  zone sam pled by the  CMP gather than a vertica l projection below th e  

surface location . Sim ilarly, depths a re  p lo tted  as norm al incidence points ra th e r 

than depths on the  plane re fle c to r  ex trapo la ted  to  below the  su rface CMP 

location. The ac tua l in terval velocities and depths of the  model a re  included as 

solid lines.

Both in terva l velocities and depths a re  overestim ated  away from  th e  fau lt. This 

is a d irec t consequence of the  spread length bias, the  m agnitude of which is 

slightly g re a te r  to  the  le f t  of th e  fau lt w here the  re flec to rs  a re  shallower and 

the re frac tio n  of o ffse t raypaths is g rea te r. In the  vicinity of the  fau lt, 

however, th e  derived in terval velocities and depths a re  seriously in e rro r. Both 

are  underestim ated  to  the  le f t  of the  fau lt and overestim ated  to  the  righ t of the 

fau lt in accordance with the  anom alous m oveout velocity  fluctuation  on the 

second horizon. The in terval velocity  errors of around 20% on both sides of the 

fau lt a re  genera ted  wholly by two-way stacked  tim e and moveout velocity  

varia tions on horizon 2, since the  inversion is acc u ra te  down to the  firs t horizon 

(see above).

The apparen t focussing of derived norm al incidence points to  th e  le f t of the  fau lt 

and defocussing to  the righ t of the fau lt (Figures 6.3c and 6.3d) is caused by 

varia tions in the  two-way stacked tim e around the  fau lt. Close observation of 

Figure 6.3a shows th a t on both sides of the  fau lt th e re  is a sm all com ponent of 

tim e dip (tim e increasing to  the right) in the  tw o-w ay stacked  tim es to  horizon 2 

caused by th e  asym m etry of o ffse t raypaths in the  CMP gather crossing the 

fau lt. A dditional fluctuation  in two-way stacked  tim es is caused by a reduction 

of raypaths available for th e  T^ - X* calcu lation  a t  CMP locations w here the 

ray trac in g  algorithm  fails a t one or m ore o ffse ts . The ex ten t to  which the la tte r  

e f fe c t is a tru e  rep resen ta tion  of re flec ted  energy on the  CMP stacked  section is
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uncertain , but the elem ent of tim e dip is thought to  be likely to occur on a 

s tacked  section . For this model, how ever, th e re  would be no such tim e dip on a 

tru e  ze ro -o ffse t section. This tim e dip leads to  a non-vertical zero -o ffse t ray 

being traced  by the  inversion algorithm  and a consequent m igration of normal 

incidence points 'updip' to  the  le f t . A cursory in te rp re ta tio n  of Figure 6.3d 

would erroneously position the  fau lt around 4750m w ith additional fau lts  around 

4500m and 5500m.

Since fau lts  rarely occur in isolation in n a tu re , and indeed rare ly  in th e  simple 

configuration discussed above, real m oveout velocity  profiles are  generally a 

com plicated  superposition of the  sim ple type  of m oveout velocity anomaly 

presented  here. A ttem pts to e s tim a te  in te rv a l velocities and depths using the  

Hubral algorithm  in fau lted  areas should th e re fo re  be avoided w here possible.



-  201 -

6.5 REFLECTOR CURVATURE

R eflec to r cu rvatu re  can have a significant influence on m oveout velocities and 

the  derived in terval velocities. In the co n tex t of in terval velocity  derivation by 

the Hubral algorithm , th is is a com posite e f fe c t m anifest both in cu rvature of 

the  re flec to r a t the  base of the  'ta rg e t ' layer and in th e  curvature of 

'in te rm ed ia te ' re flec to rs  above th e  ta rg e t layer. If, as is generally  th e  case, the 

re f le c to r  includes com ponents of both cu rvatu re  and dip, the  f irs t e f fe c t causes 

a spread of re flec tion  points for the  CMP gather raypaths which is d ifferen t to  

th a t caused by the  dip com ponent alone. The e f fe c t of re fle c to r curvature a t 

the  base of the ta rg e t layer can be best dem onstrated  by reference  to  the  

varia tion  of m oveout velocities and derived in terva l velocities a t  the  base of a 

single uniform velocity  layer. The e f fe c t of cu rva tu re  of in term ed ia te  re flec to rs  

was introduced in Section 1.4.2.5(b) as a 'velocity  rep lacem en t' e f fe c t and can be 

iso la ted  by re fe ren ce  to  a sym m etrically  folded sequence w ith vertica l fold axes, 

which includes a uniform velocity ta rg e t layer beneath  a layer of d iffe ren t 

velocity . In this way the  CMP gather raypaths have a tru e  'common reflection  

point' for CMPs vertically  above the. fold axes, and re fle c to r cu rvatu re  a t the 

base of the  ta rg e t layer has no e ffe c t. This section  p resents an exam ple to 

illu s tra te  the  natu re  of both e ffec ts , neither of which can be co rrec tly  

accom odated by the  Hubral inversion algorithm .

Model 3 (Figure 6.4) includes two layers which have been folded to  form a 

syncline betw een two anticlines. Both re fle c to rs  a re  in fa c t described by 

sinusoids of am plitude 200m and w avelength 4000m. The folding is th e re fo re  

parallel.

F igure 6.4 shows zero -o ffse t raypaths and CMP raypaths to both re flec to rs . The 

ze ro -o ffse t raypaths w ere traced  using a constan t norm al incidence point spacing
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of 100m along the re flec to rs  and ind icate  th e  subsurface sampling p a tte rn . N ote 

particu larly  th a t horizon 2 has a su rface  focus d irec tly  over the  syncline (Figure 

6.4c). CMP raypaths w ere traced  using a spread defined by: 

number of traces: 10

near o ffse t: 300m

offse t increm ent: 300m

spread length: 3000m

w ith a surface CMP in terval of 250m. For the  sake of c la rity , only the  gathers 

for CMPs a t 3000m, 4000m cind 5000m have been displayed. The lack of

sym m etry in the CMP raypaths to  horizon 2 over the  synclinal axis is due to  the

surface focus, as many d iffe ren t raypaths a re  possible a t  each o ffse t. The

raypaths shown in the  figure rep resen t just one solution.

Two-way stacked  tim es and m oveout velocities obtained during th e  CMP 

ray trac ing  are  illu stra ted  in Figure 6.5 and sum m arised in Table 6.3. Moveout 

velocity  variations on the f irs t horizon a re  less than 5%, being controlled  largely 

by dip and curvatu re  a t th e  base of the  layer. In co n tra s t, th e  moveout velocity  

swing from anticline to  syncline for th e  second horizon is around 25%. This 

considerable variation  is a ttr ib u ted  largely to  d istortion  of the  raypaths by 

re frac tio n  a t the firs t horizon as pred icted  in Section 1.4.2.5(b) (note the 

sim ilarity  of Figures 1.8 and 6.4e).

It is im portan t to  note th a t the  m oveout velocity  profiles in Figure 6.5b provide 

a ra th e r sim plified p ic ture  of the tru e  m oveout velocity  variation  over the  

syncline. A sym m etry in the moveout velocity  profile for horizon 2 (d iffe ren t 

m oveout velocities for CMPs a t  4750m and 5250m) is indeed sym ptom atic of the 

fa c t th a t the  tru e  m oveout velocity  variation is m ultivalued in the  vicin ity  of the 

su rface  focus. The ite ra tio n  algorithm  in the  ray tracing  program  has chosen 

d iffe ren t CMP ray fam ilies on e ith er side of the  synclinal axis. Moveout
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velocities in th is zone are  th e re fo re  not single precise values, but sam ples drawn 

from  a m ultivalued population. However, the  m oveout velocities are  thought to 

be rep resen ta tiv e  of the general trend  as the  discrepancy noted above is small 

com pared to  the  to ta l variation of moveout velocity  on horizon 2 (Figure 6.4b).

The two-way stacked  tim es and m oveout velocities w ere then  processed in 

KRUNCH. Having calcu la ted  the  inline tim e slopes, a 'd irec t' inversion (Section 

4.5.3) was used to derive in terval velocities and depths (Figures 6.5c and 6.5d) 

which are  again p lo tted  a t norm al incidence point locations. The actual in terval 

velocities and depths of the  model are  included as solid lines.

Derived in terval velocities for the  f irs t layer are  generally accu ra te , with 

ex trem al values of 1979 m /s for CMPs a t 2000m, 4000m, 6000m and 8000m and 

2043 m /s for CMPs a t  4750m and 5250m. These erro rs occur because the  CMP 

raypath  reflec tion  points a re  dispersed over a curved re fle c to r a t the  base of the 

ta rg e t layer and not the  linear re fle c to r assum ed by th e  Hubral algorithm . The 

dip co rrection  (m ultiplication by a cosine) inherent in Equation (4.36) then tends 

to  overco rrec t on convex-upw ard surfaces (near the  an tic linal axis) and under- 

c o rre c t on concave-upw ard surfaces (near th e  synclinal axis). The in terval 

velocity  is obtained precisely on the  fold axes since the  dip is zero and th e re  is 

no spread of reflec tion  points.

In terval velocities in the second layer are  adversely a ffec ted  by the  anomalous 

fluctuations of moveout velocity  on horizon 2 which w ere in turn  caused by the 

cu rvatu re  of the f irs t re flec to r. Table 6.3 shows th a t in terval velocities derived 

over the c re s t of th e  anticlinal axis a re  over 10% too low, while those directly  

over the synclinal axis are  over 30% too high. These erro rs a re  due to  the second 

e ffe c t of re flec to r cu rvatu re  discussed above, nam ely the  cu rvatu re  of an in te r

m ediate re flec to r. Since the ex trem al in terval velocity  e rro rs for layer 2 occur
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over th e  fold axes (where the e f fe c t of cu rva tu re  a t th e  base of the  ta rg e t layer 

is zero), i t  m ust be concluded th a t of the  two e ffe c ts  of re fle c to r cu rvatu re  

introduced a t the  s ta r t  of the  section , th e  e f fe c t of cu rvatu re  of in term ed ia te  

re flec to rs  is dom inant for th is model.

The im plications of these in terval velocity  erro rs  a re  readily apparen t in the 

depth conversion shown in Figure 6.5d. The s tru c tu re  on re fle c to r 2 is 

exaggerated  by th e  depth conversion as the  depth es tim ates  to  the an tic line and 

syncline a re  too shallow and too deep respectively . N ote th a t this e f fe c t is not 

equivalen t to 'velocity  pull-up' in the  trad itional sense (as observed on tim e 

sections), but a consequence of using the  wrong in terval velocity  for depth 

conversion.

It is now tim ely  to  rem ark upon an in teresting  and significant paradox. While th e  

m oveout velocity  on horizon 2 increases considerably from  an ticline to  syncline, 

both v e rtica l average and RMS velocities decrease as the  lower velocity  firs t 

layer th ickens tow ards the synclinal axis (Table 6.3). A velocity  - tim e crossplot 

(Figure 6.5e) shows th a t care  should be exercised in th e  in ference of average 

velocity  - tim e trends from m oveout velocity  - tim e trends if significant 

re fle c to r cu rv a tu re  exists.
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6.6 A NORTH SEA STRUCTURE

As a fu rther dem onstration of the e ffe c ts  of re fle c to r cu rvatu re , a more 

rea lis tic  model has been studied which is typical of th e  sa lt s tru c tu res  in the  

southern p art of the  N orth Sea. Model 4 is taken from  an exam ple in Taner, 

Cook and Neidell (1970) and is shown in Figure 6.6a. Since the  s tru c tu re  is 

sym m etrical, only one side is shown in the figures accom panying this section.

The main fea tu re  in the  model is the Zechstein sa lt dome which rests  on 

horizontal R otliegendes sands. The sa lt dome was form ed by w ithdraw al of sa lt 

from  what now appears as a rim syncline which developed during the  Triassic, 

and to  a lesser ex ten t during the  Ju rassic . The sequence is then com pleted by 

C retaceous and T ertiary  sedim ents which drape over the  Zechstein high and 

thicken downflank. A w ater depth of 160 f t  and w ater velocity  of 5000 f t / s  have 

been assumed. Except for the velocity  inversion a t  the  base of th e  C retaceous 

chalk, the  layer velocities increase progressively w ith depth down to  the base of 

the sa lt.

Z ero-offset raypaths to  each of the five geological boundaries a re  shown in 

Figure 6.6. Rays have been traced  a t in tervals of 250ft along the  re flec to rs . 

The buried focus over the  rim syncline a t the  base of the  Triassic is particu larly  

striking, and note also th a t this syncline focusses the  zero -o ffse t rays down to  

the base of the sa lt.

CMP raypaths have been traced  over the  model using the  following spread 

geom etry:

number of traces: 12

near o ffse t: 500 f t

o ffse t increm ent: 500 f t
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spread length; 6000 f t

w ith a surface CMP in terval of 500 f t .  A dditional CMP gathers  w ere ray traced  

over the  buried focus a t  the  base of th e  T riassic in order to  cover each of the  

th ree  reflection  segm ents in th e  zone of trip lica tion . Both tim es and moveout 

velocities are  m ultivalued in th is zone. The resu lting  tw o-w ay stacked  tim es and 

moveout velocities a re  presented in F igure 6.7. N ote th e  high moveout 

velocities for the base of the  Triassic over the  buried focus and th e  oscillatory  

ch a rac te r of the moveout velocities on the  base of th e  sa lt. It is im portan t to  

note here th a t the ray tracing  program  does not include th e  tre a tm e n t of phase 

variations associated  with buried focii in the  sim ulation of m oveout velocities.

These da ta  have been processed using KRUNCH, w here th e  buried focus causes 

an im m ediate problem . The KRUNCH d a ta  s tru c tu re  requires th a t the  tim e and 

m oveout velocity profiles be single-valued, and hence only p art of the  

trip lica tion  can be used. For th is reason, the  minimum tim e values and 

associated  m oveout velocities have been used in KRUNCH (highlighted by the  

solid lines in Figure 6.7) since these correspond to  th e  da ta  which can be 

generally be m ost easily recognised in real data .

These data  have been inverted  in four d iffe ren t ways, using the a lte rn a tiv e  

modes of inversion discussed in Section 4.5.3 and com binations of sm oothing the  

moveout velocities and in terval velocities. Smoothing has been perform ed by a 

one spread length boxcar moving average f ilte r , on the  som ew hat a rb itra ry  basis 

th a t such an operator has previously been successful in reducing anomalous 

com ponents of moveout velocity  (Section 3.2.3). This basis is, however, 

su ffic ien t for the purposes of testing  th e  a lte rn a tiv e  sty les of inversion. The 

derived in terval velocities a re  presented  in Figure 6.8, while the  resulting depth 

conversions a re  shown in Figure 6.9. For each inversion, the  derived in terval 

velocities and depths are  displayed as symbols, toge ther with the actual model 

values as solid lines.
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In the  d irec t inversions, the  local model is recovered com pletely a t  each ground 

point in tu rn  using in the f irs t case the  raw  m oveout velocities and in the  second 

case the  m oveout velocities sm oothed by the  spread length boxcar f ilte r . As 

expected , the  action  of sm oothing m oveout velocities causes a  reduction in the 

sc a tte r  of the  derived in terval velocities. In both cases the  in terval velocities 

tend to  be too low over th e  an tic line and too high over th e  syncline, giving rise 

to the  c h a ra c te r is tic  depth conversion erro rs  discussed in Section 6.5.

The layer-by-layer inversions show a fu rth er im provem ent in the  estim ation  of 

in terval velocities. Raw eind sm oothed m oveout velocities have been used in 

these  inversions, and in both cases the  in terval velocities have been smoothed by 

the  spread length boxcar f ilte r  before inversion of the  next layer. N ote th a t the  

in te rva l velocities a re  filte red  as an equispaced da ta  s e t in the  KRUNCH m atrix , 

and not exactly  as the in terval velocity  varia tion  appears on the  figure. The la st 

inversion, using both sm oothed m oveout velocities and in terval velocities offers 

the g re a te s t accuracy  of the four inversions. However, the  in terval velocity  

erro rs over both an ticline and syncline persist.

L ayer-by-layer inversion in conjunction with sm oothing both moveout velocities 

and in terva l velocities have th e re fo re  been successful in considerably improving 

in terval velocity  es tim ates  over a  rea lis tic  s tru c tu re . However, these techniques 

cannot e lim inate  the  ch a ra c te ris tic  in terval velocity  e rro rs associated  with long 

w avelength re fle c to r  cu rvatu re . The false  s tru c tu re  consequently generated  a t 

the  base of th e  sa lt dome should be noted.
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6.7 SUMMARY

CMP raypaths have been traced  through a purely illu stra tive  range of models in 

order to calcu la te  syn thetic  tw o-w ay stacked  tim es and moveout velocities. This 

inform ation should not be regarded as ex ac t since ray trac ing  is not a perfec t 

sim ulation of seism ic reflec tion  processes over a com plex subsurface. These 

da ta  have then been used to  e s tim a te  in terval velocities and m igrated  depths 

using the  Hubral algorithm  in th e  KRUNCH program .

R eflec to r dip and m ultilayering cause few problem s in the derivation of in terval 

velocities if the  Hubral algorithm  is used.

Interval velocities derived by th e  Hubral algorithm  are  not likely to  be corrupted  

by linear velocity  gradients in isolation. However, the precise na tu re  of th e  

velocity  gradient may not be resolved.

Faulting causes large fluctuations in both moveout velocities and derived 

in terval velocities. Faulted  zones should be avoided w herever possible for the  

purposes of in terval velocity  estim ation .

C urvature both of the re flec to r a t the  base of the ta rg e t layer and of 

in te rm ed ia te  re flec to rs  above th e  ta rg e t layer can have a significant influence 

on moveout velocities and the derived in terval velocities. Of th e  tw o, cu rvatu re  

of in term ed iate  re flec to rs  may be the dom inant e f fe c t and typically  causes 

in terval velocities to  be underestim ated  over an ticlines and overestim ated  over 

synclines if the layer velocities increase w ith depth. C are should be taken  in the  

inference of average velocity - tim e trends from  moveout velocity  - tim e trends 

if significant re flec to r cu rva tu re  is known to  ex ist.
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Layer-by-layer inversion in conjunction with sm oothing both m oveout velocities 

and in terva l velocities allows considerable im provem ent in in terval velocity  

es tim a tes. However, the  ch a ra c te ris tic  in terval velocity  erro rs  induced by 

re flec to r cu rvatu re  cannot be elim inated  and are  liable to  cause serious depth 

conversion erro rs.

Although no a tte m p t has been made to  c re a te  generalisations from  these models, 

some c h a ra c te ris tic  pa tte rn s of in terval velocity  errors have been recognised. 

Knowledge gained from  this study, a lbe it on a ra th e r qualita tive  basis, will allow 

a more confident evaluation of in terval velocities derived from  real seism ic 

data .
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7. APPLICATION OF THE LOCAL INVERSION TECHNIQUE TO REAL DATA

This, the  last chap ter, docum ents the p rac tica l application of the Hubral 

inversion algorithm  to derive in terval velocities from a real moveout velocity 

database. The overall aim is to  p resen t a logic which can be used to  obtain an 

optim al in terval velocity  solution based on objective c r ite r ia . It is accep ted  th a t 

this solution may require fu rther 'tidying up' before its u ltim a te  use in tim e to  

depth conversion. However, the procedure presented here does allow a far more 

objective approach than is typical of cu rren t p rac tice .

The firs t two sections review the real d a ta  used in this p ro jec t which was 

introduced in C hapter Two. Seismic p aram eters  are  prepared for the KRUNCH 

database, and then in terval velocities a t  wells are  com piled in a form suitable 

for checking in terval velocities derived by the Hubral algorithm .

The following two sections present the resu lts of d irec t and layer-by-layer 

inversion of the moveout velocity database. A su ite of possible in terval velocity  

solutions are  generated  by various moveout velocity  and in terval velocity  

smoothing com binations. O ptim al solutions are  then chosen by refe ren ce  both to 

the in ternal consistency of derived in terval velocities a t line in tersections and to  

the ir com parison with well in terval velocities. A calibration  is necessary in each 

case to  scale down in terval velocities derived by the Hubral algorithm  to f it 

those available from well inform ation. A fu rther section is included to  discuss 

the re la tiv e  m erits of d irec t and layer-by-layer inversion.
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7.1 PREPARATION OF DATA FOR INVERSION

In view of the numerous Hubral inversions to  be perform ed on the data  of 

C hapter Two, it was convenient to  firs t prepare a sep ara te  KRUNCH m atrix  

(Section 5.2) for each of the  eight lines of Survey A. Each such m atrix  could 

then be accessed easily in order to  re triev e  the  required da ta  for smoothing and 

Hubral inversions described in subsequent sections of this chap ter.

The p reparation  of two-way tim es, m oveout velocities, inline tim e slopes and 

crossline tim e slopes are  discussed in turn  below. The inclusion of a w ater layer 

of constan t thickness is also noted.

7.1.1 Two-Way Times

The tw o-w ay tim es available from the CMP stacked  sections of C hapter Two are 

assumed to  correspond to  the two-way ze ro -o ffse t tim es required for Hubral 

inversions. As the  subsurface geom etry  of the a rea  is re la tive ly  sim ple, the 

erro rs incurred by th is assum ption will be small by analogy with the d ifferences 

betw een zero -o ffse t tim es and stacked tim es observed over the ground models 

studied in C hapter Six.

It is desirable to rem ove the  ’lags' from seism ic tim es before inversion. Two-way 

tim es co rrec ted  in this way should provide a b e tte r  e s tim a te  of the two-way 

ze ro -o ffse t tim e, as the  delay imposed by the band-lim ited seism ic w avelet is

then rem oved. The following lags (estim ated  in Section 2.^.1) were rem oved

from the  CMP stacked section tim es for each horizon;

BROWN 21 ms

PINK 36 ms
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YELLOW 55 ms

ORANGE 29 ms

RED 35 ms

in order to  make this co rrection .

7.1.2 Moveout Velocities

As discussed in C hapters Four and Five, the  Hubral inversion algorithm  ideally 

requires norm al moveout velocities (as d istinct from  m oveout velocities) for the  

accu ra te  derivation of in terval velocities. U nfortunately , this p aram eter is not 

im m ediately available from  real data , and th e  observed m oveout velocities m ust 

be used as the  best and most convenient a lte rn a tiv e . One obvious source of e rro r 

introduced by this substitu tion is the spread length e f fe c t. This is discussed 

fu rther in Section 7.2.3.

These m oveout velocities are  subject to the fac to rs  discussed in Section 1.4, but 

since none of these e ffe c ts  are  likely to be constan t over the  survey area , the 

moveout velocity  profiles of C hapter Two have been used w ithout m odification.

7.1.3 Inline Time Slopes

Inline tim e slopes w ere calcu la ted  as the derivative of the  two-way stacked 

tim es with respect to  d istance along the seism ic line using the  CDTDX 

instruction  in KRUNCH (Section 5.3.1(a)). The calcu lation  was perform ed along 

continuous segm ents of a horizon betw een fau lts  in order to  avoid the  generation  

of spurious tim e slope values across discontinuities.
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The direction  of +x is defined as the d irection  of increasing shot point number 

for each line, and hence a positive inline tim e slope indicates th a t two-way tim es 

increase with shot point number.

Inline tim e slopes are  independent of the  lag corrections described in Section 

7.1.1.

7.1.4 Crossline Time Slopes

Crossline tim e slopes are  best estim ated  from  two-way stacked tim e maps for 

each horizon. However, such maps were only prepared for the Yellow and Red 

horizons, and in order to m aintain consistency for all five horizons a d ifferen t 

m ethod was used.

Since the seism ic da ta  of Survey A w ere co llec ted  on a rec tangular grid, the 

crossline tim e slope a t a line in tersection  can be m easured d irec tly  from the 

inline tim e slope of the horizon on the in te rsec ting  line. For each line the 

direction  of +y is determ ined by the  previously defined +x and +z (vertically  up) 

axes. A crossline tim e slope was estim ated  for each horizon a t each in tersection  

point, giving control a t intervals of approxim ately  1 km along each line. The 

required equispaced crossline tim e slopes w ere then linearly  in terpo lated  along 

each horizon from these control points. C are was again taken to re s tr ic t this 

in terpolation to continuous tim e segm ents betw een fau lts  in order to  avoid 

spurious tim e slope values. Although in areas of very com plex s tru c tu re  this 

procedure may be suspect, re ference  to  the tw o-w ay tim e maps in C hapter Two 

(Figures 2.16 and 2.17) indicates th a t the s tru c tu re  is in this case simple enough 

to allow linear in terpolation of crossline tim e slopes betw een in tervals of 1 km.

Crossline tim e slopes are  again independent of lag co rrections.
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7.1.5 W ater Layer

A w ater layer has been introduced into the da ta  before inversion by including a 

horizon a t the seabed. C onstant values of two-way zero -o ffse t tim e (81 ms) and 

m oveout velocity  (1480 m/s) have been se t for this horizon, corresponding to an 

e ffec tiv e  w ater depth of 60 m (m easured from the Survey A datum . Section 

2.1.1), with a w ater velocity of 1480 m /s. Both inline and crossline tim e slopes 

a re  zero as the  assumed seabed is horizontal. This inclusion m erely subdivides 

the upperm ost Surface - Brown seism ic in terval in order to separate  the w ater 

layer from  the Seabed - Brown lithological in terval.
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7.2 SUMMARY OF WELL INFORMATION

Comparison with in terval velocities a t  wells provides the u ltim a te  te s t of the 

validity of in terval velocities derived by the Hubral algorithm . In view of the 

im portance of well velocities, the th ree  v ertica l wells and one deviated well 

available for this study (C hapter Two) are  seen to be a sparse database. 

M oreover, it is reduced still fu rther since no detailed  velocity  analyses were 

perform ed for seism ic line A-136 which ties to  Well B, and hence this well 

cannot be used for the purposes of checking in terval velocities derived from 

m oveout velocities. Wells A and C (together with the deviated  well CC) 

the re fo re  provide the only opportunities for this crucial com parison.

7.2.1 In terval V elocities a t  Wells

The well in terval velocities which have been used for checking the derived 

in terval velocities are  those which best correspond to the velocities sampled 

along the hypothetical ze ro -o ffse t raypaths which are calcu la ted  by the  Hubral 

algorithm . This approach is generally not equivalent to checking derived in terval 

velocities against the  precise in terval velocities encountered along each well 

bore (except for the sim ple case of a vertica l well and horizontal layering). This 

la tte r  approach has not been adopted since in this case the in terval velocities  do 

not correspond to ze ro -o ffse t raypaths. The estim ation  of in terval velocities for 

ground points a t  the su rface locations of Wells A and C is discussed below.

Since Well A lies very near to the c re s t of the s tru c tu re  and the re f le c to rs  a re  

locally near-horizontal, the zero -o ffse t raypaths calcu la ted  in the Hubral 

algorithm  are near-vertica l. As Well A is vertica l, the ze ro -o ffse t raypaths 

sample the  velocity distribution of the  rocks close to the well bore and the 

in terval velocities derived by the Hubral algorithm  can be com pared d irec tly
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with those obtained from  the  calib ra ted  velocity log a t the  well. These interval 

velocities have been presented  previously in C hapter Two (Table 2.9) and are  

sum m arised below:

WELL A: SEABED
1969 m/s

BROWN
2104 m/s

PINK
2414 m/s

YELLOW
4038 m/s

ORANGE
3086 m/s

RED

are  available a t  Well A

and line A -132 a t shot point 240.

The com parison of in terval velocities a t  Wells C and CC is less straigh tfo rw ard . 

As these wells w ere drilled on the flank of the s tru c tu re  where re flec to rs  are 

dipping and velocity  grad ien ts have been observed (Section 2.4.2), the  zero -o ffse t 

raypaths ca lcu la ted  by the Hubral algorithm  for a ground point a t the surface 

location of th e  well a re  not v ertica l. In terval velocities derived by the  Hubral 

algorithm  th e re fo re  cannot s tr ic tly  be checked d irec tly  against those obtained 

from th e  ca lib ra ted  velocity  logs for the vertica l Well C or the deviated  well 

CC, as the ze ro -o ffse t energy is not travelling  along e ither of the well bores. 

Since the deviated  well CC kicked off from the vertica l above the depth 

corresponding to the Brown horizon, all seism ic in tervals a re  a ffec ted .

In order to e s tim a te  the appropria te  in terval velocities a t a fixed surface 

location, the BP ray trac ing  program  (Section 6.1) was used. A ze ro -o ffse t 

ray path was traced  to each re flec to r of the  ground model defined by the depths, 

dips and in tervaf velocities for Wells C and CC in Table 2.11. Linear velocity 

g radients w ere assumed in each layer. As th e  deviation was drilled within one or
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two degrees of th e  true  dip d irection , th e  ground model has been assumed to  be 

tw o-dim ensional. The required in terval velocity  for a layer was then available as 

the in terval velocity  encountered in the model along the deepest segm ent of the 

ze ro -o ffse t raypath  to the re fle c to r a t the base of th a t layer. The following 

in terval velocities  were obtained:

WELL C /C C : SEABED
1971 m/s

BROWN
2131 m/s

PINK
2523 m/s

YELLOW
4340 m/s

ORANGE
3071 m/s

RED

These in terval velocities rep resen t those which would ideally be encountered 

along a ze ro -o ffse t raypath calcu la ted  by the Hubral algorithm . Although the 

modelling involved in this approach does introduce fu rth er uncerta in ty  into the 

checking procedure, the paucity of well inform ation requires th a t the da ta  for 

Wells C and CC must be used in some way. The in terval velocities above are 

subsequently re fe rred  to as those of Well C unless otherw ise s ta ted .

A fu rth er two seism ic ties are  available for Well C, as lines A -115 (shot point 

838) and A - 130 (shot point 312) in te rsec t a t  the surface well location.

7.2.2 Q uantification  of In terval Velocity Error

For each horizon, four tie s  a re  available to com pare in terval velocities derived 

by the Hubral algorithm  with the well in terval velocities presented  above. In the 

con tex t of this p ro jec t, the 'e rro r ' is defined as:

ERROR = HUBRAL INTERVAL VELOCITY - WELL INTERVAL VELOCITY (7.1)
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It is then possible to quantify the e rro r by calcu la ting  two s ta tis tic s  for each 

horizon, namely the sample mean and sample standard deviation of the four 

e rrors.

7.2.3 Expected Error due to the Spread Length E ffec t

Interval velocities derived by the Hubral algorithm  are  subject to the  g rea t 

varie ty  of fac to rs  influencing m oveout velocities described in Section 1.4. The 

m agnitude of one of the significant subsurface e f fe c ts  can be es tim ated  a t this 

stage , nam ely th a t due to the spread length. This e f fe c t is m anifest in in terval 

velocity estim ates since the norm al m oveout velocities (pertaining to zero 

spread length) are not available from real d a ta  and must be approxim ated by 

m oveout velocities which generally contain  a  positive bias (Section 1.4.2.1). 

V ariations of this bias betw een the horizons a t  the  top and base of an in terval 

are likely to cause a system atic  e rro r in the derived in terval velocities.

The magnitudes of such in terval velocity  e rro rs have been estim ated  for each 

layer by CMP ray tracing  over the ground models defined previously for Wells A 

and C (Tables 2.9 and 2.11), followed by Hubral inversion of the  modelled two- 

way stacked tim es, moveout velocities and tim e slopes. CMP ray tracing  was 

perform ed by the BP ray tracing  program using the  following CMP geom etry: 

number of traces: 10

near o ffse t: 300 m

o ffse t increm ent: 300 m

spread length: 3000 m

which is an adequate represen ta tion  of the  ac tu a l Survey A geom etry for this 

purpose. Two-way stacked tim es and m oveout velocities  were calcu la ted  for 

each horizon using CMP gathers cen tred  a t the su rface  locations of the  wells. In 

addition, the two-way stacked tim es were also ca lcu la ted  for a CMP gather
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cen tred  100 m d istan t from  the  su rface location of Well C in order to e s tim a te  

the inline tim e slopes for the dipping reflec tions observed over this model. Since 

this ground model is tw o-dim ensional (Section 7.2.1) the  crossline tim e slopes are  

zero , as a re  both inline and crossline tim e slopes for the horizontally  layered 

ground model a t  Well A. The tw o-w ay stacked tim es, m oveout velocities and 

tim e slopes obtained by CMP ray tracing  a re  presented in Table 7.1.

These da ta  were then used to derive in terval velocities in the Hubral algorithm . 

The resu lts  of inversion, together with the m agnitudes of the erro rs  (as defined 

in Section 7.2.2) are  also included in Table 7.1. N ote th a t the zero-value inline 

and crossline tim e slopes for the  ground model a t Well A imply a 'Dix' (ID) 

inversion, while the  zero-value crossline tim e slopes for the ground model a t  

Well C imply a 'Shah' (2D) inversion.

The erro r does not reach a significant level a t  depths shallower than the Yellow- 

O range (carbonate) in terval. The spread length e f fe c t within the shallower 

section is th e re fo re  small. Indeed, erro rs  of less than 5 m/s a re  probably 

dom inated by num erical inaccuracy. In co n trast, the erro r for the Yellow- 

Orange in terval reaches a value of around six per cen t a t  both wells. This is due 

largely to the  d iffe ren tia l moveout velocity  bias betw een the Yellow and O range 

horizons. Table 7.2 lists the  m oveout velocity  bias for each of the  horizons in 

the ground model for Well A obtained by com paring the m oveout velocities of 

Table 7.1 with the norm al m oveout velocities obtained by the Hubral forw ard 

modelling algorithm  (which are  in this 'one-dim ensional' case simply the v ertica l 

RMS velocities). A sim ilar study has not been a ttem p ted  for the ground model a t  

Well C  as the in terval velocity  gradien ts are  not handled co rrec tly  by the 

forw ard modelling algorithm . The g rea te r bias in m oveout velocities on the 

O range horizon is caused by the strong velocity co n tra st encountered a t the top 

of the  carbonate  in terval, and the in terval velocities derived by the Hubral 

algorithm  are  exaggerated  accordingly.
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Errors for the O range-Red in terval are  reduced in m agnitude down to below two 

per cen t, but a re  negative values. The reason for this change in sign is partly  

th a t the  m oveout velocity bias is actually  sm aller on the Red horizon than on the 

O range horizon (Table 7.2). The O range-Red in terval velocity  is then under

estim ated  in order to com pensate the e f fe c t of the  overestim ated  Yellow- 

Orange in terval velocity.

As th e  lithology, and hence the  in terval velocity , of each layer is thought to 

rem ain reasonably uniform over the survey a rea , expected e rro rs  due to the 

spread length e f fe c t are  not likely to vary significantly  from those presented 

above. While these erro rs  a re  generally  sm all for the shallower th ree  in tervals, 

in terval velocities in the Y ellow-Orange in terval are  likely to be overestim ated  

by 5-6% and those in the O range-R ed in terval may be underestim ated  by 1-2%. 

The com pensation of e rro rs observed in the O range-R ed in terval provides a 

striking exam ple of a case where layer-by-layer inversion would appear to  be 

preferable , allowing an a tte m p t to co rrec t system atic  erro rs  in one in terval 

before proceeding to invert the next.
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7.3 DIRECT INVERSIONS

The ’d irec t' inversion procedure is the  sim plest method for obtaining in terval 

velocities using the Hubral algorithm  in KRUNCH. The inversion is perform ed 

just once a t  each location in order to derive the lim ited local ground model down 

to the deepest re flec to r (Section 4.5.3). The objective of this section is to 

presen t th e  results of the  d irec t inversion obtained by various com binations of 

sm oothing moveout velocities before inversion, and sm oothing in terval velocities 

a f te r  inversion.

In line with the reasoning presented in Section 3.2.3.1 for the p reference of 

boxcar moving average filte rs  over conventional low-pass filte rs  applied to 

moveout velocity profiles, only simple boxcar filte rs  have been used in this 

chap ter. Four filte rs  were used which can be applied to both m oveout velocities 

and in terval velocities. In addition to boxcar moving averages of lengths 1.5, 

3.0, 4.5 and 6.0 km, the logical lim its of sm oothing are  represen ted  by the raw 

da ta  and the line means (Section 3.2.3.2).

There are  thus 36 possible com binations of sm oothing m oveout velocities and 

in terval velocities in the d irec t inversion procedure outlined here. Any of the six 

cases can be applied to moveout velocities before inversion, and e ith er can then 

be applied to the in terval velocities a f te r  inversion. Since th e  ground model is 

not m onitored or adjusted during d irec t inversion a t a single ground point, it is 

convenient to perform m oveout velocity  sm oothing on all horizons before 

inversion and in terval velocity  smoothing for all in tervals a f te r  inversion.

Interval velocity profiles for a d irec t inversion with no sm oothing applied to 

e ith er moveout velocities or in terval velocities a re  shown in F igure 7.1. Interval
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velocities are  p lo tted  a t  norm al incidence point locations since this is the  best 

rep resen ta tion  of the zone sampled by the CMP gather. The high degree of 

s c a tte r  evident in the in terval velocity  profiles is very pertinen t to the 

discussion in this section. This s c a tte r  tends to increase downwards from a 

minimum in the Seabed-Brown in terval to  a maximum in the O range-Red interval 

and includes many in terval velocities outside the 'expected ' range of 1900-5000 

m/s (from the well velocities reviewed in Section 7.2.1).

Normal incidence point locations a re  described above as the best represen ta tion  

of the zone sampled by the CMP gather. However, the smoothing of in terval 

velocities in KRUNCH ac ts  along slightly d iffe ren t in terval velocity profiles, 

where the spatia l location of each in terval velocity  es tim ate  is re fe rred  to the 

ground point a t the origin of the zero -o ffse t raypath. These are  equispaced 

because the original velocity  analyses w ere equispaced. Figure 7.2 presen ts the 

same in terval velocities p lo tted  in this manner. The in terval velocity profiles 

are  generally sim ilar in both Figures 7.1 and 7.2, excep t for a slight focussing of 

data  over the  an tic linal fea tu res  and defocussing over synclinal fea tu res  in 

Figure 7.1. The sim ilarity  of the  two figures is advanced in support of sm oothing 

along the equispaced profiles being valid in a spatial sense, though one could 

indeed argue th a t use of the  profiles in Figure 7.1 (by resam pling, for exam ple) 

would s tr ic tly  be more 'co rrec t'. Errors incurred by this sim plification are , 

however, not likely to dom inate the resu lts  of inversion, and this course is not 

pursued fu rther here.

A ppraisal of the  various smoothing com binations is now made by re ference  both 

to the consistency of the derived in terval velocities a t line in tersections and to 

the com parison of Hubral in terval velocities with in terval velocities a t wells.
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7.3.1 Spatial Consistency of Derived In terval V elocities

When the direc t inversion for one of the 36 smoothing combinations is complete, 

the RMS interval velocity mis-tie can be calculated from interval velocities 

interpolated a t  the 16 line intersections. The RMS interval velocity mis-tie is 

defined in an identical manner to the RMS moveout velocity mis-tie of Section 

3.1.5.3, i.e.

=
RMS Mis-tie = (3.33)

f = 1

where the re  are  L line intersections and M^ now represents the interval velocity 

mis-tie a t  the fth intersection.

Graphs of the RMS interval velocity mis-ties calcula ted  for each of the 36 

smoothing combinations are  plotted separately  for each of the five intervals in 

Figure 7.3. Each graph consists of six curves which represent the six moveout 

velocity operators. Each curve is connected through six points which represent 

the six interval velocity operators. In each graph, m is-ties derived for the raw 

data  a re  plotted a t  zero boxcar length, while those derived for the line mean 

interval velocities are plotted a t  a nominal d istance to the right of the mis-ties 

from the  boxcar filters.

The da ta  are presented in this way as each curve then represents the variation of 

RMS interval velocity mis-ties with interval velocity operator from a common 

moveout velocity database for a d ifferen t moveout velocity operator. It is then 

possible to ascerta in  the rela tive e f fec ts  of smoothing either moveout velocities 

or in terval velocities.
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Whereas the re  are sound reasons for expecting mis-ties of moveout velocities a t  

line intersections (both moveout velocities and normal moveout velocities vary 

with azimuth in the presence of re f lec to r  dip), interval velocities derived by the 

Hubral algorithm should ideally t ie  a t  line intersections. The Hubral algorithm 

seeks to account for the dip component of normal moveout velocities, and if the 

surface da ta  a re  consistent, an identical zero-offse t raypath should ideally be 

derived for the ground points on both lines a t  the intersection. Use of the word 

'ideally' is significant, however, as real moveout velocities contain many other 

components than those due to dip alone (Section 1.4). A perfec t interval 

velocity t ie  a t  an intersection is the re fo re  unlikely, even if the ground model 

were limited to layers of constan t velocity separated by plane dipping in terfaces. 

N evertheless, there  is more reason to  expect interval velocities to t ie  a t line 

in tersections than there is to expect a similar consistency of moveout velocities. 

The spatial consistency of interval velocities is assessed in this section by 

refe rence  to the perform ance of each smoothing combination in reducing the 

RMS interval velocity mis-tie.

One general point should be made before proceeding to specific observations 

from the mis-tie  curves in Figure 7.3. RMS interval velocity mis-ties tend to 

decrease as the degree of smoothing increases. This decrease is generally rapid 

in going from the raw data  to short f il te rs  but is much less marked where 

combinations of longer fil ters  (and line means) are  used. On each graph the RMS 

interval velocity m is-ties decrease to a level beyond which further smoothing is 

of no apparent benefit. The shape of the curves is controlled by the in teraction 

of the reduction of random errors and the destruction of genuine spatially- 

consistent variation as the  fil ter  length increases. The point a t  which the curve 

begins to f la t ten  marks the onset of the destruction of genuine spatial 

components, or 'oversmoothing'.
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It is suggested here th a t  on the basis of RMS interval velocity mis-ties alone, the 

optimum smoothing combination should be selected as tha t which offers  the 

g rea tes t reduction of RMS interval velocity mis-ties without oversmoothing, and 

with the minimum smoothing of both moveout velocities and interval velocities.

This s ta tem en t consti tu tes  what is re ferred  to here as the  'minimum smoothing 

criterion'.

Analysis of the RMS interval velocity mis-ties presented in Figure 7.3 allows the 

following observations:

(a) The magnitude of RMS interval velocity mis-ties for d iffe ren t intervals 

tends to increase progressively downwards from the Seabed-Brown interval 

to the Orange-Red interval. The e f fec t  is due largely to the increase of 

moveout velocity fluctuation with depth (Section 2.3.2). This causes a 

corresponding downwards increase of RMS moveout velocity mis-ties 

(Section 3.2.3.2) and gives rise to the observed increase of RMS interval 

velocity mis-ties. Interval velocity fluctuations, and hence RMS interval 

velocity mis-ties, tend to  be rather higher (relative to this general trend) in 

the thinner Pink-Yellow and Orange-Red intervals due to the magnification 

of errors in a thin interval. The particularly low RMS interval velocity 

mis-ties in the Seabed-Brown interval are due partly to the thickness of 

this interval, but more significantly to the constant moveout velocity 

assumed for the seabed a t  the top of the interval (Section 7.1.5). RMS 

interval velocity mis-ties in the four lower intervals are , of course, subject 

to moveout velocity fluctuation a t  both the top and base of the  intervals.

(b) For each moveout velocity filter, the RMS interval velocity mis-tie 

generally reduces as the length of the interval velocity fil ter  is increased. 

This e f fe c t  is most apparent for the shorter moveout velocity fil ters .
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(c) For each interval velocity f il te r ,  the RMS interval velocity mis-tie 

generally reduces as the length of the moveout velocity filter  is increased. 

This e f fec t  is most apparent for the shorter interval velocity filters.

(d) For each interval, a region can be identified on the graph where the RMS 

interval velocity m is-tie curves tend to converge and f la t ten  as described 

above. The convergence indicates th a t  further smoothing of moveout 

velocity profiles has li tt le  e f fe c t  on the mis-ties, while the fla tten ing  

indicates oversmoothing.

(e) In four out of the five intervals the  line mean moveout velocity f il ter  

appears to offer the g rea te s t  reduction of RMS interval velocity mis-ties 

for any one interval velocity filter.  In con trast ,  the RMS interval velocity 

mis-ties derived from line mean moveout velocities in the Yellow-Orange 

interval are  significantly g rea te r  than those derived from the  a l te rna tive  

moveout velocity filters, including the raw moveout velocities. This 

observation is explained by the presence of significant velocity gradients in 

the carbonate interval (Section 2.4.2), the e f fec ts  of which are  grossly 

distorted by the line mean moveout velocity filter.

(f) Similarly, the line mean interval velocity operator offers  li ttle  advantage. 

Only in the shallowest two intervals are  the RMS interval velocity mis-ties

. reduced by the application of this operator, and here the reduction is small. 

In the deeper intervals, RMS interval velocity m is-ties a re  generally 

increased by the line mean interval velocity filter, which indicates a gross 

distortion of the real interval velocity variation.

On the basis of RMS interval velocity mis-ties alone, the re  is no obvious unique

choice of smoothing combination for each interval. Moreover, the t rea tm e n t
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above is far from exhaustive as only a limited selection of f il ter  lengths of a 

single filter type have been used in the analysis. Nevertheless, the reduction of 

RMS interval velocity mis-ties afforded by these rather crude fil ters  is quite 

significant when compared to the magnitude of mis-ties generated by the raw

data, and selection of a smoothing combination to e f fec t  such a reduction is 

possible, albeit with an elem ent of subjectivity.

Using the minimum smoothing criterion  outlined above, the smoothing combin

ations selected for d irect inversion are  listed in Table 7.3 and are  highlighted on 

the graphs in Figure 7.3. The choice of raw moveout velocities for the shallower 

three  intervals may appear ra ther  provocative. However, on the basis of RMS 

mis-ties, the anomalous variation is b e t te r  removed from the interval velocity 

profiles. This decision may be partly rela ted  to the limited number of f ilters  to 

choose from - a short boxcar of, say, 0.5 km may be more appropriate in general. 

The moveout velocity smoothing required for the two deepest intervals is 

a t tr ibu ted  to the need to reduce the increased moveout velocity fluctuation 

observed on the Orange and Red horizons (Section 3.2.2). In each case, the 3 km 

boxcar filter  is preferred for interval velocity smoothing, indicating a tendency 

for anomalous interval velocity components to occur with wavelengths around 

the spread length.

Although the downward increase of RMS interval velocity mis-ties has previously 

been a ttr ibu ted  to a corresponding increase of moveout velocity fluctuation in

(a) above, it is possible tha t this observation is also due in part  to an inherent 

limitation of the direct inversion procedure itself. As explained in Section 4.5.3, 

the d irec t inversion procedure is subject to downward error propagation. 

Inversion errors in the shallower layers persist as the ground model is extended 

downwards a t  each ground point, giving scope for increased errors in the deeper 

ta rge t layers and ultimately to an increase in RMS interval velocity mis-ties.
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7.3.2 Com parison with Interval V elocities a t  Wells

When the d irec t inversion of one of the 36 smoothing combinations is complete, 

the resulting interval velocities can be compared with the interval velocities a t 

Wells A and C described in Section 7.2.1. This comparison is made by calculating 

the mean and standard deviation of the  four errors as defined in Section 7.2.2.

The resulting means and standard deviations have then been presented in a 

similar fo rm at to tha t adopted for the RMS interval velocity mis-ties in the last 

section. Figures 7.4 and 7.5 present the variation of means and standard 

deviations of the four interval velocity errors with d ifferen t smoothing combin

ations. The da ta  are  again plotted against interval velocity boxcar length, and 

each curve once more represents  a common moveout velocity operator. The 

smoothing combinations selected in Section 7.3.1 using the minimum smoothing 

criterion are  highlighted on both figures.

Examination of the curves presented in Figures 7.4 and 7.5 has enabled the 

following observations to be made:

(a) The mean error is positive in nearly every case, indicating th a t  interval 

velocities derived by the Hubral algorithm are  generally higher than those 

obtained from well information.

(b) The magnitude of both mean and standard deviation of the errors shows a 

general increase downwards from the Seabed-Brown interval to the 

Orange-Red interval. This trend, which was also observed in the RMS 

interval velocity mis-ties, is again rela ted  to the increasing fluctuation of 

moveout velocity with depth.
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(c) For each interval, the mean error generally increases as the length of both 

moveout velocity and interval velocity filters is increased. This 

observation should not be used to infer tha t the raw data  gives a be tte r  

e s t im a te  a t  the well which is damaged by filtering. R ather, a significant 

error exists in all cases, and the mean error curves a re  a poor indicator of 

the optimum smoothing combination. The curve for the line mean moveout 

velocity operator is in each case considerably separated  from the curves 

for the boxcar filters, indicating tha t line means are  generally 

inappropriate. Similarly, for each of the moveout velocity cases, 

application of the line mean interval velocity operator a f te r  inversion 

causes a considerable increase in the mean error.

(d) For each interval, the standard deviation of the  error generally decreases 

as the length of both moveout velocity and interval velocity filters is 

increased. The most obvious exception to this general trend is the 

relatively high standard deviation for the line mean moveout velocities in 

the Yellow-Orange interval, which is thought to be due to gross distortion 

of valid moveout velocity trends in accordance with a similar observation 

in Section 7.3.1(e).

The relation of the mean interval velocity error curves to the expected errors 

due to spread length e f fec ts  (Section 7.2.3) is not straightforward. Mean errors 

for the smoothing combination selected by the minimum smoothing criterion are 

listed in Table 7.3, and it is immediately apparent th a t  the observed interval 

velocity errors cannot be a t tr ibu ted  simply to this e f fe c t .  The mean interval 

velocity error is also quoted as a percentage which is the average of the mean 

error expressed as a percentage of the actual in terval velocity a t Wells A and C.
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In the three  shallower intervals, the expected interval velocity error (Table 7.1) 

is in all cases less than 0.5% at Wells A and C . However, the observed mean 

errors  are  consistently an order of magnitude higher over these three  intervals. 

In con trast ,  the expected errors for the Yellow-Orange and Orange-Red interval 

velocities do a t  least fall into the range of observed mean errors. Nevertheless, 

in view of the discrepancies observed for the three shallower intervals, selection 

of a smoothing combination on the basis of expected errors due to the spread 

length e f fec t  is clearly not desirable. The role of the mean interval velocity 

error in d irec t inversion procedures is discussed further in Section 7.3.3.

In common with the RMS interval velocity mis-ties in Section 7.3.1, the mean 

interval velocity error is also subject to downward error propagation during 

d irec t inversion. Moreover, since the mean error represents a system atic  bias, 

interval velocity es tim ates  in deeper ta rg e t  layers are  liable to be corrupted in a 

system atic  fashion by inversion errors in the layers above. Although the 

expected interval velocity errors due to the spread length e f fe c t  are not 

supported by the observed mean errors, the case for layer-by-layer inversion 

made in the concluding paragraph of Section 7.2.3 is still valid.

7.3.3 A Strategy for D irect Inversion

While a formidable quantity of data  has been processed and displayed in order to 

judge smoothing combinations in conjunction with the d irec t inversion procedure, 

in terpreta tion  of the results does not yield an im mediate solution. Comparison 

of the smoothed derived interval velocities with measurements a t  wells has not 

proved useful in determining an 'optimal' smoothing combination, while the 

choice made on the basis of RMS interval velocity mis-ties is not conclusive.
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It is suggested here th a t  the choice of a smoothing combination for d irec t 

inversion should be dominated by the need to reduce RMS interval velocity mis- 

ties  with re ference  to the minimum smoothing criterion introduced in Section 

7.3.1. Such a choice allows a balance to be made between the need to obtain a 

spatially consistent da ta  set and the need to avoid distortion of the da ta  set by 

oversmoothing. The resulting smoothed interval velocities can then be scaled or 

’calibra ted’ by re ference  to the mean interval velocity error observed for the 

selected smoothing combination. In this way the derived interval velocities can 

be adjusted to conform (approximately) to the well interval velocities, albeit in a 

ra ther em pirical manner.

Interval velocities derived using the selected smoothing combination have been 

calibrated  by reference to the percentage mean interval velocity errors 

presented in Table 7.3. These calibration fac to rs  have been determined from the 

relation:

CALIBRATION _ ______________________ 100______________________
FACTOR ■ (100 + % MEAN INTERVAL VELOCITY ERROR)

and are also listed in Table 7.3. The resulting interval velocities (obtained by 

d irec t inversion using the selected smoothing combination and these calibration 

factors) a re  presented in Figure 7.6. Calibration in this way there fore  performs 

a reduction of interval velocities over the en tire  survey area , as the percentage 

mean interval velocity error is positive for each seismic interval studied here. 

These data  are  discussed further in Section 7.5.
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7.4 LAYER-BY-LAYER INVERSIONS

The theore tica l case for preference of layer-by-layer inversion over d irec t 

inversion has been presented in Section 4.5.3. In summary, the layer-by-layer 

inversion procedure allows one layer to be inverted a t  a time, thus accomodating 

adjustm ent of interval velocities in the ground model before proceeding to the 

next layer. This case has been supported by the study of 'synthetic ' da ta  over a 

typical North Sea s truc tu re  in Section 6.6, and the purpose of this section is to 

investigate the interval velocities derived by layer-by-layer inversion from real 

seismic data .

The logic and c r i te r ia  used in this section to judge the validity of derived 

interval velocities are  very similar to those used for the d irect inversion in 

Section 7.3. The same six procedures have been used to smooth moveout 

velocities before inversion and interval velocities a f te r  inversion, yielding the 

same 36 possible smoothing combinations. The difference lies in the order in 

which the d a ta  a re  processed.

Following a trivial d irec t inversion to the assumed seabed, each of the five 

seismic intervals were inverted in turn. In each case, all ground points were used 

over the eight seismic lines to  perform moveout velocity smoothing, followed by 

Hubral 3D inversion for in terval velocities, and then interval velocity smoothing 

in the ta rg e t  layer. The results  of each of the 36 smoothing combinations can 

then be assessed by refe rence  to the interval velocity s ta t is t ic s  used in Section

7.3 (i.e. RMS interval velocity  mis-ties and the mean and standard deviation of 

interval velocity errors  a t  wells). This procedure allows the selected smoothing 

combination and interval velocity 'calibration factor ' (Section 7.3.3) to be applied 

in order to define interval velocities in the ta rge t layer. Each layer is then 

inverted in turn.
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One important feature  of iayer-by-layer inversions is worthy of com ment a t  this 

stage. Interval velocities derived during layer-by-layer inversion are  generally 

(for this data set) g rea ter  than those derived by direct inversion. This Is due 

both to the calibration of interval velocities in the ground model and to the 

nature of the Hubral inversion algorithm itself. In the d irec t inversions, interval 

velocities derived by the Hubral algorithm were consistently greater than those 

observed at the wells, and calibration was used to reduce the derived interval 

velocities by a constant scale factor. This same observation is made for each 

interval during layer-by-layer inversion. However, whereas in the d irect mode 

all calibrations are  made a f te r  inversion, the layer-by-layer mode requires 

inversion of the ta rge t layer through an overburden which has already been 

calibrated. The wavefront curvature calculated through this calibrated over

burden to the reflector defining the top of the ta rge t layer represents a zero- 

o ffse t param eter. In contrast ,  the rnoveout velocity (used as an es tim ate  of 

normal moveout velocity) of the horizon defining the base of the ta rge t layer is 

subject to the e ffec ts  of non-zero spread length. The spread length e f fec t  is 

the re fore  concentrated  into the ta rge t interval. These circum stances are  

radically different to those of direct inversion, where moveout velocities of 

horizons a t  both the top and base of the ta rge t layer are subject to spread length 

effec ts .  The spread length e f fec t  is accordingly magnified in the layer-by-layer 

inversion relative to the d irect inversion, and increases as the ta rg e t  layer 

decreases in thickness. It is this magnification which causes the calibration 

factors  presented below to depart significantly from unity. The resulting 

calibrated  interval velocities are, however, still constrained by the well interval 

velocities, and should therefore assume similar absolute values to the calibrated 

interval velocities from direct inversion.

Inversion sta tis tics  for the layer-by-layer inversion are now discussed. Graphs of 

RMS interval velocity mis-ties, and of means and standard deviations of interval
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velocity errors  a t  wells, are presented in Figures 7.7 through 7.11 for each 

interval. These graphs take the same form as those for the d irec t inversions in 

Section 7.3, and have been used to selec t smoothing combinations and calibration 

factors  in a similar manner. These selections are  summarised for each interval 

in Table 7.4. The exaggeration of interval velocities derived by layer-by-layer 

inversion (discussed above) is apparent in each of the three interval velocity 

s ta t is t ics .

(a) Surface-Seabed Interval (Water Layer)

Since a dummy layer of constan t thickness and interval velocity was 

included a t  the top of the model (Section 7.1.5), a simple d irec t inversion 

to the seabed was employed to derive the param eters  of the first layer and 

the f irs t  depth in terface. This inversion is, of course, free from error since 

the nature  of this layer implies vertical zero-offse t raypaths through a 

constan t velocity medium.

(b) Seabed-Brown Interval (Figure 7.7)

As no errors  are generated by inversion of the water layer, layer-by-layer 

inversion for velocities in the Seabed-Brown interval yields identical 

results  to those obtained during the d irec t inversions of Section 7.3. The 

graphs of interval velocity s ta t is t ic s  presented in Figure 7.7 are  the re fore  

identical to the corresponding graphs of Figures 7.3, 7.4 and 7.5, 

respectively. The selected smoothing combination and calibration factor 

are  accordingly the same as the choice made for d irec t inversion.

(c) Brown-Pink Interval (Figure 7.8)

The shape of the RMS m is-tie curves is very similar to tha t for the d irec t 

inversion of the Brown-Pink interval, due largely to the use of the same 

smoothing combination for the overlying interval in both the d irec t and
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layer-by-layer inversion procedures. There is an im portant difference, 

however, in the magnitude of RMS mis-ties derived for each mode of 

inversion. This d ifference is also observed in the mean interval velocity 

errors  a t  wells, and is due to the derived interval velocities being 

significantly g rea ter  for the layer-by-layer mode of inversion (as described 

above).

On the basis of the minimum smoothing criterion and the calibration 

procedure described above, interval velocities derived from raw moveout 

velocities have been smoothed by a 3 km boxcar f il ter  and scaled by the 

calibration factor 0.735.

(d) Pink-Yellow Interval (Figure 7.9)

For each moveout velocity operator, the RMS interval velocity mis-tie 

curves reach a minimum a t  the 1.5 km interval velocity boxcar length. The 

spatial consistency of Pink-Yellow interval velocities is the re fore  improved 

by the application of this filter. On the basis of the minimum smoothing 

criterion, a 1.5 km moveout velocity boxcar f il te r  has been chosen to 

com plete the smoothing combination. The increase of RMS interval 

velocity mis-ties for longer interval velocity boxcars indicates th a t  the 

data  have been 'oversmoothed', resulting in a distortion of real spatial 

components of interval velocity.

As for the overlying interval, calibration of the  ground model to  the top of 

the ta rge t  layer has resulted in the exaggeration of derived interval 

velocities indicated by the mean error curves. The high magnitude of the 

mean errors is explained by the g rea ter  influence of the spread length 

e f fec t  on the Yellow horizon in this generally thin interval (the Pink- 

Yellow tim e interval is of the order of one-quarter of the Brown-Pink
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interval). Pink-Yellow interval velocities have been scaled by the factor 

0.539.

(e) Yellow-Orange Interval (Figure 7.10)

RMS in terval velocity m is-ties for this layer show a considerable reduction 

a t  the 3 km in terval velocity boxcar with no further improvement for 

longer filters. The increase of RMS mis-ties for line mean interval 

velocities again indicates oversmoothing. The 1.5 km moveout velocity 

boxcar has been se lec ted  to com plete  the smoothing combination in view of 

its marginal reduction of RMS interval velocity mis-ties rela tive to the raw 

interval velocities.

As expected, the  derived interval velocities are  again exaggerated by the 

calibration of the overlying ground model. Yellow-Orange interval 

velocities have been scaled by 0.831.

(f) Orange-Red (Figure 7.11)

The form of the RMS interval velocity m is-tie curves again il lustrates  a 

minimum a t  the 3 km interval velocity boxcar with oversmoothing for 

longer f il ters . A smoothing combination of the 1.5 km moveout velocity 

boxcar and the 3 km interval velocity boxcar has been se lected  for the 

Orange-Red interval.

The large magnitude of both RMS interval velocity mis-ties and mean 

interval velocity errors is a t tr ibu ted  to the very thin nature of the interval. 

A calibration fac to r  of 0.655 has been used for the Orange-Red interval 

velocities.
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Interval velocities derived in this manner are  displayed for each line in Figures 

7.12 and 7.13. Interval velocities a re  plotted a t  normal incidence point locations 

in Figure 7.12 and a t  ground point locations in Figure 7.13. In common with raw 

interval velocities from the d irec t inversion (Figures 7.1 and 7.2), no serious 

discrepancies are  observed between these two methods of plotting the data . As 

in the previous case, the only significant d ifference in the appearance of the 

plots is the slight focussing of da ta  over the anticlinal fea tu res  and defocussing 

over synclinal fea tures  observed in the normal incidence point plots.

A comparison of interval velocities derived by layer-by-layer inversion with 

those derived using the d irec t procedure is made in the following section.
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7.5 DISCUSSION

Interval velocities have thus been derived for the eight lines of Survey A using 

the Hubral 3D inversion algorithm. Raw interval velocities and the 'optimal' 

solutions for both d irec t and layer-by-layer inversions have been presented. 

These solutions are  optimal in the sense th a t  they represent the interval 

velocities which most closely satisfy the demands of maximym spatial 

consistency with the minimum of smoothing. This section presents a brief 

discussion of the se lected interval velocity profiles.

The high degree of sca tte r  in the raw interval velocities shown in Figure 7.1 and 

7.2 has been noted in Section 7.3. The sca tte r  tends to increase downwards from 

the Seabed-Brown interval to the Orange-Red interval in accordance with similar 

trends of moveout velocity fluctuation. Superimposed on this general 

observation, however, is an increased sca tte r  in both the Pink-Yellow and 

Orange-Red intervals. R eference to the in terpreted  seismic sections in Chapter 

Two (Figures 2.6 through 2.15) reveals th a t  of the five seismic intervals, the 

Pink-Yellow and Orange-Red intervals are  considerably thinner than the 

remaining three  intervals, and are  the re fore  less stable for interval velocity 

inversion by this method (Sections 1.3 and 4.5.2).

The increased variation of Pink-Yellow and Orange-Red interval velocities is 

retained through smoothing and is apparent in the optimal solutions for both the 

d irec t and layer-by-layer inversion procedures. This variation is particularly  

marked for the Orange-Red layer. While a considerable variation of in terval 

velocities is to be expected in this onlapping interval of varying thickness, it is 

unlikely th a t  interval velocities in excess of 5000 m/s are  realistic . Indeed, the 

highest and most suspect Orange-Red interval velocities are  observed where the 

interval is a t  its thinnest (the whole of line A - 123, shot points 390-520 on line
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A - 130 and shot points 380-520 on line A - 132, for example) and where the 

derivation of interval velocities from moveout velocities is a t its most fallible.

A fea tu re  common to the optimal solutions for both d irec t and layer-by-layer 

inversions is extensive use of the 3 km boxcar filter in the selected smoothing 

combinations. Improvements in the spatial consistency of in terval velocities 

obtained through the use of the 3 km boxcar fil ter  a re  probably due to the harsh 

a ttenuation  of anomalous spatial wavelengths around the spread length afforded 

by this filter. The need for a ttenuation  of these spatial wavelengths derives 

from the anomalous components of moveout velocity profiles which are  thought 

to be induced by the geometry of the CMP gather (Section 3.2.3.2).

It is difficult to resolve featu res  in the derived interval velocity profiles which 

correspond precisely to individual components of the ground model. The e ffec ts  

of interval velocity gradients, re f lec to r  curvature, faulting and other tim e- 

delays a re  compounded in the moveout velocity profiles and remain th a t  way in 

the derived interval velocities (see the illustrations in Chapter Six, for example).

Much of the sca tte r  in the raw interval velocity profiles is a t tr ibu ted  to the 

e f fec ts  of faulting and other time-delays along offse t CMP raypaths. However, 

it is probably largely a t tenua ted  by the smoothing of both moveout velocities and 

interval velocities and is not likely to be dominant in the 'optimal' interval 

velocity profiles.

The e ffec ts  of re f lec to r  curvature in generating spurious interval velocity 

gradients a re  particularly hard to determine. Indeed, the apparent decrease of 

Orange-Red interval velocities and Yellow-Orange interval velocities over the 

anticlinal fea tu re  and increase downflank (see lines A - 130 and A - 132) was 

charac te r is t ic  of anticlinal fea tu res  with constan t interval velocities (Sections
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6.5 and 6.6). Nevertheless, th a t  there  is an interval velocity gradient, a t  least in 

the Yellow-Orange layer, is beyond doubt since such a gradient is indicated by 

the interval velocities a t  Wells A and C. Even for the valid gradients apparent in 

the interval velocity profiles, it is difficult to define the precise nature of the 

gradient (Section 6.3). The rela tive influence of compaction and la teral 

variations of lithology there fore  cannot be es tim ated  confidently.

These uncertain ties  should not be taken to infer th a t  the lessons learn t in 

Chapter Six cannot be applied to the in terpreta tion  of interval velocities derived 

from moveout velocities over a survey area. Rather, it is preferable  tha t 

subjective judgements based on these lessons are  applied a f te r  what could be 

described as the more objective phase of interval velocity estimation presented 

here.

Interval velocities derived by the Hubral algorithm are  consistently higher than 

those measured a t  wells. Calibration factors  of less than unity have therefore  

been used to co rrec t the derived interval velocities. The nature  of this positive 

bias cannot be explained easily, since its magnitude is considerably grea ter  than 

tha t predicted by raytracing CMP gathers through ground models a t  the well 

locations. Moreover, since both Wells A and C are s ituated  towards the c res t  of 

the main s tructure , the bias not only exceeds th a t  expected for non-zero spread 

length, but also outweighs the negative bias fo recast over anticlines in Section 

6.5.

The data  set presented here is not unusual in exhibiting this discrepancy. The 

positive bias in interval velocities derived by 'wavefront curvature ' inversion 

methods (Hubral, Shah or Dix) can rarely be a ttr ibu ted  entirely to the spread 

length e f fec t .  At least one further process must be active in order to account 

for the magnitude of the  bias. The rôle of velocity anisotropy (Section 1.4.2.2) in
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this context may be im portant. Banik (1984) has recently  presented an 

in terpreta tion  of bias in RMS velocity - t im e curves in te rm s of velocity 

anisotropy for several wells in the North Sea. Although the trea tm e n t is 

simplistic, the dominant contribution of the e f fec t  from shaly intervals (which 

are  likely to be the most anisotropic) is significant.

D ifferences between interval velocities resulting from the optimal d irec t and 

layer-by-layer inversions are  generally not of a fundamental nature . This is due 

largely to the fac t tha t similar smoothing combinations have been used in 

corresponding intervals for both modes of inversion. It is acknowledged tha t 

considerable d ifferences exist between the calibration fac to rs  used in the two 

modes of inversion. This phenomenon has been discussed in Section 7.4, and is 

due to a concentration of the spread length e f fe c t  into the ta rge t layer for 

layer-by-layer inversions following a calibration of interval velocities in the 

overburden. However, since calibration in both modes of inversion is constrained 

by the same well in terval velocities, the resulting calibrated interval velocities 

are  of a similar magnitude. The most obvious discrepancies are  in the thinner 

Pink-Yellow and Orange-Red intervals, once more displaying their inherent 

instability for inversion. While plotting the interval velocities on a larger scale 

would, no doubt, reveal more subtle d ifferences between the two solutions, the 

plots presented here show tha t the overall trends for the more stable Seabed- 

Brown, Brown-Pink and Yellow-Orange interval velocities are  retained in the 

solutions chosen for both modes of inversion.

One might therefore  be tem pted to argue th a t  no advantage is gained as a result 

of the additional work required to monitor the ground model as it is extended 

downwards in a layer-by-layer inversion, and th a t  the results obtained from the 

d irec t inversion are  equally valid. Furtherm ore , the departure of layer-by-layer 

calibration factors  from unity casts  serious doubts on the validity of this
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approach. Unfortunately, in the  absence of further well information there  is no 

way of discriminating between these two solutions. This uncertain ty  also 

precludes recommendation of e ither  inversion procedure for d ifferen t data  sets.

The optimal interval velocity profiles presented in Sections 7.3 and 7.4 may be 

thought of as the  limit of objective judgement on interval velocities derived 

from moveout velocities, since they are  based on the c r ite r ia  of minimising RMS 

interval velocity mis-ties with minimum smoothing. This s ta tem en t  must be 

immediately qualified by acknowledging tha t the t rea tm e n t presented here is 

clearly not purely objective. The choice of seismic lines, the  choice of seismic 

intervals and the choice of the boxcar moving average fil ter ,  for example, all 

influence the results presented here.

The im portant point, however, is th a t  a general logic for judging the worth of 

interval velocities has been established, which is essentially independent of the 

seismic lines, seismic intervals and the type of f il te rs  used. The optimal interval 

velocity solution should be chosen from a suite of possible solutions derived by 

smoothing moveout velocity profiles before Hubral 3D inversion and smoothing 

interval velocity profiles a f te r  inversion. The optimal solution is then defined by 

the smoothing combination which offers the maximum spatial consistency with 

the minimum of smoothing. The use to which these interval velocities a re  

ultim ately put may necessita te  'editing' of a ra ther  more subjective nature 

based, for example, on the lessons learnt from Chapter Six or on geological 

constraints. One particularly  useful geological constra in t would be the definition 

of upper and lower bounds for the velocity within each seismic interval. 

However, this t re a tm e n t  is inherently unique to the problem in hand, and is not 

discussed further here.
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The logical framework presented in this chap ter  should provide a useful 

foundation for determining interval velocities from moveout velocities by 

reference  to objective crite r ia .
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7.6 SUMMARY

Two-way times, moveout velocities and both inline and cross line tim e slopes 

have been prepared in a separate  KRUNCH matrix for each of the eight lines of 

Survey A. Lags have been removed from the two-way tim es and a w ater layer 

has been included.

Well control is available only a t  Wells A and C (and CC)i Interval velocities 

pertaining to zero-offse t raypaths for ground points a t  the surface locations of 

the wells have been compiled from the  da ta  presented in Chapter Two. Expected 

errors due to the spread length e f fe c t  have been calcu la ted  for each horizon by 

raytracing.

Optimal interval velocity profiles have been determ ined for the d irec t inversion 

procedure on the basis of maximising their spatial consistency with the  minimum 

of smoothing. Interval velocities have been calibrated  by reference to the  well 

interval velocities.

Using similar c r ite r ia ,  optimal in terval velocity profiles have been presented for 

the layer-by-layer inversion procedure. In this case the ground model is 

monitored as it extends downwards, allowing smoothing and calibration of 

derived interval velocities before inversion of the next layer.

Optimal solutions for both d irec t and layer-by-layer inversion procedures employ 

very similar smoothing filters  and generally show the same in terval velocity 

trends. Although the interval velocity calibration fac to rs  are significantly 

higher for the layer-by-layer mode of inversion, the resulting calibra ted  interval 

velocities are of a similar magnitude in each case. Dissimilarity is most evident 

in the thinner Pink-Yellow and Orange-Red intervals, which are  less stable for
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inversion. The 3 km boxcar f il te r  is common in the selected smoothing 

combinations for both modes of inversion, due largely to its role in a ttenuating  

the  e f fec ts  of anomalous components of moveout velocity with wavelengths 

around the spread length.

The interval velocity profiles presented here represent the limit of objective 

judgement on the validity of in terval velocities derived from moveout velocities. 

Further adjustments may be necessary before these interval velocities are  used 

for t im e  to depth conversion.

C ontrary  to expectations, the  layer-by-layer inversion procedure has not allowed 

an in terval velocity solution to be se lec ted  with any more confidence than th a t  

available from the d irec t inversion procedure. Moreover, the  d ras tic  calibration 

required to co rrec t  the derived in terval velocities to well information (and ex tra  

e f fo r t  required to process each layer separately) may render the  layer-by-layer 

approach a less a t t r a c t iv e  option than d irec t inversion. Further studies using 

d iffe ren t data  sets  will be required to make a strong case for the  general use of 

layer-by-layer inversion.
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CONCLUSIONS

This thesis has presented a study of the derivation of interval velocities from 

moveout velocities. It is not suggested th a t  such an exercise be a t tem p ted  for 

all t im e  to  depth conversions. If the re  is a specific requirement, however, the 

exercise can be undertaken in a much more rigorous manner than is typical in 

cu rren t practise .

A method has been proposed for the 'inversion' of interval velocities from 

moveout velocities using a procedure which is a logical extension of the Dix 

Equation to  th ree  dimensions. An algorithm developed from the work of Hubral 

(1976a, 1976b) allows the derivation of interval velocities in a three-dimensional 

ground model limited to layers of uniform velocity separated by plane reflecting  

in terfaces  of a rb itrary  dip and strike. This algorithm has been incorporated 

within a  database system which allows the  spatial processing of both moveout 

velocities before inversion and interval velocities a f te r  inversion. The rôle of 

smoothing is particularly  im portant, as it allows the a t tenuation  of selected 

moveout velocity and interval velocity spatial fluctuations. Use of a range of 

smoothing operators then allows the contribution and validity of the a t tenua ted  

components to be assessed by reference to the spatial consistency of the 

smoothed data .

Most of the conclusions of this project can be made within the  con tex t of the 

real da ta  case study presented in Chapter Seven. Some im portan t points arising 

from previous chapters are  summarised in the  list of guidelines tow ards the end 

of this section. It is f irs t appropriate to review the objectives and scope of the 

project.
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Optimal in terval velocities have been obtained from moveout velocities over a 

seismic reflection  survey area . These interval velocities are  optimal in the sense 

th a t  they have been selected from a suite of a lte rna tive  solutions on the basis of 

objective c ri te r ia .  The aim has been to  maximise the spatial consistency of the 

derived interval velocities, while employing the minimum smoothing of both 

moveout velocities and interval velocities. The derived interval velocities have 

then been ’calibra ted ' to fit the absolute values of interval velocities measured 

from calib ra ted  velocity logs a t  wells.

It is unlikely th a t  these optimal interval velocities will be immediately useful for 

depth conversion. In the firs t place, as in terval velocity mis-ties have been 

minimised ra the r  than eliminated, some discrepancies still exist a t  line 

intersections. Furtherm ore, the simple nature of the calibration leaves some 

residual d ifferences between the final interval velocities and those measured 

from calib ra ted  velocity logs a t  wells. In addition, some unrealistic trends 

persist in the interval velocity profiles which require editing, particularly  in the 

two thinner seismic intervals. A hiatus has been reached in the processing of 

these data , beyond which objective judgement must be relaxed and other lines of 

reasoning brought into play. Interval velocities can then be edited to exclude 

unrealistic  values, and can be adjusted to tie  both a t  line intersections and with 

well information. This final 'tidying-up' operation is necessary for accu ra te  and 

consistent tim e to  depth conversions over a survey area.

It is a t  this hiatus th a t  the case study has been closed. These final adjustments 

may take the form of contouring tim e or depth residuals, or of absorbing these 

discrepancies with the velocities into an all-encompassing conversion factor 

(often called 'pseudo-velocity'). Such adjustm ents are, however, subjective in 

nature. The final method chosen depends on the degree of velocity variation, the 

amount of well control, the quality and density of velocity information from
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seismic da ta  and, perhaps more significantly, on the ta s tes  and prejudices of the 

geophysicist.

There has been no intention to embark upon such a tidying-up operation here. It 

is unlikely th a t  any conclusions gained from the exercise would be directly 

applicable outside the context of this case study, whereas the methods advocated 

up to this point can be usefully administered to most other moveout velocity 

da ta  sets.

The strength  of this thesis there fore  lies in the  methods proposed for the 

selection of suitable interval velocities from a two-way tim e and moveout 

velocity da ta  set.  Conversely, its weakness is apparent in the very singularity of 

this da ta  set.  The results presented during the course of this thesis, particularly 

the choice of moveout velocity and interval velocity smoothing fil ters , pertain 

s tr ic tly  to this da ta  set alone. The case study has allowed charac te r is t ic  

moveout velocity and interval velocity periodicities to be de tec ted . These 

appear to be co rre la ted  both to the spread length and to the  spatial wavelength 

of subsurface s truc tures  and velocity variations. It has not, however, been the 

intention to prescribe specific smoothing fil ters  for general use elsewhere.

Raw interval velocities derived from raw moveout velocities exhibit a 

considerable degree of s ca tte r .  This tends to increase both as the interval 

thickness reduces and as the depth of the interval increases (in accordance with 

a corresponding increase of moveout velocity fluctuation). The need for 

adequate spatial sampling is immediately apparent from these raw interval 

velocity profiles, as spatial aliasing is likely to occur if values are obtained a t 

widely spaced ground points.
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Both d irec t and layer-by-layer inversion procedures have been used to es tim ate  

optimal interval velocities from the da ta  set.  In both cases, moveout velocity 

and in terval velocity smoothing combinations have been selected for each 

interval by maximising the spatial consistency of in terval velocities with the 

minimum of smoothing. The spatial consistency is judged by reference to the 

root mean square interval velocity mis-tie calcula ted  from all line intersections. 

Moveout velocities should not be expected to  t ie  a t  line intersections if s tructure  

exists due to their inherent azimuthal variation. However, interval velocities a t  

a line in tersection pertain  stric tly  to the same zero-offse t raypath and should 

there fo re  tie  precisely in the ideal case. Such a p erfec t tie  is unlikely in the 

inversion of real data , but the contention th a t  smoothing param eters  should be 

determined by reference to mis-ties of interval velocity (in preference to mis- 

ties of moveout velocity) remains a valid one.

Optimal interval velocity solutions for the d irec t and layer-by-layer inversion 

procedures generally preserve the same major trends, due largely to the 

similarity of the smoothing combination selected for each interval. The 3 km 

boxcar moving average fil ter  is prevalent in the smoothing combinations, 

indicating th a t  an im portant moveout velocity component with a wavelength 

around th a t  of the spread length is anomalous. The major d ifference between 

the two modes of inversion is in the magnitudes of calibration factors  required to 

scale derived interval velocities to the values measured from calibrated  velocity 

logs a t  wells. The considerably more severe calibration required for layer-by- 

layer inversion is due to previous calibration of interval velocities in the 

overlying ground model. However, the resulting calibrated  interval velocity 

profiles are of very similar absolute magnitude for both modes of inversion, since 

both calibrations are constrained by the same well velocities. Although the 

layer-by-layer procedure may be conceptually preferable  there  is the re fore  li ttle  

evidence from this data  set to propose its general use in favour over the d irect
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procedure. In both modes of inversion, the calibration factors  are  considerably 

g rea ter  than those predicted for the spread length e f fe c t  by raytracing. This 

discrepancy, which may be due to the e f fec ts  of velocity anisotropy, is disturbing 

since it  precludes a confident determ inistic  calibration of interval velocities.

And so to the inevitable question: can accu ra te  interval velocities be derived 

from moveout velocities? This is difficult to  answer conclusively on the basis of 

evidence presented to this point. However, theore tica l considerations and the 

results obtained from the 'synthetic’ data  study in Chapter Six and the  real data  

case study in Chapter Seven indicate th a t  if the answer is to be yes, the 

following guidelines should be adhered to:

(a) The subsurface should be of limited complexity; stacked seismic da ta  and 

velocity analyses are  unlikely to be of sufficient quality for velocity 

studies if the subsurface is dominated by buried focii and faults .

(b) Seismic data should ideally be of very high quality, with good signal to 

noise ratio  and bandwidth.

(c) Velocity analyses should be made a t  closely spaced intervals along the 

seismic lines selected for velocity studies. The real data  case study here 

suggests tha t a la tera l spacing of around 250m between velocity analyses 

may be necessary to prevent spatial aliasing of moveout velocities. 

Where possible, lines should be selected which are approximately 

perpendicular to the dominant known (or expected) spatial velocity trends. 

Each of these lines should ideally be as long as possible in order to reduce 

end-effects  resulting from the spatial smoothing of both moveout 

velocities and interval velocities. In addition, the lines should form a  grid 

which provides sufficient intersections to allow a s ta t is t ica l analysis of 

mis-ties, and which ties to all available wells.
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(d) The choice of seismic horizons should allow the subsurface to be 

subdivided into the major velocity units. It is particularly  im portan t tha t 

velocity units which vary significantly in thickness are  defined. Very thin 

intervals should be avoided, particularly  deeper in the section, since 

measurement of their la te ra l  velocity variation will generally be beyond 

the resolution of seismic data.

(e) Moveout velocities should be picked a t  (or very near to) horizon times

measured from stacked sections. Moveout velocity picks from adjacent 

velocity analyses then re la te  consistently to the same seismic horizons.

(f) The Hubral 3D inversion algorithm should be used to derive interval

velocities if significant 3D s truc tu re  is thought to exist. It is 

acknowledged tha t moveout velocities measured from real da ta  are  only 

an approximation to the (zero-offset) normal moveout velocities which 

are  str ic tly  required for a correc t inversion. Nevertheless, this method 

can accommodate plane reflecto r  dip in th ree  dimensions and is clearly 

preferable  to the Dix Equation if the s truc tu re  is complex. The Hubral 

algorithm should be incorporated into a spatial database system which 

allows both direct and layer-by-layer modes of inversion in conjunction 

with spatial smoothing of velocities.

(g) Spatial smoothing should generally be applied both to moveout velocities

before inversion and to the derived interval velocities a f te r  inversion. 

The spatial frequency response of the f il te r  is limited by the length of the 

fil ter .  However, smoothing end-effec ts  are  increased as the f il te r  length 

increases. The type of fil ters  selected will the re fore  be constrained by 

the length of seismic lines available for velocity studies.
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(h) Selection of the optimal smoothing combination should be based on the 

need to improve the spatial consistency of interval velocities without 

excessive smoothing. The root mean square interval velocity mis-tie a t  

line intersections has been used as a measure of the  spatial consistency. 

Spatial consistency is improved as the root mean square interval velocity 

mis-tie is reduced by smoothing. The interval velocity solution should 

ideally be chosen from a suite of possible solutions, each generated by a 

d ifferen t smoothing combination.

(i) Calibration of interval velocities should be performed to scale the derived

interval velocities to the level of those measured from calibrated  velocity 

logs a t  wells. This scaling is generally likely to take the form of a 

reduction of the derived interval velocities to  m atch well velocities.

(j) Editing should then be undertaken to allow final adjustments of interval

velocities a t  line intersections and well locations. Additional adjustments 

may be necessary if the derived interval velocities assume unrealistic 

values outside designated upper and lower bounds.

If accu ra te  interval velocities are  to be obtained from moveout velocities, the 

da ta  must be given a chance. Sufficient tim e and e ffo r t  must be spent to 

prepare a suitable da ta  set and evaluate the results of inversion in response to 

various smoothing combinations. Only then can an optimal interval velocity 

solution be obtained.

Considerable damage has been done in the past, and continues to be done, by the 

flagrant abuse of seismic velocity data  -  particularly  by mis-use of the Dix 

Equation. Interval velocities should be obtained from moveout velocities, and
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not from the stacking velocities se lec ted  by processing s ta ff . Nor should they be 

obtained from widely spaced velocity analyses if the  moveout velocity  

fluctuation  is likely to  be spatially  aliased. They should not be obtained using 

the  Dix Equation if s tru c tu re  is known to ex ist. Finally, they should not be 

judged by arb itra ry  smoothing methods w ithout re ference  to  the ir spatial 

consistency a t line in tersections.

The aim of this thesis has been to  dem onstrate  th a t fa r superior and more 

objective methods are  available for obtaining in terval velocities w ithout 

recourse to sophisticated  and tim e-consum ing modelling techniques. It is hoped 

th a t these m ethods can now be employed on a wider varie ty  of m oveout velocity  

d a ta  se ts in order to determ ine the ir po ten tial use in fu tu re  in terval velocity  

solutions.

It is perhaps appropria te  to conclude with a m odification of a fam iliar maxim. If 

a velocity  problem is known to ex ist - it  is worth solving properly.
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RECOMMENDATIONS

The following points are  recom m ended for fu rth er study:

(a) A pplication of the  m ethods described in C hapter Seven to  d iffe ren t da ta

sets. O bservations and conclusions m ade thus far re la te  specifically  to 

the single d a ta  se t studied for this p ro jec t. F u rther da ta  se ts need to  be 

analysed in order to  make general s ta tem en ts  on the  subject of in terval

♦ velocity  inversion by the Hubral algorithm , particu larly  on the question of 

d irec t versus layer-by-layer inversion.

(b) Extension of the syn thetic  da ta  study presented  in C hapter Six to  include

3D ray tracing  in a 3D ground model. The logic of C hapter Seven could 

then be used to obtain an in terval velocity  solution with re ference  to  mis- 

ties  of derived in terval velocities a t line in tersections.

(c) A study of in terval velocities m easured from calib ra ted  velocity logs a t 

wells should be made over selected  areas with abundant well velocity  

inform ation. Such a study would provide illustrations of the  com plexity of 

in terval velocity  fields occurring naturally  in the subsurface (albeit ra ther 

sparsely sampled).

(d) The com prom ises made in C hapters Three and Seven to balance the

conflicting requirem ents of optimising the  spatia l frequency response of 

filte rs  and m inim isation of smoothing en d -e ffec ts  can clearly  be imroved 

upon. An a ttem p t should be made to  design short low-pass filte rs  with an 

improved spatial frequency response in fu tu re  work.
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(e) In terval velocities derived by the  Hubral algorithm  are  generally  g rea te r 

than those m easured from  ca lib ra ted  velocity  logs a t wells. This 

system atic  d ifference has been dem onstrated  in C hapter Seven, and 

cannot be a ttr ib u ted  simply to  'spread length ' e ffe c ts . F u rther work 

should be undertaken to  investigate  possible causes of th is problem . The 

rôle of velocity  anisotropy may be im portan t in th is con tex t. A b e tte r  

understanding of this c h a ra c te ris tic  discrepancy will be necessary to  allow 

a m ore stringen t 'calibration ' of in terval velocities derived by th e  Hubral 

algorithm .
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INSTRUMENTS

SPREAD

SOURCE

COVERAGE

Texas Instrum ents DFS IV 
record length 6.0s; sample period 4ms 
filters: low-cut 8Hz, slope 18dB/octave 

high-cut 62Hz, slope 72dB/octave

60 group stream er (12 group HSSH + 48 group HSSG) 
HSSH stream er 64 phones over 47m tapered array 
HSSG stream er 32 phones over 91.2m linear array 

(overlapping arrays) 
group interval 50 m
reported  near-trace  o ffset 300m; cable depth 14m

airgun array (24 guns)
depth of array 6.5 m
pop and shot point interval 25m

60-fold; 60 trace  
CMP interval 25m 
n ear-trace  60, fa r-trac e  1

TABLE 2.1 Survey A; Acquisition Parameters
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1. Adjacent trace  summation

2. Amplitude recovery

3. Deconvolution

4. Early mutes

5. Bulk s ta tic  correction

6. Normal moveout correction

7. Deconvolution

8. Common mid point stack

9. Deconvolution

10. Band-pass filte r

11. Dynamic equalisation

with d ifferential NMO correction 
(2-fold)

output 30 traces a t 100m effective 
group interval

formula for curve te®*QQ125t

operator 80ms (tapered autocorrelation) 
prewhitening 5%
near-trace  design gate  0.67 - 4.5s 
fa r- trac e  design gate  2.83 -  4.5s

-20ms for 'high-cut filte r delay'

velocities analysed using cross
correlation method (VLAN) every 1km

operator 2 x 100ms; prediction tim e 40ms 
n ear-trace  design gates 0.64 - 2.88s

2.80 - 5.50s
fa r-trac e  design gates 2.53 - 3.72s

2.80 - 5.50s

30-fold

operator 3 x 140ms (tapered 
autocorrelation) 
prewhitening 5%, 5%, 20% 
design gates 0.5 - 2.6s

2.2 -  4.3s
3.8 - 5.8s

tim e-variant operator 200ms 
tim e 0 - 1.3s

1.3 -  3.5s
3.5 - 4.1s
4.1 - 4.6s
4.6 - 6.0s

filte r 10,14 -50,60Hz 
6,10 -40,50Hz 
4,8 -35,45Hz
3.7 -30,40Hz
3.7 -24,32Hz

initial tim e Os
initial gate  length 250ms
final ga te  length 1.0s

TABLE 2.2 Survey A; Processing Parameters for Final CMP Stacked Sections
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1. Adjacent trace  summation

2. Amplitude recovery

3. Common offset stack of 
adjacent CMP gathers

4. Deconvolution

5. Deconvolution

6. Early mutes

7. Band-pass filte r

8. A utomatic gain control

9. Programmed gain control

10. Bulk s ta tic  correction

with d ifferen tial NMO correction 
(2-fold)

output 30 traces a t 100m effective 
group interval

formula for curve te®*^^^25t

2-fold

operator 80ms (tapered autocorrelation) 
prewhitening 5%
n ear-trace  design gate 0.70 - 4.5s 
fa r-trac e  design gate 2.79 - 4.5s

operator 100ms; prediction tim e 40ms 
n ear-trace  design gate  0.70 -  5.0s 
fa r-trac e  design gate  2.79 - 5.0s

tim e-varian t operator 200ms
tim e 0 -  1.55s filte r 10,14 - 50,60Hz

6,10 - 40,50Hz
3,7 -  30,40Hz

1.05 - 3.75s 
3.25 - 6.00s

gate length 100ms

tim e Os 
1.8s 
3.2s 
6.0s

gain 80% 
25% 
25% 
80%

■20ms for ’high-cut filte r delay'

TABLE 2.3 Survey A; Processing Before Velocity Analysis
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INSTRUMENTS

SPREAD

SOURCE

COVERAGE

Texas instrum ents DFS V 
record length 6.0s; sample period 4ms 
filters: low-cut 3.5Hz, slope 18dB/octave

high-cut 90Hz, slope 72dB/octave

240 channel cable; group interval 12.5m
weighted and summed to 119 channels a t  25m interval
reported near-trace  o ffset 200m; cable depth 12m

airgun array (14 guns)
depth of array 7.5m
pop and shot point interval 25m

59/60-fold (119 trace)
CMP interval 12.5m 
n ear-trace  1, fa r-trac e  119

TABLE 2.4 Survey B; Acquisition Parameters
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1. Amplitude recovery

2. Trace mix

3. Bulk s ta tic  correction

4. Low-cut filte r

5. Deconvolution

6. Normal moveout correction

7. Early mutes

8. Trace equalisation

9. Common midpoint stack

10. Bulk s ta tic  correction

11. Velocity filte r

12. Deconvolution

13. Band-pass filte r

14. Dynamic equalisation

form ula for curve teO-3t
s ta tic  correction for multiplexor delay

3-fold with d ifferen tial NMO correction 
weighting 1:2:1
output 60 traces a t 50m effective group 

interval

-15ms for source delay

operator 500ms; 5,8Hz

operator 2 x 140ms 
prewhitening 2%, 2% 
near-trace  design gates 0.88 -  2.85s

1.98 -  5.00s
fa r- trac e  design gates 3.30 -  4.37s

3.30 - 5.00s

velocities analysed using cross
correlation method (VLAN) every 1km

near-trace  design gate  1.98 -  5.0s 
fa r- trac e  design gate  3.30 - 5.0s

60-fold

15ms for shot and stream er depth

70% rejection of dips g reater than 
+/- 12m s/trace

operator 2 x 300ms 
prewhitening 50%, 2% 
design gates 0.6 - 2.8s 

0.2 - 5.0s

tim e-varian t operator 200ms 
application gates follow gross 
s tructu ra l trends eg.
tim e 0 - 0.90s filter 10,15 - 55, 65Hz 

0.70 - 1.34s 7,12 - 50,60Hz
1.04 - 2.45s 5,10 - 45,55Hz
2.25 - 4.75s 5,8 - 40,50Hz
4.45 - 5.60s 5,8 - 35,45Hz
5.40 - 6.00s 5,8 - 30,40Hz

initial tim e Os
initial gate  length 250ms
final gate  length 1.5s

TABLE 2.5 Survey B: Processing Parameters for Final CMP Stacked Sections
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1. Amplitude recovery

2. Trace mix

3. Common offset stack of 
adjacent CMP gathers

4. Bulk s ta tic  correction

5. Early mutes

6. Deconvolution

Band-pass filter

8. Automatic gain control

formula for curve te0*3t
s ta tic  correction for multiplexor delay

3-fold with d ifferen tial NMO correction 
weighting 1:2:1
output 60 traces a t 50m effective  group 

interval

4-fold

•15ms for source delay

operator 140 ms 
prewhi,tening 2%
n ear-trace  design gate  0.8 - 5.0s 
fa r- trac e  design gate  3.3 - 5.0s

tim e-varian t operator 200ms 
tim e 0 -  2.5s filte r 5,10 -55,65Hz 

1 .5 -6 .0 s  5,10 -40,50Hz

gate  length 100ms

TABLE 2.6 Survey B: Processing Before Velocity Analysis
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Horizon Polarity of 
first break

Stratigraphie boundary

BROWN + Limestone stringers over a 40m depth interval

PINK + Velocity increase at the top of a layer of tuffaceous 
mudstones and volcanic ash

YELLOW + Velocity increase at the top of a carbonate sequence

ORANGE - Velocity decrease at the base of the carbonate 
sequence

RED - Velocity decrease at the top of a layer of highly 
organic mudstones

Note that '+' implies compression, and 
implies rarefaction

(Each of the five seismic horizons was picked on a white trough)

TABLE 2.7 Correlation of Seismic Reflection Horizons with Stratigraphy



I - 264 -

WeU Line
SP

Horizon Calibrated 
velocity 

log time ms 
t i

Corrected 
log time 

ms 
ti-15

Section
time
ms
ts

Delay
ms

ts“(t[-15)

A-111 
SP 600

A-132 
SP 238

A-136 
SP 487

Brown
Pink
Yellow
Orange
Red

Brown
Pink
Yellow
Orange
Red

Brown
Pink
Yellow
Orange
Red

2167
2512
2630
2821
2974

2167
2512
2630
2821
2974

2228
2592
2710
2912
3041

2152
2497
2615
2806
2959

2152
'2497
2615
2806
2959

2213
2577
2695
2897
3026

2170
2530
2665
2835
2995

2170
2535
2670
2835
2995

2240
2615
2755
2925
3060

18
33 
50 
29 
36

18
38
55
29
36

27 
38 
60
28
34

Estimated Lags:

Brown 21ms
Pink 36 ms
Yellow 55ms
Orange 29ms
Red 35ms

TABLE 2.8 Estimation of Lag for Each Horizon

i
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Filter
Length

km

End of 
Pass Band 

km-1

S tart of 
Stop Band 

km"^
Deviation Deviation

dB

3 0.29 0.31 0.447 -7.00
3 0.28 0.32 0.400 -7.97
3 0.25 0.35 0.287 -10.85
3 0.20 0.40 0.163 -15.74

6 0.29 0.31 0.382 -8.36
6 0.28 0.32 0.296 -10.59
6 0.25 0.35 0.143 -16.91
6 0.20 0.40 0.044 -27.17

12 0.29 0.31 0.279 -11.09
12 0.28 0.32 0.164 -15.72
12 0.25 0.35 0.038 -28.35
12 0.20 0.40 0.004 -47.63

TABLE 3.1

Performance of Low-pass Filters Designed by the Remez Exchange Algorithm
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Length of 
Boxcar 
Moving 

Average km

RMS Moveout Velocity Mis-tie m/s

Brown Pink Yellow Orange Red

Raw Data 
0.5 
1.0

1.5 
2. 0

2.5
3.0
4.0
5.0
6 . 0  

Line Means

32.9
23.3
18.4 
16.8
13.5 
11.8 
.10.9
11.4 
11.0
9.9
7.4

35.1 
21.9
15.7
13.8
12.1
8.9
7.4
8.9
9.5 

10.6
4.9

22.2
16.3
16.0
14.8
1 2 . 8  

10.6

9.1
9.2 
8.6  
8.8

10.6

65.5
54.2
51.4
46.9
40.7
37.5
38.3
39.7 
40.1
37.9
50.7

52.4
39.7 
43.0
39.6
33.4
28.8
29.2
33.3
36.8
34.6
54.8

TABLE 3.2

Variation of RMS Moveout Velocity Mis-tie with Length of Moving Average 

(Including Line Intersections with Smoothing End-effects)
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Length of 
Boxcar 
Moving 

Average km

Number 
of Valid 
Mis-ties

RMS Moveout Velocity Mis-tie m/s

Brown Pink Yellow Orange Red

Raw Data 16 32.9 35.1 22.2 65.5 52.4

0.5 16 23.3 21.9 16.3 54.2 39.7

1.0 16 18.4 15.7 16.0 51.4 43.0

1.5 16 16.8 13.8 14.8 46.9 36.9

2.0 16 13.5 12.1 12.8 40.7 33.4

1 2.5 S 15.0 10.1 11.8 32.1 35.4

i 3.0 8 14.2 8.5 9.7 38.0 35.3

4.0 8 14.4 9.8 8.7 48.0 42.1

5.0 6 15.2 12.1 8.9 45.3 39.8
6.0 6 13.0 13.7 11.0 46.3 35.3

L in e  Means 16 7.4 4 .9 10.6 50.7 54.8

TABLE 3.3

Variation of RMS Moveout Velocity Mis-tie with Length of Moving Average 

(Excluding Line Intersections with Smoothing End-effects)
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PARAMETER (horizon/layer 2) LEFT RIGHT

Two-way zero-offset tim e (ms) 1833 2033
yLo-way stacked tim e away from fault (ms) 1835 2034
flange of two-way stacked tim es (ms) 1826-1845 2022-2041

vLrtical average velocity (m/s) 2182 2164
vErtical RMS velocity (m/s) 2216 2195
lioveout velocity away from fau lt (m/s) 2240 2214
Ditto as % vertical average velocity 102.7% 102.3%
Extremal moveout velocity (m/s) 2103 2385
Ditto as % vertical average velocity • 96.4% 110.2%
Ditto as % vertical RMS velocity 94.9% 108.7%
Ditto as % moveout velocity away from fault 93.9% 107.7%

Actual interval velocity (m/s) 3000 3000
Derived interval velocity away from fault (m/s) 3094 3083
Ditto as % actual 103.1% 102.8%
Extremal derived interval velocity (m/s) 2465 3739
Ditto as % actual 82.2% 124.6%

TABLE 6,2
Summary of Data Obtained During CMP Raytracing and Hubral Inversion over Model 2
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PARAMETER (horizon/layer 2) ANTICLINE SYNCLINE

Two-way zero-offset tim e (ms) 
Two-way stacked tim e (ms)

Vertical average velocity (m/s) 
Vertical RMS velocity (m/s)
Moveout velocity (m/s)
Ditto as % vertical average velocity 
Ditto as % vertical RMS velocity

Actual interval velocity (m/s)
Derived interval velocity (m/s)
Ditto as % actual

1467
1466

2454
2505
2325

94.7%
92.8%

3000
2664

88.8%

1867
1873

2357
2405
2871

121.8%
119.4%

3000
3975

132.5%

TABLE 6.3
Summary of Data Obtained During CMP Raytracing and Hubral Inversion Over Model 3

L
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Horizon
Moveout
Velocity

m/s

Normal 
Moveout 

Velocity m/s

Bias

m/s %

SEABED 1480 1480 0 0

BROWN 1951 1950 1 0.05

PINK 1973 1972 1 0.05

YELLOW 1995 1994 1 0.05

ORANGE 2224 '  • 2193 31 1.41

RED 2272 2248 24 1.07

TABLE 7.2 Moveout Velocity Bias a t Weil A
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Figure 1.1 Variation of Seismic Wave Velocity with 

Lithology ( a f t e r  Birch, 1942)
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Figure 2.6 Stacked S ection  for Line A-103





Figure 2.7 Stacked S ec tio n  for Line A - 111
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Figure 2.8 Stacked Sec tion  for  Line A -115
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Figure 2.9 S tacked Sec tion  for Line A-123



Figure 2.10 S tack ed  S e c t io n  for  Line A -120
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Figure 2.11 S tack ed  S e c t io n  for Line A-130
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Figure 2.12 Stacked S ectio n  for  Line A -132
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Figure 2.13 S tacked S e c tio n  fo r  L ine  A -1 4 4



Figure 2.14 S tacked  S ec tio n s  for Line B - 4
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Figure 2.15 Stacked Section fo r  L ine B -8
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Figure 2.21 S y n th e tic  Seismogram fo r  W ell A
Red

Yellow
Pink

Brown



Figure 2 .22  S y n th e tic  Seismogram fo r  Well
Red

Yellow
PinkBrown
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Figure 2 .2 3  C orrelation  of Sonic Logs S c a le  1 : 1 0  000
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Figure 3.1 Sampling The Continuous Function a(x)
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Figure 3.2 The Sampled Function b| at  Lag mAx
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Figure 3.3 Frequency Response of a Typical Low-Pass Filfer 

Designed by fhe Remez Exchange Algorithm



0.8
Ax = 250 m

Boxcar Length = 3.25 kmA
M
P
L
I 0.6
U
DE
L

g 0.4
A
R

 1 / 3 . 2 5  km

 2 /  3 .25 km0.2

0.25 0.5 0.75 1 .25 1 .75

FREQUENCY km"^

0.25 0.5 0.75 1 .25 I .75

- 1 0

20

- 4 0

- 5 0

-60

- 7 0

Figure 3.4 Frequency Response of a Typical Boxcar Moving Average



o-:C 3
0-120

5

ï

[

I

[hi

=- ; 23

V* ,

I
0 - 1 3 0

0 - 1 3 2

}

B -8

F i g u r e  3 . 5  R a w  M o v e o u t  V e l o c i t y  P r o f i l e s  ( m / s )



0-103 À
TOTALA - 1 2 0

A - 1 3 0

■'r

0 - 1 1 5

0-123 0-144

F igure  3.6 A u f - o c o r r e lo g r a m s  of  f h e  Brown,  Pink,  Yellow, O r a n g e  a n d  Red 

Moveout  Veloci ty  P r o f i l e s



A -133
*r

Q -1 2 C
TOTAL

A - 11 1 A - I3 C

!
A - 1 3 2A -1  15

A - 144A - 1 2 3

Figure 3.7 A u f o c o r r e l o g r a m s  of  f h e  Brown, Pink a n d  Yellow 

Moveou t  V e lo c i ty  P r o f i l e s



Q-1G3

I

ï

0-11 P - 1 3 0

%
I
I 5

TOTAL

I

A -1  15

«MirrrTa

A - 123

Figure 3.8 Sem iva r i og ra ms  of fh e  Brown,  Pink,  Yellow, Ora nge  and Red 

Moveouf  V e lo c i ty  P r o f i l e s



p -  103 3-sr P-12C

P - 1

P -  1 4 4P -1 2 3

Fig ure  3,9 Sem iva r i og ra ms  of f h e  Brown, Pink and Yellow 

Moveouf  V e lo c i ty  P r o f i l e s



q -1 0 3

I
8

k#

A-1 11

8

A - 115

8

A - 123

8

A -120

8

A - 130

8

8

A -144

v V
8

V

TOTAL

“ i»r
g

TOTAL

:
kjnvENLTBE» km

Figure 3.10 Energy S p ec t r a  of  the Brown, Pink, Yellow, Orange and Red 

Moveout Velocity P ro f i l e s



0 . 2 9 -  0.31 km

V

o \.m

8

0.28 -  0 .32  km

\
ï

S

8

0.25 -  0.35 km'

g

0.20 -  0.40 km

g

Figure 3.11 Var ia t ion  of  F r eq uen cy  Response  with

C u t - o f f  Slope f o r  L o w - p a s s  F i l t e r s

of  Leng th  3 km



0.29 -  0.31 km

g

0.28 -  0.32 km5

y

g

0.25 -  0.35 km

l

orm

0.20 -  0.40 kmî

î
ï
9
g

Figure 3.12 Var ia t ion of  F r eq uen cy  Re sp o ns e  with

C u t - o f f  Slope fo r  L o w - p a s s  F i l t e r s

of  Length  6 km



0 .2 9 -0 .3 1  km

3 -»

0 . 2 6 - 0 . 3 2  km3
ï
H
V

Tm—rS— rry

0.25 -0 .3 5  km
-1

TtS»

3

i
8

0.20 -  0.40 km'3
1

o's 0 1#

3
)
i
8

Figure 3.13 Variat ion of Frequency Response  with

C u t - o f f  Slope for  L o w - p a s s  F i l t e r s

of  Leng th  12 km



(/)

C7>

c_ . =  
CD Q .OH

Z  <

c n

00

O
P a § a

C71
c

’>o

o
_c
cn
c
<u

W
OJ

OJ
I

TD
C

C

o
o
E

UO

3:

(/)
c
o
U
OJ
00

3o
OJ>
o

un
s :
cc

c
g

-4-m

m
QJ
t _
3cn

OJ

jc

OJ
c

cn

TD
3

OJ
cn
fXJc_
(U

<



to

— eu

e n

OQ Q-
Z  <

□

C71
_C
’>
O

C71
C
œ

u
o

3
O
OJ>
o

l/)

eu
I

TD
C

C71
C

o
o

rc  00 
3
m :£  

>. .2

cr: 3

eu
to
c _
OJ

_c

eu
c

CJ1c
TD
3
U
X

euen
fD

crrœ
E

C  
O
co _

'L_ eu
>  <

LH
m

g
3
o i



c- : 33 0 -1 2 C 9 - 4

I3C B -8

p : .5 p  - : 32

C - 2 3 P -  î 4 4

b

F i g u r e  3.16 S m o o t h e d  M o v e o u t  V e l o c i t y  P r o f i l e s  ( m / s )

( O n e  S p r e a d  L e n g t h  B o x c a r  Moving A v e r a g e )
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Fi gure  5.2 KRUNCH Defini t ion o f  a Seismic Line in f he  

LINDEF I ns t ruc t ion

The example shown is line A-103 from C h a p te r  2
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' for  Models 1A and 1B
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Figure 7 .3  V ariation of RMS Interval Velocity M is-tie  
with Smoothing Combination fo r th e  D irect 
Inversion Procedure.
(Sm ooth ing  C om binations S e le c te d  by th e  Minimum 

Sm oothing C rite r io n  a r e  H ig h lig h te d )
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APPENDIX 2A

VELOCITY LOGS AND SYNTHETIC SEISMOGRAMS

If the density p  and the seismic wave velocity V of the subsurface are available 

as continuous (or, in p ractise , highly sampled) functions of depth, it is possible to 

calculate the form of the ideal, noise-free seismic reflection trace. Such a 

simulated trace  is known as a 'synthetic seismogram' (Peterson e t al, 1955; 

Dennison, 1960).

The density and velocity functions can be modelled by a series of thin plane 

parallel layers, in each of which the density pj and seismic wave velocity Vj are 

uniform. For downward travelling normally incident plane waves, the reflection 

coefficient Rj of the in terface  separating layers j-1 and j is given by the 

equation:

Rj :  *) '  (2A.1)
Ij .  Ij-,

where Ij is the velocity-density product PjVj , usually referred to as the 

'acoustic im pedance'. The log of unattenuated primary reflection coefficients 

may thus be obtained from the density and velocity logs a t a well.

Sonic logs provide a reliable m easurem ent of local velocity variations down the 

well bore, but are liable to  introduce errors if used to calculate integrated travel 

tim es and gross in terval velocities over a large depth interval. For this reason it 

is essential tha t the sonic log be calibrated by the results of a checkshot survey 

before any use is made of it for either interval velocity estim ation or the 

calculation of synthetic seismograms (see also Section 1.1.10).

Although velocity inform ation is available from the sonic log in most wells, 

density is often not recorded over most of the well bore. In practise, this is of
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little  significance, however, since the density often varies in sympathy with the 

velocity, and the density variation is usually small in comparison with the 

velocity variation. Coal and salt are two exceptions, with relatively low 

densities. In general, little  error is incurred by the assumption th a t the density 

is constant, or tha t it varies as a simple empirical function of velocity.

With the calibrated velocity log and a measured or assumed density log. Equation 

(2A.1) can be used to obtain the log of reflection coefficients down the well. 

This log can include various combinations of primaries, internal multiples and 

surface multiples in order to highlight the different components of the 

seismogram. This procedure pertains stric tly  to the case of a vertical well in 

horizontal layers; the implied seismic raypaths do not follow the well bore if the 

layers are dipping or if the well is deviated from the vertical, and the logs may 

be calibrated incorrectly if a simpler model is assumed.

Finally, the log of reflection coefficients is convolved with a filter or 'wavelet' 

which represents the effects of the band-limited seismic source signature, the 

absorption of higher frequencies by the earth , the recording equipment, and the 

processing which is applied before the final section is displayed. The filter 

applied is the one which results in the best match between the filtered synthetic 

seismogram and the traces closest to the well on the seismic section. The 

procedure for finding such an 'optimum' filter is necessarily of a trial and error 

nature.

A log of reflection coefficients containing a single spike (or delta function) 

would cause the input wavelet to be reproduced exactly on the synthetic 

seismogram with a delay equivalent to the time of the spike. Such phenomena 

are not observed in practise because real velocity logs never contain perfect step 

discontinuities. However, any large isolated velocity discontinuity does produce
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a sharp peak in reflection coefficients which gives rise to a good replica of the 

wavelet in the primary synthetic seismogram. If the calibrated velocity log is 

displayed on the same tim e axis as the primary synthetic seismogram, 

recognition of the wavelet in the la tte r  leads to immediate correlation with the 

causative velocity discontinuity. Reference to the geological composite log then 

allows the stratigraphie origin of the seismic reflection horizon to be identified.

In order tha t the reflected wavelet be recognised in the seismic trace, the 

following points are of interest:

the amplitude and polarity of the reflected wavelet depend on the 

magnitude and sign of the reflection coefficient;

significant interference may occur if the reflectors are closely spaced; and 

the most im portant part of the reflected wavelet is the first cycle or 'first 

break'; this cycle is diagnostic of the polarity of the reflection but is often 

difficult to recognise as the later cycles of the wavelet are generally of 

higher amplitude.
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APPENDIX 4A

A 3D RAYTRACING SUBROUTINE: RAYTR3D
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10 SUBROUTINE RAYTR3D(PVS,EZI,EXI,AN,PERP,VRATI0,PVP,EZT,
20 & EXT,RAYLEN,CALPHA,CBETA,DELTA,1ER)
30 IMPLICIT DOUBLE PRECISION (A-H),(0-Z)
40 INTEGER 1ER
50 -DIMENSION PVS( 3 ) , EZI( 3 ) ,EXI( 3 ) , AN(3 ) ,PVP( 3 ) ,EZT(3 ) ,EXT(3)
60 C
70 C SUBROUTINE TO TRACE RAY IN 3D PLANE ISOVELOCITY LAYERED SPACE WITH
80 C SPECIFIED DIRECTION COSINES FROM SOURCE S THROUGH INTERSECTION WITH
90 C DIPPING PLANE AT P AND INTO NEXT LAYER.

LOO C
110 C REFERENCES; (1) SHAH 1973 GEOPHYSICS 38 PP.600-604.
120 C (2) HUBRAL AND KREY 1980 SEG MONOGRAPH ENTITLED
130 C 'INTERVAL VELOCITIES FROM SEISMIC REFLECTION TIME
140 C MEASUREMENTS' PP.44-54.
150 C
160 C THE 'GLOBAL' COORDINATE SYSTEM IS RIGHT HANDED WITH Z AXIS POINTING
170 C VERTICALLY UPWARDS. THE NORMAL VECTOR DEFINING THE PLANE MUST
180 C POINT UPWARDS.
190 C
200 C THE 'LOCAL' COORDINATE SYSTEM HAS ITS Z AXIS POINTING ALONG THE
210 C LOCAL RAY DIRECTION AND ITS X AXIS LYING IN THE PLANE OF INCIDENCE
220 C AT P.
230 C
240 C ALL INPUT AND OUTPUT VECTORS ARE DEFINED IN THE GLOBAL SYSTEM.
250 C
260 C INPUT
270 C -----------
280 C PVS ; POSITION VECTOR OF SOURCE S.
290 C EZI : DIRECTION COSINES OF RAY LEAVING S.
300 C NOTE THAT THIS IS ALSO THE UNIT VECTOR ALONG THE LOCAL
310 C Z AXIS.
320 C EXI : DIRECTION COSINES OF LOCAL X AXIS.
330 C IF EXI IS INPUT AS A ZERO VECTOR, NEITHER THE ROTATION
340 C ANGLE DELTA, OR THE OUTPUT ROTATED LOCAL X AXIS EXT ARE
350 C COMPUTED.
360 C AN ; DIRECTION COSINES OF NORMAL TO PLANE.
370 C PERP : DISTANCE MEASURED PERPENDICULARLY FROM PLANE TO ORIGIN.
380 C VRATIO ; VELOCITY RATIO V TRANSMITTED /  V INCIDENT. IF VRATIO.LE.O
390 C THE RAY IS NOT TRACED THROUGH THE PLANE.
400 C
410 C OUTPUT
420 C —————
430 C PVP : POSITION VECTOR OF P, THE POINT OF INTERSECTION ON PLANE.
440 C EZT : DIRECTION COSINES OF RAY TRANSMITTED AT P.
450 C NOT COMPUTED IF VRATIO.LE.O
460 C EXT : DIRECTION COSINES OF TRANSMITTED LOCAL X AXIS.
470 C NOT COMPUTED IF EXI IS A ZERO VECTOR.
480 C RAYLEN : LENGTH OF RAYPATH IN TRANSIT FROM S TO P.
490 C CALPHA : COS(ANGLE OF INCIDENCE) = COS(ANGLE OF REFLECTION) AT P.
500 C CBETA : COS(ANGLE OF REFRACTION) AT P. NOT COMPUTED IF VRATIO.LE.O
510 C DELTA : 3D ROTATION ANGLE AT P (RADIANS).
520 C DEFAULTS TO ZERO IF EXI IS A ZERO VECTOR.
530 C 1ER ; ERROR FLAG :
540 C .SQ.O ON NORMAL EXIT, OR
550 C .EQ.l IF ERROR IN INPUT DATA EG. PLANES INTERSECT BELOW S.
560 C .EQ.2 IF RAY IS CRITICALLY REFRACTED AT P.
570. C .EQ.3 IF ZERO RAY OR NORMAL VECTOR INPUT.
580 C-
590 C GFA.251180
600 C
610 C---------------------------------------------------------------------------------------------------------------------------------------
620' C
630 PARAMETER ZERO=ODO,ONE=lDO,SMALL=lD-5
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640 C
550 C SET INITIAL DEFAULTS.
660 C
670 IER=3
680 DELTA=ZERO
690 C
700 C SET INVARIANTS.
710 C
720 S1=PVS(1)
730 S2=PVS(2)
740 S3=PVS(3)
750 C . . .
760 C--------------------------------------------------------------------------------------------------------------------------------------
770 C
780 C VALIDATE DIRECTION COSINES.
790 C
800 EZI1=EZI(1)
810 EZI2=EZI(2)
820 EZI3=EZI(3)
830 TEMP=SQRT(EZI1*EZI1+EZI2*EZI2+EZI3*EZI3)
840 IF(ABS(TEMP-ONE).GT. SMALL)THEN
850 CALL WARNING( 'RAYTR3D'INCIDENT RAY REQUIRES NORMALIZING')
860 IF(TEMP.LE.SMALL)THEN
870 RETURN
880 ELSE
890 EZI1=EZI1/TEMP
900 EZI2=EZI2/TEMP
910 EZI3=EZI3/TEMP
920 ENDIF
930 ENDIF
940 A=AN(1)
950 B=AN(2)
960 C=AN(3)
970 TEMP=SQRT(A*A+B*B+C*C)
980 IF(ABS(TEMP-ONE) . GT. SMALL)THEN
990 CALL WARNING( 'RAYTR3D', ' INTERFACE NORMAL REQUIRES NORMALIZING

1000 IF(TEMP.LE.SMALL)THEN
1010 RETURN
1020 ELSE
1030 A=A/TEMP
1040 3=B/TEMP
1050 C=C/TEMP
1060 ENDIF
1070 ENDIF
1080 C
1090 C BOTH VECTORS NOW UNIT MAGNITUDE.
1100 C
1110 IER=0
1120 C
1130 C--------------------------------------------------------------------------------------------------------------------------------------
1140 C
1150 C COSINE OF ANGLE OF INCIDENCE FROM DOT PRODUCT N.EZI
1160 C
1170 CALPHA=A*EZI1+B*EZI2+C*EZI3
1180 IF(CALPHA.GT.ONE)CALPHA=ONE
1190 IF(CALPHA.LT.-ONE)CALPHA=-ONE
1200 C
1210 C--------------------------------------------------------------------------------------------------------------------------------------
1220 C
1230 C LENGTH OF RAYPATH FROM S TO P. SHAH EQNS.3A,3B
1240 C
1250' RAYLEN=-(A*S1+B*S2+C*S3+PERP)/CALPHA
1260 IF(RAYLEN.LT.ZERO)THEN
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1270 CALL WARNING( 'RAYTR3D', 'CROSSING OR BADLY DEFINED INTERFACES')
1280 IZR=1
1290 RETURN
1300 ENDIF
1310 C
1320 C----------------------------------------------------------------------------------------------------------------------------------------
1330 C
1340 C POSITION VECTOR OF P. SHAH EQN 3A
1350 C
1360 PVP(1)=S1+EZI1*RAYLEN
1370 PVP(2)=S2+EZI2*RAYLEN
1380 PVP(3)=S3+EZI3*RAYLEN
1390 C
1400 C-----------------------------------------------------------------------------------------------------------------------------------------
1410 C
1420 C TRANSMITTED DIRECTION COSINES. SHAH EQN 9C
1430 C NB. ONLY COMPUTED IF VRATIO > 0.
144: c
1450 IF(VRATIO.GT.ZERO)THEN
1460 SALPHA=SQRT(ONE-CALPHA*CALPHA)
1470 SBETA=VRATIO*SALPHA
1480 C
1490 C CHECK FOR CRITICAL REFRACTION ALONG INTERFACE.
1500 C
1510 • IF(SBETA.GT.ONE)THEN
1520 CALL WARNING( 'RAYTR3D*,
1530 & 'RAY REFRACTED CRITICALLY AT NEXT HORIZON')
1540 CBETA=ZERO
1550 IER=2
1560 ELSE
1570 CBETA=(CALPHA/ABS(CALPHA) )*SQRT(ONE-SBETA*SBETA)
1580 VANG=VRATIO*CALPHA-CBETA
1590 EZT(1)=VRATI0*EZI1-VANG*A
1600 EZT(2)=VRATI0*EZI2-VANG*B
1610 EZT(3)=VRATI0*EZI3-VANG*C
1620 ENDIF
1630 ENDIF
1640 C
1650 C----------------------------------------------------------------- -----------------------------------------------------------------------
1660 C
1670 C COMPUTE ROTATION ANGLE DELTA.
1680 C RETURN TO CALLING ROUTINE IF INPUT EX IS A ZERO VECTOR.
1690 C
1700 EXI1=EXI(1)
1710 EXI2=EXI(2)
1720 EXI3=EXI(3)
1730 TEMP=SQRT(EXI1*EXI1+EXI2*EXI2+EXI3*EXI3)
1740  IF(TEMP.LE.SMALL)THEN
1750  RETURN
1760 ELSEIF(ABS(TEMP-ONE) . GT. SMALL)THEN
1770 CALL WARNING( 'RAYTR3D', 'LOCAL EX VECTOR REQUIRES NORMALIZING')
1780 EXI1=EXI1/TEMP
1790 EXI 2 = EXI 2/TEMP
1300 EXI3=EXI3/TEMP
1810 ENDIF
1820 EYI1=EZI2*EXI3 - EZI3*EXI2
1330 EYT2=EZI3*EXI1 - EZI1*EXI3
1840 EYI3=EZI1*EXI2 - EZI2*EXI1 .
1850 AA=EXI1*A + EXI2*B + EXI3*C
I860 BB=EYI1*A + EYI2*B + EYI3#C
1870 • DELTA=ZERO
1380' IF(AA.NE.ZERO.OR.BB.NE.ZERO)DELTA=ATAN2(BB,AA)
1890 C
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1900 C—
1910 C
1920 C
1930 C
1940
1950
1960
1970

C

1980 C
1990 c —
2000 c
2010 c
2020 c
2030 c
2040
2050
2060
2070

c

2080 c
2090 c
2100 c
2110
2120
2130
2140
2150
2160

c

2170 c
2180 c
2190 c
2200 c
2210 c
2220 c
2230 c
2240 c —
2250 c
2260 c
2270
2280
2290

c

■return to calling ROUTINE IF NO TRANSMISSION THROUGH PLANE, IN WHICH 
CASE TRANSMITTED LOCAL EX AXIS CANNOT BE COMPUTED.

• IF{VRATIO. LE. ZERO.OR. SBETA. GT. ONE)RETURN 
SDELTA=SIN(DELTA)
CDELTA=COS(DELTA)

DERIVE NEXT EX AXIS VECTOR BY ROTATING OLD ONE THROUGH INTERFACE, 
3D ROTATION BY ANGLE DELTA. HUBRAL EQN 4.27 
NOTE EZ AXIS UNAFFECTED.

EXR1=CDELTA*EXI1 + 
EXR2=CDELTA*EXI2 + 
EXR3=CDELTA*EXI3 +

SDELTA+EYIl 
SDELTA*EYI2 
SDELTA*EYI3

SNELL REFRACTION CAUSES ROTATION BY ANGLE SIGMA=ALPHA - BETA. 
HUBRAL EQN 4.28

SSIGMA=SALPHA*CBETA -  CALPHA*SBETA 
CSIGMA=CALPHA*CBETA + SALPHA*SBETA 
EXT(1)=CSIGMA*EXR1 -  SSIGMA*EZI1 
EXT(2)=CSIGMA*EXR2 -  SSIGMA*EZI2 
EXT(3)=CSIGMA*EXR3 -  SSIGMA*EZI3

NOTE HERE THAT THE TRANSMITTED RAY (EZ AXIS) COULD ALTERNATIVELY 
HAVE BEEN COMPUTED FROM THE FOLLOWING: (ALSO HUBRAL EQN 4.28) 

EZT(1)=SSIGMA*EXR1+CSIGMA*EZI1 
EZT(2)=SSIGMA*EXR2+CSIGMA*EZI2 
EZT(3)=SSIGMA*EXR3+CSIGMA*EZI3

RETURN TO CALLING ROUTINE.

RETURN
END
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10 SUBROUTINE WARNING( IDSUB, MESSAG)
20 CHARACTER*(♦) IDSUB,MESSAG
30 C
40 C PRINTS WARNING MESSAGE RELATING TO ERROR CONDITION TO CURRENT
50 C OUTPUT DEVICE.
60 C
70 c INPUT
80 c --------
90 c IDSUB ; NAME OF MODULE IN WHICH ERROR OCCURED.

100 c MESSAG ; CHARACTER STRING INDICATING THE REASON FOR FAILURE.
110 c
120 c GFA.151280
130
140

c
c -

150 c
160 PRINT 1, "" //IDSUB(1:NUCHAR(IDSUB)) / / ' " ' , MESSAG
170 RETURN
180 1 FORMAT(• ***WARNING: ERROR HAS OCCURED IN MODULE ' ,A/
190 +• ***',A)
200 END
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APPENDIX »B 

A 3D FORWARD MODELLING SUBROUTINE; HUBRALF



- 292 -

10
20
30
40
50
60
70
80
90

100
110
120
130
140
150
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
510
620
530

SUBROUTINE HUBRALF(LFST,LAST,XORG,YORG,VINT,DEPTH,ETA,THETA,LUN,
& TO,SX,SY,VNMOX,VNMOY,VMAJCR,VMINOR,SIGMA,XN,YN,
& ZN,IER)

IMPLICIT DOUBLE PRECISION (A-H),(0-Z)
INTEGER LFST,LAST,LUN,1ER 
REAL XORG,YORG,

& VINT(LAST), DEPTH(LAST) , ETA(LAST), THETA(LAST),
& TO(LAST),VNMOX(LAST),VNMOY(LAST), SX(LAST),SY(LAST),
& VMAJOR ( LAST ) , VMINOR ( LAST ), SIGMA( LAST ) ,
& XN(LAST) ,YN(LAST),ZN(LAST)

PARAMETER MXL=15
C
C PURPOSE

C RAY TRACES NORMAL INCIDENCE RAYS FROM SPECIFIED HORIZONS THROUGH
C - ISOVELOCITY LAYERS.WITH 3D PLANE INTERFACES OF ARBITRARY DIP AND
C STRIKE, RETURNING TWO-WAY TIME, TIME SLOPES, NORMAL MOVEOUT VELOCITY 

ELLIPSE PARAMETERS AND NORMAL INCIDENCE COORDINATES.
REFERENCES; (1) HUBRAL 1976 GEOPHYSICAL PROSPECTING 24 PP. 478-491

(2) HUBRAL 1976 GEOPHYSICS 41 PP. 233-242
(3) HUBRAL AND KREY 1980 SEG MONOGRAPH ENTITLED 

' INTERVAL VELOCITIES FROM SEISMIC REFLECTION TIME
MEASUREMENTS'.

CONVENTIONS USED IN HUBRALF INCLUDE;
-RIGHT HANDED COORDINATE SYSTEM WITH +X ALONG PROFILE, +Z 

VERTICALLY UP.
-INCREASING DEPTH IMPLIES POSITIVE DIP ANGLE.
-INCREASING TIME IMPLIES POSITIVE TIME SLOPE.
-ALL ANGLES INPUT AND USED IN RADIANS.

INPUT

LFST ; FIRST LAYER/HORIZON TO BE FORWARD MODELLED.
LAST ; LAST LAYER/HORIZON TO BE FORWARD MODELLED.
XORG ; CARTESIAN X OF SURFACE ORIGIN.
YORG ; CARTESIAN Y OF SURFACE ORIGIN.
VINT ; INTERVAL VELOCITY OF EACH LAYER INDEXED AS VINT(I) = LAYER I 

VELOCITY ETC.
NB. ALL OTHER INPUT/OUTPUT ARRAYS ARE INDEXED CF. VINT.

DEPTH ; VERTICAL DEPTHS (BELOW ORIGIN) FOR EACH HORIZON.
ETA ; MAXIMUM DIP ANGLE (RADIANS) FOR EACH HORIZON.
THETA ; AZIMUTH (RADIANS) OF MAXIMUM DIP FOR EACH HORIZON IE. THE

AZIMUTH PERPENDICULAR TO STRIKE IN THE DIRECTION 
OF DOWNWARD DIP. THIS ANGLE IS MEASURED AWAY FROM THE 
PROFILE (+X) DIRECTION WITH ANTICLOCKWISE ANGLES (TOWARDS 
+Y) POSITIVE.

; LOGICAL UNIT NUMBER (INTEGER) OF PRINT PILE.
NB. LUN < 1 SUPPRESSES PRINTING.

LUN

OUTPUT

TO ; TWO-WAY NORMAL INCIDENCE TIMES FOR EACH HORIZON.
SX ; TIME DIP DT/DX IN DIRECTION OF INCREASING X (ALONG PROFILE)

FOR EACH HORIZON,
SY ; CROSS DIP DT/DY IN DIRECTION OF INCREASING Y (ACROSS

PROFILE) FOR EACH HORIZON.
VNMOX ; NMO VELOCITY DERIVED (ALONG PROFILE) FOR EACH HORIZON.
VNMOY ; NMO VELOCITY DERIVED (ACROSS PROFILE) FOR EACH HORIZON.
'/MAJOR ; 't^GNITUDE OF MAJOR AXIS OF NMO VELOCITY ELLIPSE FOR EACH 

HORIZON.
VMINOR ; MAGNITUDE OF MINOR AXIS OF NMO VELOCITY ELLIPSE FOR EACH 

HORIZON.
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640 C SIGMA : ANGLE (RADIANS) BETWEEN NMO VELOCITY ELLIPSE MAJOR AXIS AND
550 C PROFILE (+X) DIRECTION FOR EACH HORIZON.
660 C XN : CARTESIAN X OF NORMAL INCIDENCE POINT ON EACH HORIZON.
670 C YN : CARTESIAN Y.OF NORMAL INCIDENCE POINT ON EACH HORIZON.
680 C ZN ; CARTESIAN Z OF NORMAL INCIDENCE POINT ON EACH HORIZON.
690 C 1ER ; ERROR FLAG:
700 C .EQ.O IF SUBROUTINE COMPLETED SUCCESSFULLY.
710 C .EQ.N IF FORWARD MODEL FAILED AT HORIZON N.
720 C
730 C COMMENTS
740 C ---------------
750 C THE FOLLOWING LIST'INDICATES THE MINIMUM ARRAY SIZES THAT MUST
760 C BE DECLARED IN THE CALLING ROUTINE:
770 C
780 C VINT, DEPTH, ETA, THETA, TO , SIGMA ,SX,SY, VNMOX, VNMOY, VMA JOR, VMINOR,SIGMA,
790 C XN,YN,ZN: DIMENSIONED AT LEAST (LAST).
800 c
810 c THE FOLLOWING DATA ARE SET ON THE PARAMETER CARD ABOVE;
820 c
830 c MXL ; THE MAXIMUM NUMBER OF LAYERS/HORIZONS ALLOWED IN THIS
840 c VERSION.
850 c
860 c GFA.251180
870 c
880 L-
890 c
900 PARAMETER ZERO=ODO, HALF=0. 5D0, ONE=1DO, SMALL=lD-5
910 PARAMETER PI=3. 141592653589793D0
920 DIMENSION P1(2,2),P2(2,2),R(2,2),WK(2,2),EX(3)
930 DIMENSION PATH(3 ,MXL+1) , ANORM(3 ,MXL+1 ) ,RAY ( 3 ,MXL+1), PERP(MXL+1)
940 LOGICAL ANNOT
950 c
960 c SET DEFAULT ERROR FLAG TO OK.
970 c
980 IER=0
990 c

1000 c SET INVARIANTS.
1010 c
1020 ANNOT=LUN.GE.1
1030 PIBY2=PI*HALF
1040 RADDEG=180D0/PI
1050 V1=VINT(1)
1060 c
1070 c PRINT HEADING.
1080 c
1090 IF(ANNOT)WRITE(LUN,1000)LFST, LAST, XORG, YORG
1100 
1 1 1 n

c
illU c -
1120 c
1130 c DERIVE DIRECTION COSINES OF NORMALS AND PERPENDICULAR DEPTHS TO EACH
1140 c INTERFACE.
1150 c
1160 AN0RM(1,1)=ZER0
1170 AN0RM(2,1)=ZER0
1180 ANORM(3 ,1 ) =ONE
1190 PERP(1)=ZER0
1200 DO 10 1=1,LAST
1210 IP1=I+1
1220 SETA=SIN(ETA(I))
1230 CETA=SQRT(ONE-SETA*SETA)
1240 AN0RM(1,IP1)=SETA*C0S(THETA(I))
1250‘ AN0RM(2,IP1)=SETA*SIN(THETA(I))
1260 ■ AN0RM(3,IP1)=CETA



1270
1280
1290
1300
1310
1320
1330
1340
1350
1360
1370
1380
1390
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500
1510
1520
1530
1540
1550
1560
1570
1580
1590
1600
1610
1620
1630
1640
1650
1660
1670
1680
1690
1700
1710
1720
1730
1740
1750
1760
1770
1780
1790
1800
1810
1820
1830
1840
1850
1860
1870
1880'
1890

10
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PERP(IPl)=DEPTH( I ) *CETA 
CONTINUE

FORWARD MODEL EACH HORIZON IN TURN.

DO 20 N=LFST,LAST
NM1=N-1
NP1=N+1

DERIVE DIRECTION COSINES OF SURFACE DOWNGOING RAY WHICH IS INCIDENT 
NORMALLY ON HORIZON N.

IF(N.EQ.1)THEN

FIRST HORIZON: DIRECTION COSINES OF DOWNGOING RAY NORMAL TO 
HORIZON 1 ARE THE REVERSE OF NORMAL VECTOR TO HORIZON 1.

RAY(1,1)=-AN0RM(1,2)
RAY(2,1)=-AN0RM(2,2)
RAY(3,1)=-AN0RM(3,2)

ELSE

OTHERWISE TRACE RAY UPWARDS FROM NORMAL INCIDENCE ON HORIZON N.
SET RAY START POSITION AND DIRECTION ON HORIZON N.
SET EX VECTOR TO ZERO FOR EARLY EXITS FROM RAYTR3D.

PATH(1,NP1)=X0RG
PATH(2,NP1)=Y0RG
PATH(3,NP1)=-DEPTHCN)
RAY(1,N)=AN0RM(1,NP1)
RAY(2,N)=AN0RM(2 ,NPl)
RAY(3,N)=AN0RM(3,NP1)
EX(1)=ZER0
EX(2)=ZER0
EX(3)=ZER0

RAY TRACE UPWARDS.

DO 30 I=N,2,-1  
IM1=I-1 
IP1=I+1
VRATIO=VINT( IMl)/VINT ( I )
CALL RAYTR3D(PATH(1,IP1),RAY(1,I),EX,AN0RM(1,I),PERP(I),

& VRATIO,PATH( 1 ,1 ) ,RAY(1,IM1) , EX, RLEN,CB, CA,
& DELTA,1ER)

IF(IER.NE.O)THEN
CALL WARNING( 'HUBRALF','RAY TRACING UPWARDS FAILED')
IER=N
RETURN
ENDIF

30 CONTINUE

DIRECTION COSINES OF DOWNGOING RAY NORMAL TO HORIZON N ARE REVERSE 
OF THOSE OF UPGOING RAY IN LAYER 1.

RAY(1,1)=-RAY(1,1)
■ RAY(2,1)=-RAY(2,1)

RAY(3,1)=-RAY(3,1)
ENDIF
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1900 C
1910 C INITIALISE FOR DOWNWARD RAY TRACING.
1920 C
1930 C SET RAY START POSITION AT ORIGIN, TWO WAY TIME, RADIUS AND WORKSPACE
1940 C MATRICES.
1950 C
I960 PATH(1,1)=X0RG
1970 PATH(2,1)=Y0RG
1980 PATH(3,1)=ZER0
1990 TWT=ZERO
2000 R(1,1)=ZER0
2010 R(2,1)=ZER0
2020 R(1,2)=ZER0
2030 R(2,2)=ZER0
2040 P1(1,1)=0NE
2050 P1(2,1)=ZER0
2060 P1(1,2)=ZER0
2070 P1(2,2)=0NE
2080 P2(1,1)=0NE
2090 P2(2,1)=ZER0
2100 • P2(1,2)=ZER0
2110 P2(2,2)=ONE
2120 C
2130 C SET EX VECTOR.
2140 C
2150 IF(N.EQ.1)THEN
2160 C
2170 C NO ROTATION FOR FIRST HORIZON. SET EX TO A ZERO VECTOR FOR EARLY EXIT
2180 C FROM RAYTR3D.
2190 C
2200 EX(1)=ZER0
2210 EX(2)=ZER0
2220 EX(3)=ZER0
2230 ELSE
2240 C
2250 C OTHERWISE VEC = [RAY IN LAYER 1) CROSS [SURFACE NORMAL]
2260 C EX = [VEC] CROSS [RAY IN LAYER 1]
2270 C
2280 RAY1=RAY(1,1)
2290 RAY2=RAY(2,1)
2300 RAY3=RAY(3,1)
2310 VEC1=RAY2*AN0RM(3,1)-RAY3*AN0RM(2,1)
2320 VEC2 =RAY3*ANORM(1 ,1 ) -RAYl*ANORM(3,1)
2330 VEC3=RAY1*ANORM(2 ,1 ) -RAY2 *ANORM(1,1)
2340 EX(1)=VEC2*RAY3-VEC3*RAY2
2350 . EX(2)=VEC3*RAY1-VEC1*RAY3
2360 EX(3)=VEC1*RAY2-VEC2*RAY1
2370 C
2380 C CHECK MAGNITUDE OF EX. IF APPROXIMATELY ZERO SET TO DEFAULT (1 ,0 ,0 )
2390 C VECTOR. OTHERWISE NORMALISE TO UNIT MAGNITUDE.
2400 C
2410 TEMP=S0RT(EX(1)*EX(1)+EX(2)*EX(2)+EX(3)*EX(3))
2420 IF(TEMP.GT.SMALL)THEN
2430 EX(1)=EX(1)/TEMP
2440 EX(2)=EX(2)/TEMP
2450  E X ( 3)=EX(3)/TEMP
2460 ELSE
2470 EX(1)=0NE
2480 EX(2)=ZER0
2490 EX(3)=ZER0
2500 ENDIF
2510' ENDIF
2520 C ■
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2530 C TRACE RAY FROM SURFACE DOWN TO HORIZON N.
2540 C DT(I) REFERS TO TWO-WAY TIME IN LAYER I CF. CONVENTION REF(2)
2550 C COMPUTE RADIUS MATRIX R. REF (1) EQN 26. NO DIVISION BY VI IS MADE
2560 C
2570 DO 60 1=1,N
2580 VII=VINT(I)
2590 IP1=I+1
2600 IF(I.EQ.N)THEN
2610 '/RAT 10= ZERO
2620 ELSE
2630 VRATI0='/INT(IP1)/VII
2640 ENDIF
2650 CALL RAYTR3D(PATH(1,I),RAY(1,I),EX,AN0RM(1,IP1),PERP(IPl),
2660 & VRATIO, PATHd, IP 1),RAY(1, IP l) ,  EX,RLEN, CA,CB,
2670 ' & DELTA,1ER)
2680 •IF( 1ER.NE. 0)THEN
2690 CALL WARNING( 'HUBRALF', 'RAY TRACING DOWNWARDS FAILED')
2700 IER=N
2710 RETURN
2720 ENDIF
2730 C
2740 c' SET LAYER TWO-WAY TRANSIT TIME AND UPDATE CUMULATIVE TWO-WAY TIME.
2750 C
2760 DTI = (RLEN+ RLEN)/VII
2770 TWT=TWT+DTI
2780 C
2790 C UPDATE RADIUS OF CURVATURE MATRIX.
2800 C
2810 CALL MATMLTD(P1,P2,WK)
2820 TEMP=VII*VTI*DTI
2830 R(1,1)=R(1,1)+TEMP*WK(1,1)
2840 R(2,1)=R(2,1)+TEMP*WK(2,1)
2850 R(1,2)=R(1,2)+TEMP*WK(1,2)
2860 R(2,2)=R(2,2)+TEMP*WK(2,2)
2870 IF(I.LT.N)THEN
2880 CABYCB=CA/CB
2890 CD=COS(DELTA)
2900 SD=SIN(DELTA)
2910 WK(1,1)=CD*CABYCB
2920 WK(2,1)=SD*CABYCB
2930 WK(1,2)=-SD
2940 WK(2,2)=CD
2950 CALL MATMLTD(P1,WK,P1)
2960 TEMP=WK(1,2)
2970 WK(1,2)=WK(2,1)
2980 WK(2,1)=TEMP
2990 CALL MATMLTD(WK,P2,P2)
3000 ENDIF
3010 60 CONTINUE
3020
Tmn

C
Ju JU c -
3040 c
3050 c SET TWO-WAY TIME AND NORMAL INCIDENCE COORDINATES FOR THIS LAYER.
3060 c
3070 TO(N)=TWT
3080 XN(N)=PATH(1,NP1)
3090 YN(N)=PATH(2,NP1)
3100 ZN(N)=PATH(3,NP1)
3110 c
3120 c BO IS THE ANGLE OF EMERGENCE TO VERTICAL.
3130 c
3140' CBCl=-RAY(3,l)
3150' C2B0=CB0*CB0
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3160 SBO=SQRT(ONE-C2BO)
3170 C
3180 C SET PARAMETERS DN, EN, FN IN REF(2). THESE WILL BE USED LATER ON IN
3190 C THE COMPUTATION OF VNMO.
3200 C
3210 R11=R(1,1)*HALF
3220 R12=R(1,2)*HALF
3230 R22=R(2,2)*HALF
3240 DETR=R11*R22-R12*R12
3250 IF(DETR.EQ.ZERO)THEN
3260 CALL WARNING( ' HUBRALFRADIUS MATRIX SINGULAR')
3270 IER=N
3280 RETURN
3290 ENDIF
3300 DN=C2B0*R22/DETR
3310 EN=CB0*R12/DETR
3320 FN=R11/DETR
3330 C
3340 C--------------------------------------------------------------------------------------------------------------------------------------
3350 C
3360 C DERIVE TIME SLOPES. TSLOPE IS SMINUSPHIN IN REF(2). PHIN IS ANGLE
3370 C BETWEEN PROFILE (+X) AND PROJECTION OF EMERGING RAY ONTO SURFACE, '
3380 C MEASURED AWAY FROM THE LATTER.
3390 C
3400 TSLOPE=(SBO+SBO)/V1
3410 IF(ABS(RAY(2,1)) .LT.SMALL.AND.ABS{RAY(1 ,1 ) ) .LT.SMALL)THEN
3420 PHIN=ZERO
3430 ELSE
3440 PHIN=ATAN2(RAY(2,1),-RAY(l,l))
3450 ENDIF
3460 CPHIN=COS(PHIN)
3470 SPHIN=SIN(PHIN)
3480 SX(N)=TSLOPE*CPHIN
3490 SY(N)=-TSLOPE*SPHIN
3500 C
3510 C--------------------------------------------------------------------------------------------------------------------------------------
3520 C
3530 C DERIVE NMO VELOCITY ELLIPSE USING DN, EN, FN CALCULATED ABOVE.
3540 C
3550 C PHIMAX IS A TURNING POINT IN THE VNMO(AZIMUTH) FUNCTION (IE. EITHER
3560 C A MAXIMUM VNMO OR MINIMUM '/NMO AZIMUTH) MEASURED AWAY FROM THE RAY
3570 C EMERGE ANGLE PHIN.
3580 C
3590 IF(EN.EQ.ZERO.AND.DN.EQ.FN)THEN
3600 PHIMAX=ZERO
3610 ELSE
3620 ?HIMAX=HALF*ATAN2(EN+EN,DN-FN)
3630 ENDIF
3640 CPHIM=COS(PHIMAX)
3650 SPHIM=SIN(PHIMAX)
3660 C2PHIM=CPHIM*CPHIM
3670 S2PHIM=ONE-C2PHIM
3680 '/MAX2=0NE/(TWT*(HALF*DN*C2PHIM+HALF*FN*S2PHIM+EN*CPHIM*SPHIM))
3690 VMIN2=ONE/(TWT*(HALF*DN*S2PHIM+HALF*FN*C2PHIM-EN*CPHIM*SPHIM))
3700 IF(VMAX2. LT. VMIN2)THEN
3710 PHIMAX=PHIMAX+PIBY2
3720 TEMP=VMIN2
3730 VMIN2=VMAX2
3740 '/MAX2=TEMP
3750 ENDIF
3760 VMAJOR(N)=SQRT(VMAX2)
3770* VMINOR(N)=SQRT(VMIN2)
3780 C
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3790 C DERIVE NMO VELOCITY ALONG AND ACROSS PROFILE FROM THE ELLIPSE.
3800 C
3810 C SIG IS THE ANGLE BETWEEN THE AZIMUTH OF MAXIMUM VNMO AND THE PROFILE,
3820 C MEASURED AWAY FROM THE LATTER.
3830 C
3840 SIG=PHIMAX-PHIN
3850 IF(SIG.GE.PI)SIG=SIG-PI
3860 SIGMA(N)=SIG
3870 CSIG=COS(SIG)
3880 C2SIG=CSIG*CSIG
3890 S2SIG=ONE-C2SIG
3900 VNMOX(N)=SQRT(ONE/(C2SIG/VMAX2+S2SIG/VMIN2))
3910 VNMOY(N)=SQRT(0NÈ/(C2SIG/VMIN2+S2SIG/VMAX2))
3920 C
3930 C----------------------------------------------------------------------------------------------------------------------------------------
3940 C
3950 C OUTPUT RESULTS FOR HORIZON N.
3960 C
3970 IF(ANNOT)THEN
3980 WRITE(LUN,1010)N, VINT(N) , ETA(N)*RADDEG, THETA(N)* RADDEG,
3990 & DEPTH(N) ,TWT,XN(N) ,YN(N) ,ZN(N) ,ACOS(CBO)*RADDEG,
4000 & -PHIN*RADDEG,SX(N),SY(N),VNMOX(N),VNMOY(N),
4010 & VMAJOR(N), VMINOR(N),SIG*RADDEG
4020 ENDIF
4030 C
4040 C NEXT HORIZON.
4050 C
4060 20 CONTINUE
4070 C
4080 C----------------------------------------------:------------------------------------------------------------------------------------------
4090 C
4100 C RETURN TO CALLING ROUTINE.
4110 C
4120 RETURN
4130 C
4140 C----------------------------------------------------------------------------------------------------------------------------------------
4150 C
4160 C FORMATS.
4170 C
4180 1000 FORMAT(' HUBRAL 3D FORWARD MODEL FOR LAYERS ' ,1 2 , '  THROUGH
4190 & 12,' SURFACE ORIGIN AT X=',F8.1,' Y=' , F8. 1 , 28X, ' HUBRALF.251180 ' /
4200 & 1X,130(1H-)//
4210 & ' HORI INTV MAX-DIP VERTICAL 2WAY NORMAL-INCIDENCE-POINT RAY
4220 &-EMERGE-ANG TIME-SLOPE NORMAL-MOVEOUT-VELOCITY ' /
4230 & ' -ZON VEL ANGLE AZIMT DEPTH TIME XN YN ZN TO
4240 &+Z TO+X DT/DX DT/DY VNMOX '/NMOY MAJOR MINOR AXIS’/ )
4250 1010 FORMAT ( 13 , F8 .1, 2F6 .1, F8 .1, F7 . 3 , 3F8 .1, F5 .1, F7 .1, 2 ( IX, E9 . 3 ) , 5F7 . 1 )
4260 END
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10 SUBROUTINE MATMLTD(A,B,C)
20 DOUBLE PRECISION A(2,2),B(
30 C
40 C 2*2 MATRIX MULTIPLICATION-IN
50 C
60 C INPUT
70 C ---------
80 c A : 2*2 MATRIX.
90 c B : 2*2 MATRIX.

100 c
110 c OUTPUT
120 c -----------
130 c C : 2*2 MATRIX*C= A * B.
140 c
150 c GFA.211180
160 c
170 L '
180 c
190 A11=A(1,1)
200 A21=A(2,1)
210 A12=A(1,2)
220 A22=A(2,2)
230 B11=B(1,1)
240 B21=B(2,1) •
250 B12=B(1,2)
260 B22=B(2,2)
270 C ( l , l )=  A11*B11 + A12*B21
280 C (2,l)=  A21*B11 + A22*B21
290 C (l,2)=  A11*B12 + A12*B22
300 C(2,2)= A21*B12 + A22*B22
310 RETURN
320 END
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APPENDIX 4C

A 3D INVERSION SUBROUTINE; HUBRALI
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10
20
30
40
50
60
70
80
90

100
110
120
130
140
150
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
610
620*
630

SUBROUTINE HUBRAL I ( LFST, LAST, MODE, XORG, YORG, VTOL, TO, VNMOX ,SX,SY,
& LUN, VINT, DEPTH, ETA, THETA, VNMOY, VMAJOR , VMINOR,
& SIGMA,XN,YN,ZN,1ER)

IMPLICIT DOUBLE PRECISION (A-H),(0-Z)
INTEGER LFST, LAST, MODE, LUN,1ER 
REAL XORG, YORG, VTOL,

& TO(LAST), VNMOX(LAST), SX(LAST) , SY(LAST),
& VINT(LAST) , DEPTH(LAST) , ETA( LAST) , THETA(LAST),
& VNMOY(LAST) , VMAJOR(LAST) , VMINOR(LAST) , SIGMA(LAST),
& XN(LAST),YN(LAST),ZN(LAST)

PARAMETER MXL=15,MAXIT=20 
PARAMETER VNMIN=1D0, VNMAX=100000D0

PURPOSE

DERIVES INTERVAL VELOCITIES AND SUBSURFACE GEOMETRY FOR A MODEL WITH 
ISOVELOCITY LAYERS SEPARATED BY PLANE REFLECTING INTERFACES OF 
ARBITRARY DIP AND STRIKE IN 3D SPACE, GIVEN ZERO-OFFSET /  NORMAL-  
INCIDENCE TWO-WAY TIMES, MOVEOUT VELOCITIES AND ORTHOGONAL TIME 
SLOPES ( VIZ. IN-LINE DT/DX AND CROSS-DIP DT/DY) AT EACH HORIZON.

REFERENCES: (1) HUBRAL 1976 GEOPHYSICAL PROSPECTING 24 PP. 478-491
(2) HUBRAL 1976 GEOPHYSICS 41 PP. 233-242
(3) HUBRAL AND KREY 1980 SEG MONOGRAPH ENTITLED

'INTERVAL VELOCITIES FROM SEISMIC REFLECTION TIME 
MEASUREMENTS'.

(4) SHAH 1973 GEOPHYSICS 38 PP. 600-604

SUBROUTINE HUBRALI ALLOWS THE DIRECT INVERSION OF N LAYERS (MODE=0)
OR THE GRADUAL (LAYER BY LAYER) INVERSION CONSISTING OF VELOCITY 
DERIVATION (M0DE=1), RETURN TO CALLING ROUTINE TO PROCESS DERIVED VN, 
AND THEN RAY TRACING THROUGH THIS PROCESSED VELOCITY (VN) TO NEXT 
HORIZON (M0DE=2).

CONVENTIONS USED IN HUBRALI INCLUDE:
-RIGHT HANDED COORDINATE SYSTEM WITH +X ALONG PROFILE AND +Z 
VERTICALLY UP.

-INCREASING DEPTH IMPLIES POSITIVE DIP ANGLE.
-INCREASING TIME IMPLIES POSITIVE TIME SLOPE.
-ALL ANGLES INPUT IN RADIANS.
-HORIZON NORMAL VECTORS POINT UPWARDS.

INPUT

LFST : FIRST LAYER/HORIZON TO BE INVERTED/TRACED TO.
LAST : LAST LAYER/HORIZON TO BE INVERTED/TRACED TO.
MODE : .EQ.O => DERIVE '7N AND REFLECTOR GEOMETRY FOR LAYERS

N=LFST,LAST.
.EQ.l => DERIVE VN FOR LAYER N=LFST (=LAST). DO NOT 
TRACE TO REFLECTOR N.
.EQ.2 => DERIVE REFLECTOR GEOMETRY AT HORIZON N=LFST 
(=LAST). DO NOT DERIVE VN.
CARTESIAN X OF SURFACE ORIGIN.
CARTESIAN Y OF SURFACE ORIGIN.
REQUIRED ACCURACY OF DERIVED INTERVAL VELOCITIES IN UNITS 
OF VELOCITY.
TWO-WAY ZERO-OFFSET (NORMAL INCIDENCE) TIMES FOR EACH 
HORIZON INDEXED AS TO(I ) = TWO-WAY TIME TO HORIZON I.
NB. ALL OTHER INPUT/OUTPUT ARRAYS ARE INDEXED CF. TO.
NMO VELOCITY OBSERVED (ALONG PROFILE) FOR EACH HORIZON.
TIME DIP DT/DX IN DIRECTION OF INCREASING X (ALONG PROFILE) 
FOR EACH HORIZON.

SY : CROSS DIP DT/DY IN DIRECTION OF INCREASING Y (ACROSS

XORG
YORG
VTOL

TO

VNMOX
SX



640 
650 
660 
670 
680 
690 
700 
7 ID 
720 
730 
740 
750 
760 
770 
780 
790 
800 
810 
820 
830 
840 
850 
860 
870 
880 
890 
900 
910 
920 
930 
940 
950 
960 
970 
980 
990 

1000 
1010 
1020 
1030 
1040 
1050 
1060 
1070 
1080 
1090 
1100 
1110 
1120 
1130 
1140 
1150 
1160 
1170 
1180 
1190 
1200 
1210 
1220  
1230 
1240 
1250' 
1260

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c '
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
ç
c
c
c
c
c
c-
c

LUN

OUTPUT

VINT

DEPTH
ETA
THETA

VNMOY
VMAJOR

VMINOR

SIGMA

XN
YN
ZN
1ER
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PROFILE) FOR EACH HORIZON.
LOGICAL UNIT NUMBER (INTEGER) OF PRINT FILE 
NB. LUN < 1 SUPPRESSES PRINTING.

INTERVAL VELOCITY DERIVED FOR EACH LAYER TO AN ACCURACY 
OF +/- VTOL.
VERTICAL DEPTHS (BELOW ORIGIN) DERIVED FOR EACH HORIZON. 
MAXIMUM DIP ANGLE (RADIANS) DERIVED FOR EACH HORIZON. 
AZIMUTH (RADIANS) OF MAXIMUM DIP FDERIVED FOR EACH HORIZON 
IE. THE AZIMUTH PERPENDICULAR TO STRIKE IN THE DIRECTION 
OF DOWNWARD' DIP. THIS ANGLE IS MEASURED AWAY FROM THE 
PROFILE (+X) DIRECTION WITH ANTICLOCKWISE ANGLES (TOWARDS 
+Y) POSITIVE.
NMO VELOCITY DERIVED ACROSS PROFILE FOR EACH HORIZON. 
MAGNITUDE OF MAJOR AXIS OF NMO VELOCITY ELLIPSE FOR EACH 
HORIZON.
MAGNITUDE OF MINOR AXIS OF NMO VELOCITY ELLIPSE FOR EACH 
HORIZON.
ANGLE (RADIANS) BETWEEN NMO VELOCITY ELLIPSE MAJOR AXIS AND 
PROFILE (+X) DIRECTION FOR EACH HORIZON.
CARTESIAN X OF NORMAL INCIDENCE POINT ON EACH HORIZON.
CARTESIAN Y OF NORMAL INCIDENCE POINT ON EACH HORIZON.
CARTESIAN Z OF NORMAL INCIDENCE POINT ON EACH HORIZON.
ERROR FLAG:
.EQ.O IF SUBROUTINE COMPLETED SUCCESSFULLY.
.EQ.N IF INVERSION FAILED AT HORIZON N.

NOTE: FOR M0DE=1 AND M0DE=2 THE ARRAYS VINT, ETA, THETA, DEPTH MUST
CONTAIN DATA FOR LAYERS I = 1,LFIRST-1 IN ORDER THAT RAY TRACING TO
HORIZON "N-1" BE POSSIBLE.

THE FOLLOWING LIST INDICATES THE MINIMUM ARRAY SIZES THAT MUST BE
DECLARED IN THE CALLING ROUTINE:

TO , VNMOX, SX , SY, VINT, DEPTH, ETA, THETA, VNMOY, VMAJOR , VMINOR , SIGMA,
XN,YN,ZN: DIMENSIONED AT LEAST (LAST).

THE FOLLOWING DATA ARE SET ON THE PARAMETER CARDS ABOVE:

MXL : THE MAXIMUM NUMBER OF LAYERS/HORIZONS ALLOWED IN THIS 
VERSION.

MAXIT : THE MAXIMUM NUMBER OF NEWTON RAPHSON ITERATIONS ALLOWED 
TO FIND THE INTERVAL VELOCITY FOR ANY ONE LAYER.

VNMIN : THE MINIMUM VALUE IN THE RANGE OF INTERVAL VELOCITY 
SOLUTIONS ALLOWED IN THE ITERATION.

VNMAX : THE MAXIMUM VALUE IN THE RANGE OF INTERVAL VELOCITY 
SOLUTIONS ALLOWED IN THE ITERATION.
NB. ALL DERIVED VELOCITIES SHOULD LIE IN THE RANGE 

VNMIN .LE. VN .LE. '/NMAX 
THIS RESTRICTION IS IMPOSED IN ORDER TO PREVENT THE 
NEWTON-RAPHSON ITERATION BLOWING UP TO GIVE SPURIOUS 
RESULTS.

GFA.270181



- 303 -
1270 PARAMETER ZERO=ODO , HALF=0 . 5D0 ,0NE=1DC , SMALL=lD-5
1280 PARAMETER PI=3. 141592653589793D0,RADDEG=180D0/PI, FACT0R=1. OIDO
1290 DIMENSION Pl(2,2),P2(2,2),U(2,2),UINV(2,2),WK(2,2),EX(3)
1300 DIMENSION A (2,2),B(2,2),C(2,2)
1310 DIMENSION PATH(3,MXL),AN0RM(3,MXL+1),RAY(3,MXL),PERP(MXL+1)
1320 LOGICAL ANNOT
1330 C
1340 C SET DEFAULT ERROR FLAG TO OK.
1350 C
1360 IER=0
1370 C
1380 C SET INVARIANTS.
1390 C
1400 ANNOT=LUN.GE.l
1410 PIBY2=HALF*PI
1420 AN0RM(1,1)=ZER0
1430 AN0RM(2,1)=ZER0
1440 AN0RM(3,1)=0NE
1450' PERP(1)=ZER0
1460 PATH(1,1)=X0RG
1470 PATH(2,1)=Y0RG
1480 PATH(3,1)=ZER0
1490 C
1500 C PRINT HEADING.
1510 C
1520 IF(ANNOT)WRITE(LUN,10 0 0)LFST, LAST,MODE, XORG,YORG,VTOL
1530 C
1540 C--------------------------------------------------------------------------------------------------------------------------------------
1550 C
1560 C SET HORIZON GEOMETRY FOR UPPER LAYERS IF TOP PART OF MODEL COMPLETE.
1570 C
1580 IF(LFST.GT.l)THEN
1590 DO 20 I=1,LFST-1
1600 IP1=I+1
1610 SETA=SIN(ETA(I))
1620 CETA=SORT(ONE-SETA * SETA)
1630 AN0RM(1,IP1)=SETA*C0S(THETA(I))
1640 ANORM( 2 , IP l)=SETA*SIN(THETA( I ))
1650 ANORM(3,IP1)=CETA
1660 PERP(IPl)=DEPTH(I)*CETA
1670 20 CONTINUE
1680 ENDIF
1690 C
1700 C--------------------------------------------------------------------------------------------------------------------------------------
1710 C
1720 C SET VELOCITY IN FIRST INTERVAL IF REQUIRED.
1730 C
1740  I F (LFST.EQ.l.AND.MODE.NE.2 )THEN
1750 VI=ONE/SQRT((ONE/(VNMOX(1)*VNMOX(1)))  + (HALF*HALF* SX(1)* SX ( 1 ) ))
1760 VINT(1)=V1
1770 ELSE
1780 V1=VINT(1)
1790 ENDIF
1800 C
1810   -̂----------------
1820 C
1830 C INVERT LAYERS LFST THROUGH LAST.
1840 C
1850 DO 1 N=LFST,LAST
i860 NM1=N-1
1870 NP1=N+1
1880* TWT=TO(N)
1890 DTN=TWT
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1900 C
1910 C-----------------------------------------------------------------------------------------------------------------------------------------
1920 C
1930 C DERIVE RAY EMERGE ANGLES.
1940 C
1950 C PHIN I S  THE ANGLE MEASURED FROM THE PROJECTION OF THE EMERGING
I960  C RAY ONTO THE SURFACE PLANE TO THE PROFILE (+X) WITH ANTICLOCKWISE
1970 C ROTATIONS POSITIVE.
1980 C TSLOPE IS  SMINUSPHIN IN R E F ( 2 ) .
1990 C BO I S  THE ANGLE BETWEEN THE EMERGING RAY AND THE VERTICAL.
2000 C
2010 I F ( A B S ( S X ( N ) ) . LT.SMALL.AND.ABS(SY(N)) . LT. SMALL) THEN
2020 PHIN=ZERO
2030 ELSE
2040 PHI N=-A TAN2( SY(N ) ,SX(N))
2050 ENDIF
2060 SPHIN=SIN(PHIN)
2070 CPHIN=COS(PHIN)
2080 TSLOPE=SX(N)*CPHIN-SY(N)*SPHIN
2090 SBG=ABS(HALF*V1*TSL0PE)
2100 CBO=SQRT(ONE-SBO*SBO)
2110 C
2120 C-----------------------------------------------------------------------------------------------------------------------------------------
2130 C
2140 . C FOR FIRST LAYER SET RAY IN LAYER N=1 AND DN, EN, FN THEN JUMP.
2150 C
2160 IF ( N .E Q .1 ) T H E N
2170 VN=V1
2180 EN=ZERO
2190 FN=ONE/(VN*VN*HALF*DTN)
2200 DN=FN*CBO*CBO
2210 I F ( MODE.N E . 1 ) THEN
2220 TX=-CPHIN*SB0
2230 TY=SPHIN*SBO
2240 TZ=-CBO
2250 ENDIF
2260 GOTO 3
2270 ENDIF
2280 C
2290------------------------------------------------------------------------------------------------------------------------------------------------
2300 C
2310 C LAYERS 2 THROUGH N. INI T IA L ISE  FOR DOWNWARD RAY TRACING.
2320 C
2330 C SET RAY DIRECTION IN LAYER 1 .  REF(2)  EQN 14 .
2340 C
2350 RAY (1 ,1 )=-C PHIN *SB 0
2360 RAY (2 ,1 )=SPH:N*SB0
2370 R A Y ( 3 ,1 ) = -C B 0
2380 P 1 ( 1 , 1 ) = 0 N E
2390 P 1 ( 2 , 1 ) = Z E R 0
2400 P 1 ( 1 , 2 ) = Z E R 0
2410 P l ( 2 , 2 ) = O N E
2420 P 2 ( 1 , 1 ) = 0 N E
2430 P 2 ( 2 , 1 ) = Z E R 0
2440 P 2 ( 1 , 2 ) = Z E R 0
2450 P 2 ( 2 , 2 ) = O N E
2460 A ( 1 , 1 ) = Z E R 0
2470 A ( 2 , 1 ) = Z E R 0
2480 A ( 1 , 2 ) = Z E R 0
2490 A (2 ,2 )= Z E RO
2500 C
2 510 '  C SET EX VECTOR. VEC = (RAY IN LAYER 1) CROSS [SURFACE NORMAL]
2520 C EX = [VEC] CROSS (RAY IN LAYER 1]



2530 C
2540
2550
2560
2570
2580
2590
2600
2610
2620
2630 C
2640 C
2650 C
2660 C
2670
2680
2690
2700
2710
2720
2730
2740
2750
2760
2770 C
2780 C
2790 C
2800 C
2810 C
2820 C
2830 C
2840 C
2850
2860
2870
2880
2890
2900
2910
2920
2930
2940
2950
2960
2970
2980
2990
3000
3010 c
3020 c
3030 c
3040
3050
3060 c
3070 c
3080 c
3090
3100
3110
3120
3130
3140 '
3150

-  305 -

R AY 1= RAÏ (1 , 1 )
RAY2=RAY(2,1)
RAY3=RAY(3,1)
VEC1=RAY2 *ANORM( 3 , 1 ) -RAY3 *ANORM( 2 , 1 )
VEC2=RAY3 *ANORM( 1 , 1 ) -RAYl*ANORM( 3 , 1 )
VEC3=RAY1*AN0RM(2 , 1 )-RAY2*AN0RM(1 , 1 )
EX( 1 ) =VEC2*RAY3-VEC3 *RAY2 
EX(2 ) =VEC3*RAY1-VEC1*RAY3 
EX(3)=VEC1*RAY2- EC2*RAY1

CHECK MAGNITUDE OF. EX. I F  APPROXIMATELY ZERO SET TO DEFAULT ( 1 , 0 , 0 )  
VECTOR. OTHERWISE NORMALISE TO UNIT MAGNITUDE.

T E M P = S Q R T (E X ( 1 ) * E X ( 1 ) + E X ( 2 ) * E X ( 2 ) + E X ( 3 ) * E X ( 3 ) )
I F ( TEMP. GT. SMALL) THEN 

EX (1) =E X(1 ) / TEM P 
E X (2) =E X( 2) /TEM P 
EX (3) =E X(3 ) / TEM P 

ELSE
EX(1)=0NE
EX(2)=ZER0
EX(3)=ZER0
ENDIF

TRACE RAY FROM SURFACE ORIGIN (XORG,YORG,0 . 0 )  TO HORIZON N - 1 .

NB. BET A(N- l )  I S  UNDEFINED AT THIS STAGE.
DTI REFERS TO TWO-WAY TIME IN LAYER I  C F . CONVENTION IN R E F ( 2 ) .

DO 200 1 = 1 , NMl 
I P 1 = I + 1  
V I I = V I N T ( I )
IF( I . EQ.N M1) THE N

VRATIO=ZERO
ELSE

V R A T I0 = V I N T ( IP 1 ) /V I I
ENDIF

CALL RAYTR3D(PATH(1,I ),RAY(1,I ),EX ,ANORM(1,IPl),PERP(IPl), 
& VRATIO, PATHd, IPl) , RAY ( 1, IPl ) , E X , RLEN , C A , C B ,
& DELTA,1ER)

IF( IE R .N E .O )T H E N
CALL WARNING( 'HUBRALI' , 'RAY TRACING DOWNWARDS F A I L E D ' )
IER=N
RETURN
ENDIF

SET TWO-WAY LAYER TRANSIT TIME AND UPDATE "TIME LEFT" VARIABLE.

DTI=(RLEN+RLEN) /VII  
DTN=DTN-DTI

UPDATE A, P I ,  P 2 ,  Ü, UINV MATRICES DEFINING WAVEFRONT CURVATURE.

I F ( I . E Q . 1 ) T H E N
WK(1 ,1 )=0NE
WK(2 ,1 )=ZER0
WK(1 ,2 )=ZER0
WK(2,2)=ONE

ELSE
CALL MATMLTD(P1,U,P1)



160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410 C
420 C
430 c
440 c
450 c
460 c
470 c
480 c
490 c
500 c
510 c
520
530
540
550
560
570
580
590
600 c
610 c
620 c
630
640
650
660
670
680
690
700
710
720
730
740
750
760
770'
780 c
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CALL MATMLTD(ÜINV,P2,P2) 
CALL MATMLTD(P1,P2,WK) 
ENDIF 

TEMP=VII*VII*DTI  
A ( 1 , 1 ) = A ( 1 , 1 ) + T E M P * W K ( 1 , 1 )  
A ( 2 , 1 ) = A ( 2 ,1 ) + T E M P * W K ( 2 , 1 )  
A (1 , 2 ) = A ( 1 ,2 ) + T E M P * W K ( 1 , 2 )  
A ( 2 , 2 ) = A ( 2 , 2 ) + T E M P * W K ( 2 , 2 )  
CD=COS(DELTA)
SD=-SIN(DELTA)
U ( 1 , 2 ) = - S D  
U ( 2 , 2 ) = C D  .
IF ( I . L T .N M 1 ) T H E N  

CABYCB=CA/CB 
U(1,1)=CD*CABYCB 
U(2,1)=SD*CABYCB 

ELSE
U ( 1 , 1 ) = C D  
U ( 2 , 1 ) = S D  

. ENDIF 
U I N V ( 1 , I ) = U ( 1 , 1 )  
U I N V ( 2 , I ) = U ( 1 , 2 )  
U I N V ( 1 , 2 ) = U ( 2 , 1 )  
U I N V ( 2 , 2 ) = U { 2 , 2 )

200  CONTINUE

RAY HAS NOW BEEN TRACED TO INCIDENCE AT HORIZON N - 1 .

SET MATRICES A, B, C AND VARIABLES G l ,  G2 REQUIRED FOR INVERSION. 
A, B AND C ARE COMPUTED FROM R E F (2 )  EQN 17 .
A RELATES TO TRANSFORMATIONS UP TO AND INCLUDING REFRACTION AT N-2  
B AND C RELATE SPECIFICALLY TO REFRACTION AT N - 1 .
NOTE THAT HERE V I I  IS  V I N T ( N - l ) .

A ( 1 , 1 ) = H A L F * A ( 1 , 1 )
A ( 2 , 1 ) = H A L F * A ( 2 , 1 )
A ( 1 , 2 ) = H A L F * A ( 1 , 2 )
A ( 2 , 2 ) = H A L F * A ( 2 , 2 )
CALL MATMLTD(P1,U,B)
CALL MATMLTD(UINV,P2,C)
G1=CA*CA
G 2 = ( 0 N E - G 1 ) / ( V I I * V I I )

SET INVARIANTS IN F(VN) EQN 10 REF(2)

VNMOXN=VNMOX(N)
TD=HALF*CPHIN*CPHIN
TE=CPHIN*SPHIN
TF=HALF*SPHIN*SPHIN
TV=ONE/ ( VNM0XN*VN’40XN*TWT )
T1=HALF*DTN
H 1 = A ( 1 , 1 )
H 2 = B ( 1 , 2 ) # C ( 2 , 1 )
H 3 = B ( 1 , 1 ) * C ( 1 , 1 )
W1 =A(2 ,2 )
W 2 = B ( 2 , 2 ) # C ( 2 , 2 )
W 3 = B ( 2 , 1 ) * C ( 1 , 2 )
Q 1 = A ( 1 , 2 )
Q 2 = B ( 1 , 2 ) * C ( 2 ; 2 )
Q 3 = B ( 1 , 1 ) * C ( 1 , 2 )
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3790 C I F  VN ITERATION I S  NOT TO BE PERFORMED (M0DE=2) COMPUTE H , W , Q , P
3800 C FUNCTIONS EQNS.1 8 - 2 0  RE F (2 )  AND THEN JUMP OVER ITERATION SECTION.
3810 C
3820 IF(MODE.EQ.2)THEN
3830 VN=VINT(N)
3840 V2=VN*VN
3850 T2=T1*V2 ^
3860 T 3 = ( G 1 * T 2 ) / ( 0 N E - G 2 * V 2 )  !
3870 H=H1+H2*T2+H3*T3 I
3880 W=W1+W2*T2+W3*T3
3890 Q=Q1+Q2*T2+Q3*T3
3900 P=H*W-Q*Q
3910 GOTO 32 ,
3920 ENDIF
3930 C
3940 C-----------------------------------------------------------------------------------------------------------------------------------------------
3950 C '
3960 C DERIVE VN BY NEWTON-RAPHSON ITERATION. EQNS 1 5 - 2 0  R E F ( 2 ) .
3970 C
3980 C USE TWO TRIAL VELOCITIES VA AND VB=1.01*VA.
3990 C THE DERIVATIVE D/D VN(F(VN)) IS  GIVEN BY ( F ( V B ) - F ( V A ) ) / ( VB-VA) .
4000 C
4010 C TAKE THE FIRST ESTIMATE OF VN AS THE VN PREDICTED BY THE DIX FORMULA.
4020 C I F  AN ERROR CONDITION ARISES,  USE THE MOVEOUT VELOCITY AS THE F IR ST
4030 C ESTIMATE.
4040 C
4050 C ENSURE THAT ALL DIX ESTIMATES ARE IN THE RANGE VNMIN < VN < VNMAX.
4060 C
4070 ARG=( VNMOXN*VNMOXN*TWT-VNMOX( NMl) * VNMOX( NMl) * T 0 ( NMl) ) /
4080 & ( TWT-TO( NMl) )
4090 • IF(ARG.GE.VNMIN*VNMIN.AND.ARG.LE.VNMAX*VNMAX)THEN
4100 VN=SQRT(ARG)
4110 ELSE
4120 VN=VNMOXN
4130 ENDIF
4140 C
4150 C ENTER ITERATION LOOP. A MAXIMUM MAXIT ITERATIONS I S  ALLOWED.
4160 C
4170 DO 80 NIT=1,MAXIT
4180 VA=VN
4190 VB=FACTOR*VA
4200 V2=VB*VB
4210 T2=T1*V2
4220 T 3 = ( G 1 * T 2 ) / ( 0 N E - G 2 * V 2 )
4230 H=H1+H2*T2+H3*T3
4240 W=W1+W2*T2+W3*T3
4250 Q=Q1+Q2*T2+Q3*T3
4260 P=H*W-Q*Q
4270 FVB=((CBO*CBO*W*TD+H*TF-CBO*Q*TE)/P)-TV
4280 V2=VA*VA
4290 T2=T1*V2
4300 T 3 = (G 1 * T 2 ) / ( 0 N E - G 2 * V 2 )
4310 H=H1+H2*T2+H3*T3
4320 W=W1+W2*T2+W3*T3
4330 Q=Q1+Q2*T2+Q3*T3
4340 P=H*W-Q#Q
4350 f VA=((CBO*CBO*W*TD+H*TF-CBO*Q*TE)/P)-TV
4360 DBYDVN=(FVB-FVA)/(VB-VA)
4370 IF(DBYDVN.EQ.ZERO)THEN
4380 CALL WARNING( 'HUBRALI' ,
4390 & ' ZERO SLOPE IN NEWTON-RAPHSON ITERAT ION' )
4400* IER=N
4410 RETURN
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4420 ENDIF
4430 VN=VA-(FVA/DBYDVN)
4440 IF(VN.LT.VNMIN.OR.VN.GT.VNMAX)THEN
4450 CALL WARNING( ' HUBRALI' ,
4460 & •NEWTON-RAPHSON ITERATION I S  BLOWING UP TO ' / /
4470 & 'GIVE INTERVAL VELOCITIES OUT OF BOUNDS') '
4480 IER=N f
4490 RETURN |
4500 ENDIF
4510 I F ( A B S ( VN-VA) .LT.VTOL)GOTO 82
4520 80 CONTINUE
4530 CALL WARNING( ' HUBRALI' , ' NO CONVERGENCE ON NEWTON-RAPHSON ' / /
4540 & ' ITERA TI ONS ' )  I
4550 IER=N
4560 RETURN
4570 C
4580 C ITERATION SUCCESSFUL.
4590 C
4600 82 CONTINUE
4610 VINT(N)=VN
4620 C
4630 C-----------------------------------------------------------------------------------------------------------------------------------------------
4640 C
4650 C SET PARAMETERS DN, EN, FN IN R E F ( 2 ) .
4660 C
4670 32 CONTINUE
4680 DN=CBO*CBO*W/P
4690 EN=-CB0*Q/P
4700 FN=H/P
4710 C
4720 C-----------------------------------------------------------------------------------------------------------------------------------------------
4730 C
4740 C COMPUTE NMO VELOCITY ELLIPSE.
4750 C
4760 C PHIMAX I S  A TURNING POINT IN THE VNMO( AZIMUTH) FUNCTION ( I E .  EITHER
4770 C A MAXIMUM VNMO OR MINIMUM VNMO) MEASURED AWAY FROM THE RAY EMERGE
4780 C ANGLE PHIN.
4790 C
4800 3 CONTINUE
4810 IF(EN.EQ.ZERO.AND.DN.EQ.FN)THEN
4820 PHIMAX=ZERO
4830 ELSE
4840 PHIMAX=HALF*ATAN2(EN+EN,DN-FN)
4850 ENDIF
4860 CPHIM=COS(PHIMAX)
4870 SPHIM=SIN(PHIMAX)
4880 C2PHIM=CPHIM*CPHIM
4890 S2PHIM=ONE-C2PHIM
4900 VMAX2=0NE/(TWT*(HALF*DN*C2PHIM+HALF*FN*S2PHIM+EN*CPHIM*SPHIM) )
4910 VMIN2=ONE/(TWT*(HALF*DN*S2PHIM+HALF*FN*C2PHIM-EN*CPHIM*SPHIM) )
4920 IF(VMAX2.LT.VMIN2)THEN
4930 PHIMAX=PHIMAX+PIBY2
4940 TEMP=VMIN2
4950 VMIN2=VMAX2
4960 VMAX2=TEMP
4970 ENDIF
4980 VMAJOR( N ) =SQRT( VMAX2)
4990 VMIN0R(N)=SQRT(VMIN2)
5000 C
5010 C COMPUTE VNMO ACROSS THE PROFILE FROM THE ELLIPSE EQUATION.
5020 C
5030 '  C SIG I S  THE ANGLE BEWEEN THE AZIMUTH OF MAXIMUM VNMO AND THE PROFILE,
5040 C MEASURED AWAY FROM THE LATTER.
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5050 C
5060 SIG=PHIMAX-PHIN
5070 I F ( S I G . G E . P I ) S I G = S I G - P I
5080 SIGMA(N)=SIG
5090 CSIG=COS(SIG)
5100 C2SIG=CSIG*CSIG
5110 VNMOY(N)=SQRT(ONE/(C2SIG/VMIN2+(ONE-C2SIG)/VMAX2))
5120 C
5130 C----------------------------------------------------------------------------------------------------------------------------------------------
5140 C
5150 C JUMP I F  RAY TRACING TO NIP NOT TREQUIRED.
5160 C
5170 I F ( MODE.EQ.l)GOTO 40
5180 C
5190 C TRANSMITTED RAY SEGMENT IN LAYER N. R E F (4 )  EQN 9C.
5200 C
5210 IF ( N .G T .1 ) T H E N  ‘ •
5220 VRATIO=VN/VII
5230 SB=VRATIO*SQRT(ONE-CA*CA)
5240 C
5250 C CHECK RAY HAS NOT GONE CRITICAL ALONG INTERFACE N - 1 .  THIS  MAY HAPPEN
5260 C I F  V I N T ( N - l )  IS  MUCH LOWER THAN V INT( N) ,  AND MAY INDICATE SPURIOUS
5270 C INTERVAL VELOCITY VALUES.
5230 C
5290 IF(SB.GT.ONE)THEN
5300 ‘ CALL WARNING( ’HUBRALI’ ,
5310 & 'RAY REFRACTED CRITICALLY ALONG HORIZON N - 1 ' )
5320 IER=N
5330 RETURN
5340 ENDIF
5350 C
5360 C RAY TRANSMITTED INTO LAYER N.
5370 C
5380 CB=(CA/ABS(CA))*SQRT(ONE-SB*SB)
5390 VAB=VRATIO*CA-CB
5400 TX=VRATI0*RAY(1,NM1)-VAB*AN0RM(1,N)
5410 TY=VRATIO*RAY( 2 , NMl)-VAB*AN0RM ( 2 , N )
5420 TZ=VRATIO*RAY(3 , NMl) -VAB*ANORM(3,N)
5430 ENDIF
5440 C
5450 C DERIVE NORMAL INCIDENCE POINT COORDINATES.
5460 C
5470 SN=VN*HALF*DTN
5480 XN(N)=PATH(1,N)+SN*TX
5490 YN(N)=PATH(2,N)+SN*TY
5500 ZN(N)=PATH(3,N)+SN*TZ
5510 C
5520 C DERIVE PARAMETERS AT HORIZON N.
5530 C
5540 AN0RM(1,NP1)=-TX
5550 AN0RM(2 ,NP 1)= -T Y
5560 AN0RM(3,NP1)=-TZ
5570 ETA(N)=ACOS(-TZ)
5580 I F ( A B S ( T X ) . L T . SMALL. AND. ABS( TY) .LT.SMALL)THEN
5590 THETA(N)=ZERO
5600 e l s e
5610 THETA( N )=ATAN2( - T Y , - T X )
5620 ENDIF
5630 PERP(NP1)=TX*(XN(N)-X0RG)+TY*(YN(N)-Y0RG)+TZ*ZN(N)
5640 DEPTH( N) =PERP( N P l ) / ( - T Z )
5650 C
56 60 .  c ---------------------------------------------------------------------------------------------------------------------------------------
5670 c
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5680 C OUTPUT DATA FOR HORIZON N.
5690 C
5700 40 CONTINUE
5710 IF(ANNOT)THEN
5720 I F ( M O D E . E Q . l ) THEN
5730 WRITE (LUN ,10 05 )N,TW T,VN MO X(N) ,S X(N ) ,SY(N ) ,
5740 & ASIN(SBO)*RADDEG,-PHIN*RADDEG,VINT(N) ,
5750 5 VNMOY(N) ,VMAJOR(N) ,VMINOR(N) ,SIG*RADDEG
5760 ELSE
5770 WRITE(LUN,1010)N,TWT,7NMOX(N) ,S X (N )  , SY (N )  ,XN(N)  ,YN(N)  ,Z N ( N )  ,
5780 4 ASIN(SBO)*RADDEG,-PHIN*RADDEG,VINT(N) ,
5790 & •• ETA(N)*RADDEG,THETA(N)*RADDEG,DEPTH(N),
5800 & VNMOY(N) ,VMAJOR(N) ,VMINOR(N) ,SIG*RADDEG
5810 ENDIF
5820 ENDIF
5830 C
5840 C NEXT HORIZON.
5850 C
5860 1 CONTINUE
5870 C
5880 C------------------------------------------------------------------------------------------- :---------------------------------------------------
5890 C
5900 C RETURN TO CALLING ROUTINE.
5910 C
5920 RETURN
5930 C
5940 C------------------------------------------------------------------------------------------------------------------------------------------------
5950 ■ C
5960 C FORMATS.
5970 C
5980 1 00 0  FORMAT ( ' HUBRAL 3D INVERSION FOR LAYERS ' , 1 2 , '  THROUGH ' , 1 2 ,
5990 4 '  IN MODE ' , 1 1 , ' .  SURFACE ORIGIN AT X = ' , F 8 . 1 , '  Y = ' , F 8 . 1 ,
6000 & 2 1 X , ' HUBRALI.2 7 0 1 8 1 ' / I X , 1 3 0 ( ' - ' ) / /
6010 &' INTERVAL VELOCITIES DERIVED ACCURATE TO + / -  ' , G 1 2 . 6 , '  U N I T S ' / /
6020 &' HORI 2WAY MOVEOUT TIME-SLOPE NORMAL-INCIDENCE-POINT RAY-E
6030 & MERGE-ANG INTV MAX-DIP VERTICAL NORMAL-MOVEOUT-VELOCITY ' /
6040 & ' -ZON TIME VELOCITY DT/DX DT/DY XN YN ZN T0+
6050 &Z TO+X VEL ANGLE AZIMT DEPTH VNMOY MAJOR MINOR AX IS '
6060 &/ )
6070 1005  FORMAT( 1 3 , F 7 . 3 , F 7 . 1 , 2 ( I X , E 9 . 3 ) , 2 4X , F 5 . 1 , F 7 . 1 , F 8 . 1 , 2 OX, 4 F 7 . 1 )
6080 10 10  F 0 R M A T ( I 3 , F 7 . 3 , F 7 . 1 , 2 ( 1 X , E 9 . 3 ) , 3 F 8 . 1 , F 5 . 1 , F 7 . 1 , F 8 . 1 , 2 F 6 . 1 , F 8 . 1 ,
6090 & 4 F 7 . 1 )
6100 END
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APPENDIX 5A

DOCUMENTATION FOR PROGRAM KRUNCH
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a p p e n d i x  5a DOCUMENTATION FOR PROGRAM KRUNCH

KRUNCH i s  a r e g i o n a l  s e i s m i c  d a t a b a s e  s y s t e m  w h i c h  a l l o w s  t h e  u s e r  
t o  r e a d  i n  t i m e s ,  m o v e o u t  v e l o c i t i e s  a n d  t i m e  s l o p e s ,  d e s i g n  f i l t e r s ,  
p e r f o r m  s m o o t h i n g  o p e r a t i o n s ,  d e r i v e  i n t e r v a l  v e l o c i t i e s  by  l o c a l  
H u b r a l  3D i n v e r s i o n s ,  p l o t  g r a p h s  a n d  c a l c u l a t e  m i s t i e s  o f  p a r a m e t e r s  
a t  l i n e  i n t e r s e c t i o n s .

PARAMETERS ;

Eac h  c o n t i n u o u s  s e i s m i c  r e f l e c t i o n  on  a  CMP s t a c k e d  s e i s m i c  s e c t i o n  I
c a n  be c h a r a c t e r i z e d  a t  a g r o u n d  p o i n t  by t h e  f o l l o w i n g  f o u r  I i
p a r a m e t e r s ;

1 .  t h e  tw o- wa y  r e f l e c t i o n  t i m e ,  a s s u m e d  t o  b e  t h e  two- way  z e r o -  
o f f s e t  t i m e ;

2 .  t h e  move ou t  v e l o c i t y ,  p i c k e d  f ro m  a v e l o c i t y  a n a l y s i s  o f  t h e  CMP
g a t h e r  c e n t r e d  a t  t h e  g r o u n d  p o i n t ;

3 .  t h e  t i m e  s l o p e  o f  t h e  r e f l e c t i o n  on t h e  s t a c k e d  s e c t i o n ,  r e f e r r e d
t o  h e r e  a s  t h e  i n l i n e  t i m e  s l o p e ;  and

4 .  t h e  t i m e  s l o p e  o f  t h e  r e f l e c t i o n  m e a s u r e d  i n  t h e  d i r e c t i o n  
p e r p e n d i c u l a r  t o  t h a t  o f  t h e  s e c t i o n ,  r e f e r r e d  t o  h e r e  a s  t h e  
c r o s s l i n e  t i m e  s l o p e .

P r o g r a m  KRUNCH u s e s  t h e s e  f o u r  ' s u r f a c e  m e a s u r e m e n t s '  f o r  e a c h  h o r i z o n  
i n  o r d e r  t o  p e r f o r m  a  H u b r a l  3D i n v e r s i o n  a t  e a c h  g r o u n d  p o i n t ,  t h u s  
d e r i v i n g  l o c a l  l i m i t e d  d e p t h  m o d e l s  e a c h  c o n s i s t i n g  o f  u n i f o r m  v e l o c i t y  
l a y e r s  s e p a r a t e d  by  p l a n e  r e f l e c t o r s .  E ach  p l a n e  r e f l e c t o r  i n  t h e  
d e r i v e d  l o c a l  d e p t h  mo d e l  c a n  t h e n  be  c h a r a c t e r i z e d  by a f u r t h e r  f o u r  
p a r a m e t e r s  :

5 .  t h e  i n t e r v a l  v e l o c i t y  o f  t h e  l a y e r  i m m e d i a t e l y  a b o v e  i t ;
6 .  t h e  v e r t i c a l  d e p t h  o f  t h e  p l a n e  r e f l e c t o r  b e l o w  t h e  g r o u n d  p o i n t ;
7 .  t h e  maximum d i p  o f  t h e  p l a n e  r e f l e c t o r ;  a n d
8 .  t h e  a z i m u t h  o f  maximum d i p  o f  t h e  p l a n e  r e f l e c t o r .

DATA STRUCTURE:

KRUNCH u s e s  a  3D m a t r i x  w h i c h  i s  s t o r e d  i n  t h e  c o m p u t e r  a s  t h e  3D 
a r r a y  ZAP(N,M,L) w hos e  s u b s c r i p t s  r e f e r  t o :

(GROUND POINT, HORIZON, PARAMETER)
Each  ' p a r a m e t e r  v a l u e '  c a n  t h u s  be  i n d e x e d  u n i q u e l y  by g r o u n d  p o i n t ,  
h o r i z o n  a nd  p a r a m e t e r  n u m b e r s .  The p a r a m e t e r  i n d e x  t a k e s  t h e  v a l u e s  
1 t h r o u g h  8 a s  d e f i n e d  a b o v e .

A c o n t i g u o u s  s t r i n g  o f  p a r a m e t e r  v a l u e s  a t  c o n s e c u t i v e  g r o u n d  p o i n t s  
f o r  a n y  h o r i z o n / p a r a m e t e r  . p a i r  i s  c a l l e d  a  ' h o r i z o n / p a r a m e t e r  v e c t o r ' .

The KRUNCH 3D m a t r i x  p e r t a i n s  t o  o n e  s e i s m i c  l i n e  o n l y ;  t h e  d a t a  
s t o r e d  f o r  t h i s  l i n e  i s  t e r m e d  t h e  ' c u r r e n t  d a t a  s e t ' .  P r o c e s s i n g  o f  
f u r t h e r  s e i s m i c  l i n e s  i s  p e r f o r m e d  u s i n g  t h e  same m a t r i x .  D a t a  
h a n d l i n g  i s  a c h e i v e d  t h r o u g h  l a b e l l i n g  t h e  c u r r e n t  d a t a  s e t  an d  
t r a n s f e r r i n g  i t  t o  a n d  f r o m  d i r e c t  a c c e s s  f i l e s .  I n  t h i s  way many 
s e i s m i c  l i n e s  ca n  b e  p r o c e s s e d  i n  t h e  same r u n s t r e a m  u s i n g  t h e  a r r a y  
s p a c e  r e q u i r e d  f o r  j u s t  o n e  l i n e .

The KRUNCH d a t a  s t r u c t u r e  h a s  two  p r i n c i p a l  l i m i t a t i o n s :
-  i n  o r d e r  t o  a v o i d  h a n d l i n g  i n d i v i d u a l  g r o u n d  p o i n t  l o c a t i o n  d a t a  

t h e  g r o u n d  p o i n t s  a r e  a s su m ed  t o  be e q u i s p a c e d ;  and
-  e a c h  h o r i z o n  m u s t  e x t e n d  f rom t h e  f i r s t  g r o u n d  p o i n t  t o  t h e  l a s t .  

The f i r s t  l i m i t a t i o n  i s  n o t  n o r m a l l y  a p r o b l e m  a s  t i m e s  an d  t i m e  s l o p e s  
a r e  a v a i l a b l e  i n  c o n t i n u o u s  fo rm  f ro m  s e c t i o n s  an d  maps ,  w h i l e  
mov eo u t  v e l o c i t i e s  a r e  g e n e r a l l y  s a m p l e d  a t  r e g u l a r  i n t e r v a l s  i n  a 
d e t a i l e d  v e l o c i t y  s t u d y .  The  s e c o n d  l i m i t a t i o n  i s  l i k e l y  t o  c a u s e  
d i f f i c u l t y  i f  a h o r i z o n  t e r m i n a t e s  ( e g .  by o n l a p  o r  s u b c r o p )  w i t h i n
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t h e  l i n e .  I n  t h i s  c a s e  a 'dummy* h o r i z o n  c a n  be  g e n e r a t e d  i m m e d i a t e l y  
b e l o w  t h e  l a s t  v a l i d  h o r i z o n .

RUNNING KRUNCH;

KRUNCH c a n  be  u s e d  i n  e i t h e r  i n t e r a c t i v e  o r  b a t c h  mode ,  and  
i n s t r u c t i o n s  c a n  be p r o c e s s e d  i n  a n y  o r d e r .  A ' h e l p '  f a c i l i t y  i s  
p r o v i d e d  by  d i r e c t i n g  t h e  r e q u i r e d  p a r t s  o f  t h i s  d o c u m e n t a t i o n  f i l e  
t o  t h e  o u t p u t  d e v i c e .

A KRUNCH i n s t r u c t i o n  c o n s i s t s  o f  a  mnemonic  an d  s e v e r a l  d a t a  f i e l d s .  
The mn emonic  s e l e c t s  t h e  t a s k  w h i l e  t h e  d a t a  f i e l d s  q u a l i f y  how t h e  
t a s k  i s  t o  be  p e r f o r m e d .  The KRUNCH i n s t r u c t i o n  s y n t a x  i s ;

"MNEMONIC F i e l d l , F i e l d 2 , F i e l d ] ,  . . .  , F i e l d l 2 "

w h ere  MNEMONIC i s  a c h a r a c t e r  s t r i n g  an d  e a c h  d a t a  f i e l d  may be 
c h a r a c t e r  ( C ) ,  i n t e g e r  ( I ) ,  r e a l  (R) o r  o m i t t e d .  O m i t t e d  f i e l d s  o t h e r  
t h a n  t r a i l i n g  f i e l d s  mus t  be ma rk ed  by  a comma, t o  l e a v e  two 
c o n s e c u t i v e  commas .

A ' r a n g e '  ( o f  p a r a m e t e r s ,  h o r i z o n s  o r  g r o u n d  p o i n t s )  i s  a 
c o n s e c u t i v e  s t r i n g  s p e c i f i e d  by  t h e  l o w e r  and u p p e r  l i m i t s  o f  t h e  r a n g e  
i n  t h e  s y n t a x  LOWER ; UPPER e g .  2 ; 5 i m p l i e s  2 t h r o u g h  5 .

The c u r r e n t  s e t  o f  KRUNCH m n e m o n ic s ,  t o g e t h e r  w i t h  t h e i r  minimum 
a b b r e v i a t i o n s ,  i s  d o c u m e n t e d  b e l o w .  The  d e f a u l t  a c t i o n  t a k e n  by KRUNCH 
when a  d a t a  f i e l d  i s  o m i t t e d  i s  i n c l u d e d  i n  t h e  d o c u m e n t a t i o n .

"CDTDX" ( "CD"]

PURPOSE;
C a l c u l a t e s  i n l i n e  t i m e  s l o p e s  f o r  s p e c i f i e d  h o r i z o n s  f ro m  t w o- w a y  

z e r o - o f f s e t  t i m e s  i n  t h e  c u r r e n t  d a t a  s e t .

COMMENTS;
The i n l i n e  t i m e  s l o p e  o f  a h o r i z o n  a t  g r o u n d  p o i n t  i  i s  e s t i m a t e d  

u s i n g  t h e  f o r m u l a ;
d t / d x ( i )  = [ t ( i + l )  -  t ( i - l )  ] /  2Dx 

w h ere  t ( i )  i s  t h e  two-way  z e r o - o f f s e t  t i m e  t o  t h e  h o r i z o n  a t  g r o u n d  
p o i n t  i ,  Dx i s  t h e  d i s t a n c e  b e t w e e n  a d j a c e n t  g r o u n d  p o i n t s  a s  d e f i n e d  
on LINDEF (F  6]  an d  d t / d x ( i )  i s  t h e  i n l i n e  t i m e  s l o p e  a t  g r o u n d  
p o i n t  i .

Z e r o - o f f s e t  t i m e s  m u s t  a l r e a d y  e x i s t  i n  t h e  c u r r e n t  d a t a  s e t .
CDTDX i s  l i a b l e  t o  i n t r o d u c e  s p u r i o u s  d t / d x  v a l u e s  i f  t i m e  

d i s c o n t i n u i t i e s  ( i e .  f a u l t s )  e x i s t  w i t h i n  t h e  CMP r a n g e  (F  2 ] .  I t  i s  
p r e f e r a b l e  t o  r u n  CDTDX s e p a r a t e l y  on  e a c h  s i d e  o f  t h e  d i s c o n t i n u i t y .

OPTIONS;
F 1 C R an ge  o f  h o r i z o n s  t o  be p r o c e s s e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 2 C Rang e  o f  g r o u n d  p o i n t s  t o  be  p r o c e s s e d  s p e c i f i e d  i n  CMP n u m b e r s

♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .

"CDTDX MF;ML,CMPF;CMPL"

"CONST" ["CO"]

PURPOSE;
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S c a l e s ,  o r  s h i f t s  p a r a m e t e r  v a l u e s  i n  a  s p e c i f i e d  h o r i z o n / p a r a m e t e r  

v e c t o r  b y  a  c o n s t a n t .

OPTIONS:
F 1 C R a n g e  o f  p a r a m e t e r s  t o  be  p r o c e s s e d .

♦No d e f a u l t .
F 2 C R a n g e  o f  h o r i z o n s  t o  b e  p r o c e s s e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 3 C R a n g e  o f  g r o u n d  p o i n t s  t o  be  p r o c e s s e d  s p e c i f i e d  i n  CMP n u m b e r s

♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .
F 4 C ( F  4)  = ' A '  => ADD (F  5]  t o  a l l  p a r a m e t e r  v a l u e s .

( F  4] = ' M' => MULTIPLY a l l  p a r a m e t e r  v a l u e s  by  [F 5 ] .
♦No d e f a u l t .

F 5 R M a g n i t u d e  o f  s c a l i n g  o r  s h i f t i n g  c o n s t a n t .
C I f  [F 4]  = ' M ' :  (F 5]  = ' DTOR' = P I / 1 8 0  ( d e g r e e s  t o  r a d i a n s )

[F 5]  = ' RTOD' = 1 8 0 / P I  ( r a d i a n s  t o  d e g r e e s )
♦No d e f a u l t .

"CONST L F : LL, MF : ML, CMPF: CMPL,A/ M,CONSTANT"

"CROSS" [ "C R "]

PURPOSE:
D e f i n e s  l o c a t i o n s  w h ere  c r o s s i n g  l i n e s  i n t e r s e c t  t h e  c u r r e n t  l i n e  

i n  o r d e r  t o  i n t e r p o l a t e  p a r a m e t e r  v a l u e s  a t  l i n e  i n t e r s e c t i o n s  f o r  
s u b s e q u e n t  u s e  i n  t h e  c a l c u l a t i o n  o f  m i s t i e s  i n  MISTIE.

COMMENTS :
P a r a m e t e r  v a l u e s  a r e  l i n e a r l y  i n t e r p o l a t e d  f rom d a t a  a t  g r o u n d  

p o i n t s  i n  t h e  c u r r e n t  l i n e  on  e i t h e r  s i d e  o f  t h e  i n t e r s e c t i o n .
T o t a l  r e s u l t a n t  t i m e  s l o p e s  a t  e a c h  i n t e r s e c t i o n  p o i n t  o n  t h e  

c u r r e n t  l i n e  c a n  be  c a l c u l a t e d  u s i n g  t h e  i n l i n e  t i m e  s l o p e ,  
c r o s s l i n e  t i m e  s l o p e  and l i n e  a z i m u t h  a s  d e f i n e d  by LINDEF [F 7 ) .
T h i s  i n f o r m a t i o n  c a n  be u s e d  t o  ch e ck  c o n s i s t e n c y  o f  t i m e  s l o p e s  
a t  l i n e  i n t e r s e c t i o n s .

OPTIONS :
F 1 I  Number o f  c r o s s i n g  l i n e s .

The  f o l l o w i n g  d a t a  a r e  r e a d  f rom t h e  NEXT LINE o f  t h e  c u r r e n t  
i n p u t  f i l e  i n  FORTRAN ' ♦ '  ( f r e e )  f o r m a t :

X L I N E ( 1 ) , C M P (1 ) ,X L I N E ( 2 ) , C M P ( 2 ) ,  . . .  , X L I N E ( j ) , C M P ( j )
w h e r e  X L IN E ( j )  i s  t h e  ( i n t e g e r )  number  o f  t h e  j t h  c r o s s i n g  l i n e  
( t o  m a t c h  t h e  [ F I ]  on  i t s  own LINDEF i n s t r u c t i o n )  an d  CMP( j )  
i s  t h e  ( i n t e g e r )  CMP number  on t h e  CURRENT l i n e  w h e r e  XL IN E( j )  
i n t e r s e c t s ,  j  t a k e s  t h e  v a l u e s  1 t h r o u g h  [F 1 ] .

♦No d e f a u l t .
F 2 C R an ge  o f  p a r a m e t e r s  f o r  w hi ch  i n t e r p o l a t i o n s  a r e  t o  be  ma de .

♦ D e f a u l t s  t o  a l l  p a r a m e t e r s .
F 3 C R an ge  o f  h o r i z o n s  f o r  w h ic h  i n t e r p o l a t i o n s  a r e  t o  be made .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 4 I  L o g i c a l  u n i t  number  o f  f i l e  t o  w h ic h  d a t a  i s  t o  be  w r i t t e n ,  o n l y  

u s e d  i f  t h e  i n t e r p o l a t i o n s  a r e  t o  be s a v e d  f o r  u s e  o t h e r  t h a n  
f o r  c a l c u l a t i n g  m i s t i e s  d u r i n g  t h e  c u r r e n t  r u n .

♦ D e f a u l t s  t o  an  i n t e r n a l  f i l e  w h i c h  i s  d e l e t e d  a t  t h e  end  o f  t h e  
r u n .

F 5 C [F 5] s e t  => C a l c u l a t e  t o t a l  r e s u l t a n t  t i m e  s l o p e  and  i t s
a z i m u t h  f ro m i n l i n e  and  c r o s s l i n e  t i m e  s l o p e s  a t  
e a c h  i n t e r s e c t i o n  p o i n t  f o r  h o r i z o n s  [F 3 ] .
The p a r a m e t e r  r a n g e  [ F 2]  must  i n c l u d e  3 and  4.

♦ D e f a u l t s  t o  no a c t i o n .
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"CROSS l ïLI NES,L F : L L , MF:ML,UNIT,RESULTANT?" 2 * ( F  1] d a t a  on n e x t  l i n e

"DREAD" [ "DR"]

PURPOSE :
R ea d s  t h e  new c u r r e n t  d a t a  s e t  i n t o  t h e  KRUNCH m a t r i x  f r o m  a d i r e c t  

a c c e s s  f i l e .

COMMENTS: **
DREAD m u s t  f o l l o w  a LINDEF i n s t r u c t i o n  i n  o r d e r  t h a t  t h e  l i n e  be  

d e f i n e d  b e f o r e  t h e  d a t a  i s  r e a d .
The p r e v i o u s  d a t a  s e t  i n  t h e  KRUNCH m a t r i x  i s  o v e r w r i t t e n .

OPTIONS :
F 1 I L o g i c a l  u n i t  number  o f  d i r e c t  a c c e s s  f i l e  t o  be  r e a d .

♦No d e f a u l t .
F 2 C Keyword  o f  r e q u i r e d  d a t a  s e t ,  m a t c h i n g  t h a t  a s s i g n e d  by DWRITE 

when  t h e  d a t a  s e t  was  o r i g i n a l l y  w r i t t e n .
♦ D e f a u l t s  t o  a  l i s t  o f  a l l  k ey w o r d s  i n  t h e  h e a d e r  o f  f i l e  [F  1 ] .

"DREAD UNIT,KEYWORD"
1 — >  2 -------------->

"DUMMY" ["DU"]

PURPOSE:
G e n e r a t e s  a dummy h o r i z o n  o v e r  a s p e c i f i e d  r a n g e  o f  g r o u n d  p o i n t s .  

COMMENTS :
T h i s  t a s k  i s  n e c e s s a r y  t o  m a i n t a i n  i n t e g r i t y  o f  t h e  d a t a  s t r u c t u r e  

i f  a  h o r i z o n  t e r m i n a t e s  w i t h i n  t h e  l i n e .
At e a c h  g r o u n d  p o i n t  t h e  dummy h o r i z o n  M i s  dz d e e p e r  a n d  d t  l a t e r  

t h a n  t h e  v a l i d  h o r i z o n  M-1 a b o v e ,  w h e r e :  
dz  = 0 . 0 0 1  d i s t a n c e  u n i t s ;  and 
d t  = 2 ♦ dz /  i n t e r v a l  v e l o c i t y  i n  l a y e r  M-1 

A l l  o t h e r  p a r a m e t e r s  a r e  c o p i e d  d i r e c t l y  f ro m  h o r i z o n  M-1 t o  dummy 
h o r i z o n  M.

The i n t e r v a l  v e l o c i t y  i n  l a y e r  M-1 mus t  be known o v e r  t h e  s p e c i f i e d  
r a n g e  o f  g r o u n d  p o i n t s .  DUMMY mus t  t h e r e f o r e  b e  us e d  e i t h e r  i n  a 
l a y e r  by  l a y e r  i n v e r s i o n  ( a f t e r  i n v e r s i o n  t o  M-1) o r  by p r e s e t t i n g  t h e  
i n t e r v a l  v e l o c i t y  i n  l a y e r  M-1 t o  an a p p r o x i m a t e  v a l u e  u s i n g  CONST.

OPTIONS :
F 1 I  H o r i z o n  t o  be  g e n e r a t e d .  [ F 1] mus t  be > 1.

♦No d e f a u l t .
F 2 C Rang e  o f  g r o u n d  p o i n t s  s p e c i f i e d  i n  CMP numbe rs  f o r  w h ic h  t h e  

dummy h o r i z o n  i s  t o  be  g e n e r a t e d .
♦No d e f a u l t .

"DUMMY M,CMPF:CMPL"

"DWRITE" [ "DW"]

PURPOSE :
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W r i t e s  t h e  c u r r e n t  d a t a  s e t  f ro m  t h e  KRUNCH m a t r i x  t o  a  d i r e c t  

a c c e s s  f i l e .

COMMENTS :
The  d a t a  s e t  i s  a s s i g n e d  a u s e r - s p e c i f i e d  ' k e y w o r d '  by w h i c h  i t  i s  

i d e n t i f i e d  f o r  f u t u r e  a d d r e s s e s  by DREAD.
The  c u r r e n t  d a t a  s e t  r e m a i n s  i n  t h e  KRUNCH m a t r i x .

OPTIONS:
F 1 I  L o g i c a l  u n i t  number o f  d i r e c t  a c c e s s  f i l e .

♦No d e f a u l t .
F 2 C Keyword u s e d  t o  d e f i n e  t h i s  d a t a  s e t  on f i l e  [F 1] f o r  a l l  

s u b s e q u e n t  a d d r e s s e s  by DREAD. C o n s i s t s  o f  up t o  t e n  
n o n - b l a n k  c h a r a c t e r s .
I f  t h e  k ey w or d  [ F 2J a l r e a d y  e x i s t s  i n  t h e  h e a d e r  o f  f i l e  [F  1]
t h e  o l d  d a t a  s e t  c a n  be o v e r w r i t t e n  i n  p l a c e  and r e p l a c e d  on
f i l e  by t h e  c u r r e n t  d a t a  s e t  ONLY I F  t h e  o v e r w r i t e  f l a g  [F 3] i s  
a l s o  s e t  ( s e e  b e l o w ) .

♦No d e f a u l t .
F 3 C [F 3]  = ' O '  => a l l o w  o v e r w r i t i n g  i f  (F  2]  a l r e a d y  e x i s t s .  

♦ D e f a u l t s  t o  no o v e r w r i t e  p e r m i s s i o n .

"DWRITE UNIT,KEYWORD,OVERWRITE?"

"EDIT" ( " E " ]

PURPOSE:
U p d a t e  o r  i n s p e c t  a s i n g l e  p a r a m e t e r  v a l u e  i n  t h e  c u r r e n t  d a t a  s e t .  

OPTIONS :
F 1 I  P a r a m e t e r  t o  be u p d a t e d / i n s p e c t e d .

♦No d e f a u l t .
F 2 I  H o r i z o n  f o r  wh ich  d a t a  i s  t o  be u p d a t e d / i n s p e c t e d .

♦No d e f a u l t .
F 3 I  CMP number  o f  g r o u n d  p o i n t  f o r  w hi ch  d a t a  i s  t o  be  u p d a t e d /  

i n s p e c t e d .
♦No d e f a u l t .

F 4 R P a r a m e t e r  v a l u e  t o  be e n t e r e d  f o r  p a r a m e t e r  [ F I ]  on  h o r i z o n  
[F 2]  a t  g r o u n d  p o i n t  w i t h  CMP number  [ F 3 ] .

♦ D e f a u l t s  t o  l i s t i n g  t h e  c u r r e n t  v a l u e  o f  p a r a m e t e r  [F  1] on  
h o r i z o n  [F 2] a t  g r o u n d  p o i n t  w i t h  CMP number  [F 3 ] .

"EDIT L,M,CMP,VALUE"
1 2 3 - >  4------>

"FDESN" [ " F D " ]

PURPOSE:
D e s i g n s  a s e t  o f  f i l t e r  c o e f f i c i e n t s  t o  become t h e  c u r r e n t  

f i l t e r .

COMMENTS:
The f i l t e r  may be one o f  t h r e e  t y p e s :

-  r e c t a n g u l a r  b o x c a r  moving a v e r a g e  f i l t e r ;
-  u s e r - s p e c i f i e d  f i l t e r  c o e f f i c i e n t s ;  o r
-  z e r o - p h a s e  b a n d p a s s / b a n d s t o p  wavenumber  f i l t e r .

I f  no LINDEF i n s t r u c t i o n s  have  b ee n  p r o c e s s e d  e a r l i e r  i n  t h e  
r u n ,  t h e  s a m p l i n g  i n t e r v a l  Dx ( d i s t a n c e  b e t w e e n  a d j a c e n t  g r o u n d
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p o i n t s )  mu s t  be  s e t  by FDESN.

The p r e v i o u s  f i l t e r  i s  o v e r w r i t t e n .

OPTIONS :
F 1 I  D e t e r m i n e s  t h e  t y p e  o f  f i l t e r  t o  be d e s i g n e d :

{F 1] < 0 => D e s i g n  r e c t a n g u l a r  b o x c a r  mo vi n g  a v e r a g e  f i l t e r .
(F  1]  = 0 => Read u s e r - s p e c i f i e d  f i l t e r  c o e f f i c i e n t s .
(F  1] > 0 => D e s i g n  z e r o - p h a s e  b a n d p a s s / b a n d s t o p  wavenumber

f i l t e r  :
1 => B a n d p a s s  f i l t e r ;
2 => B a n d s t o p  f i l t e r ;
3 => H i g h p a s s  f i l t e r ;  o r
4 => Lowpass  f i l t e r .

♦No d e f a u l t .
F 8 C (F 8J s e t  => P l o t  f i l t e r  c o e f f i c i e n t s  a n d  wavenumber  r e s p o n s e  o f

f i l t e r .
♦ D e f a u l t s  t o  no  p l o t s .

F 9 R D i s t a n c e  Dx b e t w e e n  a d j a c e n t  g r o u n d  p o i n t s .  Dx s h o u l d  be  
s p e c i f i e d  i n  u n i t s  w h i c h  a r e  c o n s i s t e n t  w i t h  d e p t h  an d  
v e l o c i t y  u n i t s .

♦ D e f a u l t s  t o  t h a t  s p e c i f i e d  i n  [F  6]  o f  t h e  l a s t  LINDEF 
i n s t r u c t  i o n .

IF  [ F I ]  < 0  ( R e c t a n g u l a r  b o x c a r  moving a v e r a g e  f i l t e r ) :
F 2 I  Number o f  c o e f f i c i e n t s .

FDESN a s s i g n s  e a ch  o f  t h e  [ F 2] c o e f f i c i e n t s  t h e  w e i g h t  1 / [ F  2 ] .  
♦No d e f a u l t .

IF  [ F I ]  = 0 ( U s e r - s p e c i f i e d  f i l t e r ) :
F 2 I Number o f  c o e f f i c i e n t s .

[ F 2] c o e f f i c i e n t s  w i l l  be  r e a d  i n  FORTRAN ( f r e e )  f o r m a t
f ro m  t h e  NEXT LINE o f  t h e  c u r r e n t  i n p u t  f i l e .

♦No d e f a u l t .

I F  [ F I ]  > 0  ( Z e r o - p h a s e  b a n d p a s s / b a n d s t o p  f i l t e r ) :
F 2 R [F  2]  > 0 => F i l t e r  w i l l  have  [F 2]  c o e f f i c i e n t s .

[F  2] < 0 => F i l t e r  i s  o f  l e n g t h  - [ F 2] d i s t a n c e  u n i t s .
The number  o f  c o e f f i c i e n t s  t o  be d e s i g n e d  i s :

- [ F  2 ] /D x  + 1 
where  Dx i s  t h e  s a m p l i n g  i n t e r v a l  [F  6] o f  LINDEF.

♦No d e f a u l t .
F 7 R R a t i o  ( w e i g h t i n g  o f  p a s s  b a n d s / w e i g h t i n g  o f  s t o p  b a n d s ) .

Th e  amount  o f  r i p p l e  i n  e a c h  ban d  i s  i n v e r s e l y  p r o p o r t i o n a l  t o  
t h e  band w e i g h t i n g .

♦ D e f a u l t s  t o  u n i t y ,  i e .  p a s s  band r i p p l e  = s t o p  b a n d  r i p p l e .

I F  [ F I ]  = 1 ( B a n d p a s s  f i l t e r ) :
F 3 R H i g h e s t  wavenumber  i n  f i r s t  s t o p  ba nd .
F 4 R L ow es t  wavenumber  i n  p a s s  ba n d .
F 5 R H i g h e s t  wavenumber  i n  p a s s  b a n d .
F 6 R L o w es t  wavenumber  i n  s e c o n d  s t o p  ban d .

♦No d e f a u l t s  f o r  [F 3 ] , [ F  4 ] , [ F  5]  o r  [F 6 ] .

IF  [ F I ]  = 2  ( B a n d s t o p  f i l t e r ) :
F 3 R H i g h e s t  wavenumber  i n  f i r s t  p a s s  ban d .
F 4 R L o w es t  wavenumber  i n  s t o p  b an d .
F 5 R H i g h e s t  wavenumber  i n  s t o p  b a n d .
F 6 R L o w es t  wavenumber  i n  s e c o n d  p a s s  ba nd .

♦No d e f a u l t s  f o r  [ F 3 ] , [F  4 ] , [F 5]  o r  [F 6 ] .

IF  [F 1]  = 3 ( H i g h p a s s  f i l t e r ) :
F 3 R H i g h e s t  wavenumber  i n  s t o p  b a n d .
F 4 R Low es t  wavenumber  i n  p a s s  ba n d .
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*No d e f a u l t s  f o r  [F 3]  o r  [F 4 ) .

IF  (F 1 ]  = 4 (Lo w pa ss  f i l t e r ) :
F 3 R H i g h e s t  wavenumber  i n  p a s s  b a n d .
F 4 R L o w e s t  wavenumber  i n  s t o p  b a n d .

♦No d e f a u l t s  f o r  [F 3]  o r  [F 4 ] .

•FDESN TYPE, LENGTH,W1, W2,W3,W4,RATIO, PLOT, Dx" 
1 — > 2~----- > 3> 4> 5> 6> 7— —> 8— > 9>

-FILTER" ( " F I " ]

PURPOSE:
F i l t e r s  s p e c i f i e d  h o r i z o n / p a r a m e t e r  v e c t o r s  w i t h  t h e  c u r r e n t  f i l t e r .  

COMMENTS :
The d e l a y  impos ed  by t h e  c o n v o l u t i o n  i s  r em ov ed  by s h i f t i n g  t h e  

o u t p u t  v e c t o r  bac k  by o ne  h a l f  o f  t h e  f i l t e r  l e n g t h ,  wh ich  i s  v a l i d  
f o r  z e r o - p h a s e  f i l t e r s .  The f i l t e r  s h o u l d  ha ve  a n  odd  number  o f  
c o e f f i c i e n t s  ( s u c h  t h a t  t h e  f i l t e r  l e n g t h  i s  a n  e v e n  m u l t i p l e  o f  t h e  
s a m p l i n g  i n t e r v a l )  t o  e f f e c t  t h i s  s h i f t  c o r r e c t l y .

A t r e n d  i s  r emove d  f rom t h e  v e c t o r s  b e f o r e  f i l t e r i n g  a n d  a d d e d  b a c k  
a f t e r w a r d s .  By d e f a u l t  t h e  DC co m p o ne n t  ( z e r o  wavenumber  o r  a r i t h m e t i c  
mean)  i s  r e m o v e d .  I f • t h e  mo ve ou t  v e l o c i t y  i s  b e i n g  f i l t e r e d ,  h o w e v e r ,  
t h e  t r e n d  c a n  be d e f i n e d  a s  a  l i n e a r  f u n c t i o n  o f  t i m e .  R e a l  n o r m a l  
move ou t  v e l o c i t y  ' j u m p s '  i n t r o d u c e d  by t i m e  d i s c o n t i n u i t i e s  ( f a u l t s )  
c a n  t h u s  be  p r o t e c t e d  f rom t h e  c o n v o l u t i o n .  A p p l i c a t i o n  o f  t h e  n u l l  
( s i n g l e  z e r o )  f i l t e r  c a n  be  u s e d  t o  e l i m i n a t e  t h e  r e s i d u a l s  an d  l e a v e  
t h e  t r e n d .

P l o t s  o f  t h e  r e s i d u a l s  an d  t h e  r a w / f i l t e r e d  d a t a  c a n  be s e n t  t o  t h e  
c u r r e n t  p r i n t  f i l e .

OPTIONS:
F I  I  P a r a m e t e r  t o  be  f i l t e r e d .

♦No d e f a u l t .
F 2 C R an ge  o f  h o r i z o n s  t o  be  f i l t e r e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 5 C [F  5] i n c l u d e s  'R '  => P l o t  r e s i d u a l s  ( r a w  d a t a  -  f i l t e r e d  d a t a )

f o r  a l l  h o r i z o n s  (F 2] on t h e  same a x e s .
[F 5] i n c l u d e s  ' P '  => P l o t  b o t h  raw an d  f i l t e r e d  d a t a  v e c t o r s  on

t h e  same a x e s  i n d i v i d u a l l y  f o r  e a c h  o f  t h e
h o r i z o n s  (F 2 ] .

♦ D e f a u l t s  t o  no p l o t s .

IF  [F I ]  = 2 (Moveout  v e l o c i t y ) :
F 3 R I f  b o t h  [F 3] and  (F 4]  a r e  s e t  t o  r e a l  n u m b e r s ,  a m o ve ou t
F 4 R v e l o c i t y  t r e n d  d e f i n e d  by t h e  l i n e a r  e q u a t i o n :

MOVEOUT VELOCITY = BO + B1 ♦ TWO-WAY TIME 
w h e r e  BO = (F 3] and  B1 = (F 4] i s  r emoved  b e f o r e  t h e  
f i l t e r i n g  an d  ad d e d  ba c k  a f t e r w a r d s .

♦ D e f a u l t s  t o  r e m o v a l  o f  t h e  mean .

•FILTER L,MF:ML,BO,B1,PLOTS?"
1 2----- > 3> 4> 5-------->

•GRAPH" ( "G"]

PURPOSE:
P l o t s  g r a p h s  o f  s p e c i f i e d  h o r i z o n / p a r a m e t e r  v e c t o r s

I !
I

I
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COMMENTS :
G r a p h s  a r e  101 c h a r a c t e r s  w id e  and  a r e  a n n o t a t e d  a l o n g  t h e  s p a c e

a x i s  w i t h  t h e  g r o u n d  p o i n t  CMP n u m b e r s .

OPTIONS:
F 1 C R a ng e  o f  p a r a m e t e r s  t o  be  p l o t t e d .

♦ D e f a u l t s  t o  a l l  p a r a m e t e r s .
F 2 C R an ge  o f  h o r i z o n s  f o r  w h i c h  d a t a  i s  t o  be  p l o t t e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 3 C Rang e  o f  g r o u n d  p o i n t s  f o r  w h i c h  d a t a  i s  t o  b e  p l o t t e d ,  

s p e c i f i e d  by CMP n u m b e r s .
♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .

F 4 C C h a r a c t e r  s t r i n g  c o n t a i n i n g  s y m b o l s  t o  be  u s e d  f o r  p l o t ;  o n e  
sy m bo l  i s  a s s o c i a t e d  w i t h  e a c h  h o r i z o n .  The numbe r  o f  s y m b o l s  
i n  [F 4]  s h o u l d  m a t c h  t h e  number  o f  h o r i z o n s  s p e c i f i e d  i n  [F  2 ] ,

♦ D e f a u l t s  t o  t h e  l a s t  s y m b o l s  s p e c i f i e d  i n  GRAPH o r  PSPEC.
I f  no sy m b o l s  h a v e  b ee n  d e f i n e d  e a r l i e r ,  ABCDEF. . .  a r e  u s e d .

F 5 R Datum l i n e  ( a  c o n s t a n t  p a r a m e t e r  v a l u e )  t o  be ma rk e d  on p l o t  by  
a  l i n e  o f  d o t s .

♦ D e f a u l t s  t o  z e r o .
F 6 R Minimum p a r a m e t e r  v a l u e  i n  p l o t t i n g  window.

♦ D e f a u l t s  t o  t h e  minimum v a l u e  o f  t h e  p a r a m e t e r  i n  t h e  h o r i z o n /  
g r o u n d  p o i n t  r a n g e  t o  be  p l o t t e d .

F 7 R Maximum p a r a m e t e r  v a l u e  i n  p l o t t i n g  window.
♦ D e f a u l t s  t o  t h e  maximum v a l u e  o f  t h e  p a r a m e t e r  i n  t h e  h o r i z o n /  

g r o u n d  p o i n t  r a n g e  t o  be p l o t t e d .

"GRAPH L F : L L , MF: ML, CMPF: CMPL, SYMBOLS, DATUM,MIN, MAX"
2 — — — >  3 — — — — — — — >  6 * ^  7*“ ^

-HELP” ["HE"]

PURPOSE:
P r o v i d e s  a h e l p  f a c i l i t y  by d i r e c t i n g  t h e  r e q u i r e d  p a r t  o f  t h i s  

d o c u m e n t a t i o n  f i l e  t o  t h e  s y s t e m  o u t p u t  d e v i c e .

OPTIONS:
F 1 C Name o f  mnemonic ,  w h ic h  may be  a b b r e v i a t e d  t o  no  l e s s  t h a n  two 

c h a r a c t e r s .
♦ D e f a u l t s  t o  a  l i s t i n g  o f  t h e  c u r r e n t  s e t  o f  KRUNCH m n e m o n ic s ,  

f o l l o w e d  by a p r o m p t  f o r  t h e  r e q u i r e d  mnemonic .

"HELP MNEMONIC"
1 >

’HFORWRD" ( "HP "]

PURPOSE:
P e r f o r m s  H u b r a l  3D f o r w a r d  m o d e l l i n g  f o r  s p e c i f i e d  h o r i z o n s  o v e r  a 

r a n g e  o f  g r o u n d  p o i n t s .

COMMENTS :
Two-way z e r o - o f f s e t  t i m e s ,  n o r m a l  mo veou t  v e l o c i t i e s ,  i n l i n e  t i m e  

s l o p e s  an d  c r o s s l i n e  t i m e  s l o p e s  a r e  c a l c u l a t e d  f o r  e a c h  h o r i z o n  a t  
e a c h  g r o u n d  p o i n t .  A l i m i t e d  l o c a l  g r o u n d  mode l  c o n s i s t i n g  o f  u n i f o r m '  
v e l o c i t y  l a y e r s  s e p a r a t e d  by 3D p l a n e  d i p p i n g  r e f l e c t o r s  i s  a s s u m e d .

F o r w a r d  m o d e l l i n g  may be i m p o s s i b l e  in  some l o c a t i o n s ,  i n  w h i c h  c a s e  
m i s s i n g  p a r a m e t e r  v a l u e s  a r e  i n t e r p o l a t e d  f ro m a d j a c e n t  g r o u n d  p o i n t s
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and  w a r n i n g s  i s s u e d  b o t h  t o  t h e  c u r r e n t  p r i n t  f i l e  an d  t h e  l o g  f i l e .  

OPTIONS :
F 1 C Range  o f  h o r i z o n s  t o  be  f o r w a r d  m o d e l l e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 2 C Ran ge  o f  g r o u n d  p o i n t s  t o  be  f o r w a r d  m o d e l l e d ,  s p e c i f i e d  by 

CMP n u m b e r s .
♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .

F 3 C [F 3] s e t  => Send o u t p u t  f rom H u b r a l  3D f o r w a r d  m o d e l l i n g
s u b r o u t i n e  t o  t h e  c u r r e n t  p r i n t  f i l e .

♦ D e f a u l t s  t o  no p r i n t .

"HFORWRD MF:ML,CMPF:CMPL,PRINT?"

"HINVERT" [ " H I " ]

PURPOSE:
P e r f o r m  H u b r a l  30 i n v e r s i o n  f o r  s p e c i f i e d  h o r i z o n s  o v e r  a  r a n g e  o f  

g r o u n d  p o i n t s .

COMMENTS :
I n t e r v a l  v e l o c i t i e s ,  d e p t h s ,  maximum d i p s  an d  a z i m u t h s  o f  maximum 

d i p s  a r e  c a l c u l a t e d  f o r  e a c h  h o r i z o n  a t  e a c h  g r o u n d  p o i n t .  A l i m i t e d  
l o c a l  g r o u n d  m o d e l  c o n s i s t i n g  o f  u n i f o r m  v e l o c i t y  l a y e r s  s e p a r a t e d  by 
3D p l a n e  d i p p i n g  r e f l e c t o r s  i s  a s s u m e d .

E i t h e r  ' d i r e c t ' o r  ' l a y e r  by l a y e r '  i n v e r s i o n s  c a n  b e  p e r f o r m e d .
L a y e r  by  l a y e r  i n v e r s i o n s  c a n  be u s e d  i n  c o n j u n c t i o n  w i t h  p r e - s e t  

i n t e r v a l  v e l o c i t i e s  f o r  c o n v e n t i o n a l  z e r o - o f f s e t  r a y t r a c e  m i g r a t i o n s  
i n  t h e  l i m i t e d  l o c a l  g r o u n d  m o d e l s .

I n v e r s i o n  may be  i m p o s s i b l e  i n  some l o c a t i o n s ,  i n  w h i c h  c a s e  m i s s i n g  
p a r a m e t e r  v a l u e s  a r e  i n t e r p o l a t e d  f rom a d j a c e n t  g r o u n d  p o i n t s  a n d  
w a r n i n g s  i s s u e d  b o t h  t o  t h e  c u r r e n t  p r i n t  f i l e  and  t o  t h e  l o g  f i l e .

OPTIONS :
F 1 C Rang e  o f  h o r i z o n s  t o  be i n v e r t e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 2 C Ran ge  o f  g r o u n d  p o i n t s  t o  be i n v e r t e d ,  s p e c i f i e d  by  CMP n u m b e r s .

♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .
F 3 I I n v e r s i o n  mode f l a g :

[F 3] = 0 => D i r e c t  i n v e r s i o n :
I n v e r t  a l l  h o r i z o n s  i n  r a n g e  [ F I ]  a t  e a c h  g r o u n d  
p o i n t .

[F 3] = 1 => L a y e r  by l a y e r  i n v e r s i o n  -  S t a g e  o n e :
[F 1]  mus t  c o n t a i n  ONLY ONE h o r i z o n .
D e r i v e  i n t e r v a l  v e l o c i t y  i n  l a y e r  [ F  1]  a t  e a c h  
g r o u n d  p o i n t ;  do n o t  t r a c e  r a y  down t o  r e f l e c t o r  
[F 1 ] .

[F 3] = 2 => L a y e r  by l a y e r  i n v e r s i o n  -  S t a g e  tw o :
[F 1]  mus t  c o n t a i n  ONLY ONE h o r i z o n .
T r a c e  r a y  down t h r o u g h  l a y e r s  1 t o  [ F I ]  t o  
r e f l e c t o r  [F I I ,  t h u s  d e r i v i n g  d e p t h s ,  d i p s  and  
a z i m u t h s  o f  maximum d i p s  a t  e a c h  g r o u n d  p o i n t .

♦ D e f a u l t s  t o  [F 3] = 0  i e .  d i r e c t  i n v e r s i o n .
F 4 C [F 4] s e t  => Send o u t p u t  f rom H u b r a l  3D i n v e r s i o n  s u b r o u t i n e  t o

t h e  c u r r e n t  p r i n t  f i l e .
♦ D e f a u l t s  t o  no p r i n t .

F 5 I L o g i c a l  u n i t  number o f  f o r m a t t e d  f i l e  t o  r e c e i v e  t h e  f o l l o w i n g :
-  g r o u n d  p o i n t  CMP number ;
-  h o r i z o n  nu mb er ;
-  n o r m a l  i n c i d e n c e  p o i n t  c o o r d i n a t e s  (CMPXn, X n, Yn, Z n ) ; and
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-  i n t e r v a l  v e l o c i t y  
f o r  e a c h  h o r i z o n  [F 1] i n  FORTRAN f o r m a t  ' ( 2 1 1 0 , 5 F 1 0 . 2 ) '  . 

♦ D e f a u l t s  t o  no o u t p u t  o f  n o r m a l  i n c i d e n c e  p o i n t  d a t a .

"HINVERT MF : ML,CMPF:CMPL,INVMODE,PRINT?,UNIT"
1 — — “ >  2 2 — — — — — >  ~ >  5 — — ^

"INPUT" [ " I " ]

PURPOSE :
R e ad s  a  h o r i z o n / p a r a m e t e r  v e c t o r  i n t o  t h e  KRUNCH m a t r i x  f r o m  a 

f o r m a t t e d  f i l e .

COMMENTS:
T h i s  t a s k  i s  u s e d  i n  t h e  c r e a t i o n  o f  a d a t a  s e t  f ro m  d a t a  on 

d i f f e r e n t  f i l e s  i n  v a r i e d  f o r m a t s .  P a r a m e t e r  v a l u e s  f o r  s p e c i f i e d  
g r o u n d  p o i n t s  a r e  r e a d  f r o m  t h e  r e q u i r e d  f i l e  in  a u s e r - s p e c i f i e d  
FORTRAN f o r m a t .  The f i l e  c a n  be  r ewound an d  c a r d  im a g e s  s k i p p e d  o v e r  a s  
n e c e s s a r y .

INPUT a l s o  a l l o w s  a h o r i z o n / p a r a m e t e r  v e c t o r  i n  an  e x i s t i n g  d a t a  s e t  
t o  be  o v e r w r i t t e n .

Any d a t a  r e a d  i n  w i t h  a  v a l u e  > MEGA a r e  c o n s i d e r e d  t o  i n d i c a t e  
f l a g g e d  m i s s i n g  d a t a ,  w h i c h  a r e  t h e n  a u t o m a t i c a l l y  l i n e a r l y  
i n t e r p o l a t e d  f r o m  t h e  n e a r e s t  u n f l a g g e d  d a t a .  The v a l u e  o f  t h e  c o n s t a n t  
MEGA i s  l i s t e d  a s  p a r t  o f  t h e  o u t p u t  f rom t h e  VERSION i n s t r u c t i o n .

OPTION:
F 1 I  P a r a m e t e r  t o  be  r e a d .

♦No d e f a u l t .
F 2 I  H o r i z o n  f o r  w h ic h  d a t a  i s  t o  be r e a d .

♦No d e f a u l t .
F 3 C Ra n g e  o f  g r o u n d  p o i n t s  f o r  w hi ch  d a t a  i s  t o  be r e a d ,  s p e c i f i e d  

by  CMP n u m b e r s .
♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .

F 4 I  L o g i c a l  u n i t  number  o f  f o r m a t t e d  r e a d  f i l e .
♦ D e f a u l t s  t o  t h e  l a s t  u n i t  s p e c i f i e d  by an INPUT i n s t r u c t i o n .

F 5 C [F 5]  s e t  => Rewind  u n i t  [F 4] b e f o r e  r e a d .
♦ D e f a u l t s  t o  no r e w i n d .

F 6 I  [F  6]  > 0 => S k i p  o v e r  (F 6] c a r d  im ag es  on u n i t  [F 4]  a f t e r
r e w i n d  an d  b e f o r e  r e a d .

♦ D e f a u l t s  t o  no s k i p .
F 7 C [F 71 s e t  => Read  f i r s t  c a r d  image on  u n i t  [F 4] a f t e r  r e w i n d

a n d / o r  s k i p  a s  a  l a b e l  w hic h  i s  w r i t t e n  t o  t h e  
c u r r e n t  p r i n t  f i l e .

♦ D e f a u l t s  t o  no l a b e l  r e a d .
F 8 C FORTRAN f o r m a t  t o  be  u s e d  f o r  r e a d .  F r e e  f o r m a t  ’ ♦ '  i s  v a l i d .

The f o r m a t  MUST i n c l u d e  p a r e n t h e s e s  c f .  ' ( ..............) ' .
No commas s h o u l d  be i n c l u d e d  i n  t h e  f o r m a t ,  a s  t h e y  a r e  c o n f u s e d  
w i t h  t h e  d a t a  f i e l d  s e p a r a t i o n  commas.  F o r m a t s  i n c l u d i n g  commas 
s h o u l d  b e  s p e c i f i e d  u s i n g  s e m i - c o l o n s  i n s t e a d  -  t h e s e  a r e
t h e n  d e c o d e d  t o  commas i n t e r n a l l y .
I f  t h e  f o r m a t  h a s  > 30 c h a r a c t e r s  (F  8J mu s t  be  s e t  by  a n y  
c h a r a c t e r  o t h e r  t h a n  ' ♦ '  o r  ' ( '  an d  t h e  f o r m a t  i s  r e a d  f ro m  t h e  
NEXT LINE o f  t h e  c u r r e n t  i n p u t  f i l e .

♦ D e f a u l t s  t o  t h e  l a s t  f o r m a t  s p e c i f i e d  by an  INPUT i n s t r u c t i o n ,  
o r  t o  ' ♦ '  i f  no INPUT i n s t r u c t i o n s  ha ve  b e e n  p r o c e s s e d .

" INPUT L , M, CMPF: CMPL, UNIT, REWIND?, NSKIP, LABEL?, FORMAT"
2 2 3________ > 4— > 5---------> 6------> 7--------> 8------- >
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"LINDEF" ["LI"]

PURPOSE;
S e t s  t h e  i n v a r i a n t s  u s e d  t o  p r o c e s s  t h e  n e x t  c u r r e n t  l i n e .

COMMENTS:
T h i s  i n s t r u c t i o n  mus t  a p p e a r  b e f o r e  p r o c e s s i n g  co m me nc es ,  a s  i t  

d e f i n e s  i m p o r t a n t  c o n s t a n t s  w h ic h  a r e  r e q u i r e d  by many o t h e r  t a s k s  e g .  
nu mber  o f  g r o u n d  p o i n t s ,  number  o f  h o r i z o n s , d i s t a n c e  b e t w e e n  a d j a c e n t  
g r o u n d  p o i n t s  e t c .

A new LINDEF i n s t r u c t i o n  i s  u s e d  t o  d e f i n e  e a c h  new l i n e .

OPTIONS:
F 1 I  L i n e  n u m b e r .  [ F I ]  i s  u s e d  t o  a m n o t a t e  p r i n t o u t  a n d  s o r t

i n t e r p o l a t e d  p a r a m e t e r  v a l u e s  i n  MISTIE;  i t  mus t  b e  an  i n t e g e r  
numbes- w i t h o u t  a c h a r a c t e r  p r e f i x  o r  s u f f i x .

♦No d e f a u l t .
F 2 I  Number o f  g r o u n d  p o i n t s  on  t h e  l i n e ,  d e f i n i n g  t h e  l e n g t h  o f  a l l  

v e c t o r s  i n  t h e  c u r r e n t  d a t a  s e t .
♦No d e f a u l t .

F 3 I  Number o f  h o r i z o n s  on t h e  l i n e  t o  be  p r o c e s s e d .
♦No d e f a u l t .

F 4 I  CMP number  o f  f i r s t  g r o u n d  p o i n t  on t h e  l i n e .
♦No d e f a u l t .

F 5 I  Number o f  CMPs b e t w e e n  a d j a c e n t  g r o u n d  p o i n t s .
♦No d e f a u l t .

F 6 R D i s t a n c e  Dx b e t w e e n  a d j a c e n t  g r o u n d  p o i n t s .  Dx s h o u l d  be
s p e c i f i e d  i n  u n i t s  w h i c h  a r e  c o n s i s t e n t  w i t h  d e p t h  and  v e l o c i t y  
u n i t s .

♦No d e f a u l t .
F 7 R O r i e n t a t i o n  o f  t h e  l i n e .  The a n g l e  i s  m e a s u r e d  i n  d e g r e e s

b e t w e e n  t h e  d i r e c t i o n  o f  i n c r e a s i n g  CMP nu mb ers  a n d  N o r t h ,  s u c h  
t h a t  a n g l e s  w e s t  o f  N o r t h  a r e  p o s i t i v e  e g .  NW = +4 5 ;  SE = - 1 3 5 .  

♦ D e f a u l t s  t o  [F 7]  = 0 i e .  N o r t h .

"LINDEF NUMBER, NGPS, NHORZ, CMPGPl, CMPGPINC, D x , AZIMUTH"
——— >  2 ——> 3 " —̂  4————̂  5—— —— >  6 ^

"MACRO" ["MA"]

PURPOSE:
C r e a t e s  a l i s t  o f  p r e - s e t  i n s t r u c t i o n s  w h i c h  c a n  s u b s e q u e n t l y  be 

i n v o k e d  r e p e a t e d l y .

COMMENTS:
MACRO i s  u s e d  when a s t a n d a r d  s e t  o f  i n s t r u c t i o n s  i s  r e q u i r e d  f o r  

e a c h  s e i s m i c  l i n e  i n  a r u n s t r e a m  p r o c e s s i n g  s e v e r a l  l i n e s .

OPTIONS:
F 1 I  [F 1] > 0 => Read i n s t r u c t i o n s  f rom t h e  c u r r e n t  i n p u t  f i l e  and

w r i t e  them i n t o  t h e  c u r r e n t  ma cro  u n t i l  [F  1] 
i n s t r u c t i o n s  ha ve  b ee n  r e a d  o r  a b l a n k  l i n e  i s  
e n c o u n t e r e d ,  w h i c h e v e r  i s  t h e  s o o n e r .
The i n s t r u c t i o n s  a r e  n o t  p r o c e s s e d  u n t i l  t h e  
c u r r e n t  ma cro  i s  i n v o k e d .

[ F I ]  = 0 => I n v o k e  t h e  c u r r e n t  m a c r o .
♦ D e f a u l t s  t o  [F 1] = 0 i e .  i n v o k e  m a c r o .

"MACRO NLINES"
1—— —>
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-MISTIE- [ " M I " ]

PURPOSE;
C a l c u l a t e s  t h e  mean an d  RMS m i s t i e s  o f  s p e c i f i e d  p a r a m e t e r s  o v e r  a  

r a n g e  o f  h o r i z o n s  f ro m t h e  p a r a m e t e r  v a l u e s  i n t e r p o l a t e d  a t  l i n e  
i n t e r s e c t i o n s  by CROSS i n s t r u c t i o n s .

COMMENTS:
MISTIE mus t  f o l l o w  a l l  CROSS i n s t r u c t i o n s  p e r t a i n i n g  t o  t h i s  m i s t i e  

c a l c u l a t i o n .
I n t e r p o l a t e d  d a t a  and  i n d i v i d u a l  m i s t i e s  a r e  l i s t e d  f o r  e a c h  l i n e  

i n t e r s e c t i o n .
C o r r e l a t i o n s  b e t w e e n  m i s t i e s  on  p a i r s  o f  h o r i z o n s  c a n  be  c a l c u l a t e d  

and  p l o t t e d .

OPTIONS:
F 1 C Range o f  p a r a m e t e r s  f o r  w h ic h  m i s t i e s  a r e  t o  be  c a l c u l a t e d .

♦ D e f a u l t s  t o  a l l  p a r a m e t e r s .
F 2 C Range o f  h o r i z o n s  f o r  w h ic h  m i s t i e s  a r e  t o  b e  c a l c u l a t e d .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 3 C C o r r e l a t i o n  p r o c e s s i n g :

[F 3] i n c l u d e s  ' C  => C a l c u l a t e  c o r r e l a t i o n  c o e f f i c i e n t  f o r
m i s t i e s  on  e a c h  h o r i z o n  p a i r  i n  t h e  
r a n g e  [ F 2 ] .

[F 3] i n c l u d e s  'G '  => P l o t  g r a p h  o f  m i s t i e  on  l o w e r  h o r i z o n  v s
m i s t i e  on u p p e r  h o r i z o n  f o r  a n y  h o r i z o n  
p a i r  w i t h  a m i s t i e  c o r r e l a t i o n  > 0 . 5 .  

♦ D e f a u l t s  t o  no c o r r e l a t i o n  p r o c e s s i n g .

"MISTIE L F ; LL , MF : ML, CORRELATIONS?"

"OPENF" [ "O P " ]

PURPOSE:
Opens  a f i l e  f o r  s u b s e q u e n t  r e a d / w r i t e  o p e r a t i o n s .

COMMENTS :
Each  f i l e  i s  a s s i g n e d  a FORTRAN l o g i c a l  u n i t  n um be r .
Bo t h  f o r m a t t e d  an d  d i r e c t  a c c e s s  f i l e s  may be  o p e n e d .

OPTIONS:
F 1 C Name o f  f i l e  t o  be  o p e n e d  (maximum 30 c h a r a c t e r s ) .

♦ D e f a u l t s  t o  a l i s t  o f  a l l  f i l e s  c u r r e n t l y  o p e n e d  t o  t h e  r u n ,  
t h e i r  a s s i g n e d  l o g i c a l  u n i t  numbe rs  a n d  a t t r i b u t e s .

F 2 I  L o g i c a l  u n i t  number  t o  be a s s i g n e d  t o  f i l e  [ F I ] .
[F 2]  m u s t  be i n  t h e  r a n g e  0 < [F 2]  < 90 .

♦No d e f a u l t .
F 3 C F i l e  t y p e :

[F 3] = ' W  => Open new f o r m a t t e d  f i l e  w i t h  w r i t e  a c c e s s .
[F 3] = ' D'  => Open o l d  d i r e c t  a c c e s s  f i l e  f o r  r e a d / w r i t e  

o p e r a t i o n s .
(F 3] = 'DW => Open new d i r e c t  a c c e s s  f i l e  f o r  r e a d / w r i t e  

o p e r a t i o n s ?  i n i t i a l i s e  keyw or d  h e a d e r .
[F 3] b l a n k  => Open o l d  f o r m a t t e d  f i l e  w i t h  r e a d o n l y  a c c e s s  

♦ D e f a u l t s  t o  [F 3] b l a n k .

"OPENF FILENAME,UNIT,FILETYPE"
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"OUTPUT" ( "OU"]

PURPOSE:
W r i t e s  s p e c i f i e d  h o r i z o n / p a r a m e t e r  v e c t o r s  f ro m t h e  KRUNCH m a t r i x  t o  

a f o r m a t t e d  f i l e .

OPTIONS:
F 1 C Range o f  p a r a m e t e r s  t o  b e  w r i t t e n .

♦ D e f a u l t s  t o  a l l  p a r a m e t e r s .
F 2 C Range  o f  h o r i z o n s  f o r  w h i c h  d a t a  i s  t o  be  w r i t t e n .

♦ D e f a u l t s  t o  a l l  h o r i z o n s .
F 3 C Range  o f  g r o u n d  p o i n t s  f o r  w h i c h  d a t a  i s  t o  be  w r i t t e n ,  

s p e c i f i e d  i n  CMP n u m b e r s .
♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s .

F 4 I  L o g i c a l  u n i t  number  o f  f o r m a t t e d  f i l e  t o  r e c e i v e  d a t a .
♦ D e f a u l t s  t o  t h e  c u r r e n t  p r i n t  f i l e .

F 5 C FORTRAN f o r m a t  t o  be u s e d  f o r  w r i t e .  F r e e  f o r m a t  ' ♦ '  i s  v a l i d .
The f o r m a t  MUST i n c l u d e  p a r e n t h e s e s  c f .  ' ( ..............) ' .
No commas s h o u l d  b e  i n c l u d e d  i n  t h e  f o r m a t ,  a s  t h e y  a r e  c o n f u s e d  
w i t h  t h e  d a t a  f i e l d  s e p a r a t i o n  commas.  F o r m a t s  i n c l u d i n g  commas 
s h o u l d  be s p e c i f i e d  u s i n g  s e m i - c o l o n s  i n s t e a d  -  t h e s e  a r e
t h e n  d e c o d e d  t o  commas i n t e r n a l l y .
I f  t h e  f o r m a t  h a s  > 30 c h a r a c t e r s  (F 5]  mus t  be  s e t  by  a n y  
c h a r a c t e r  o t h e r  t h a n  ' ♦ '  o r  ' ( '  and  t h e  f o r m a t  i s  r e a d  f r o m  t h e
NEXT LINE o f  t h e  c u r r e n t  i n p u t  f i l e .

♦ D e f a u l t s  t o  t h e  l a s t  f o r m a t  s p e c i f i e d  by an  OUTPUT i n s t r u c t i o n ,  
o r  t o  ' ♦ '  i f  no OUTPUT i n s t r u c t i o n s  h a v e  b e e n  p r o c e s s e d .

F 6 C [F 6] s e t  => W r i t e  d a t a  p a r a m e t e r  by p a r a m e t e r  i n  t a b l e s  w h e r e :
Column 1 i s  t h e  g r o u n d  p o i n t  CMP n u m b e r ;
Column 2 i s  t h e  d a t a  f o r  t h e  f i r s t  h o r i z o n ;
Column 3 i s  t h e  d a t a  f o r  t h e  n e x t  h o r i z o n ;  e t c .

The f o r m a t  [F 5] mus t  m a tc h  p r e c i s e l y  t h e  INTEGER g r o u n d  p o i n t
CMP number  an d  t h e  number  o f  c o l u m n s  o f  REAL p a r a m e t e r  v a l u e s ,  
e g .  i f  4 h o r i z o n s  a r e  t o  be w r i t t e n ,  ' ( 1 5 , 4 F 1 0 . 2 ) '  i s  a v a l i d  
f o r m a t .

♦ D e f a u l t s  t o  w r i t e  v e c t o r  by v e c t o r .

'OUTPUT LF:LL,MF : M L ,CMPF:CMPL,UNIT,FORMAT,TABLE?"
— —> 2----- > 3--------------- -> 4— > 5——— >-6 —----- >

"PSPEC" [ " P " ]

PURPOSE:
C a l c u l a t e s  and  d i s p l a y s  e n e r g y  s p e c t r a  f o r  s p e c i f i e d  h o r i z o n /  

p a r a m e t e r  v e c t o r s .

COMMENTS:
O p t i o n s  a l l o w  t h e  l e n g t h  o f  t h e  co m p le x  s p e c t r u m  a n d  d e g r e e  o f  

s p e c t r a l  s m o o t h i n g  t o  be  s p e c i f i e d .  E n e r g i e s  c a n  b e  t r a n s f o r m e d  t o  
dB i f  r e q u i r e d .

P l o t s  a r e  s e n t  t o  t h e  c u r r e n t  p r i n t  f i l e .

OPTIONS:
F 1 I  P a r a m e t e r  f o r  w h ic h  e n e r g y  s p e c t r a  a r e  t o  b e  c a l c u l a t e d .

♦No d e f a u l t .
F 2 C Range o f  h o r i z o n s  f o r  w h i c h  e n e r g y  s p e c t r a  a r e  t o  be  c a l c u l a t e d ;  

e n e r g y  s p e c t r a  f o r  a l l  h o r i z o n / p a r a m e t e r  v e c t o r s  a r e  p l o t t e d  on
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the same axes.

♦Defaults to all horizons.
F 3 C C h a r a c t e r  s t r i n g  c o n t a i n i n g  s y m b o l s  t o  be u s e d  f o r  p l o t ;  o n e  

sy m bo l  i s  a s s o c i a t e d  w i t h  e a c h  h o r i z o n .  The nu m b e r  o f  s y m b o l s  
i n  (F 3] s h o u l d  m a t c h  t h e  number  o f  h o r i z o n s  s p e c i f i e d  i n  [F  2 ] .

♦ D e f a u l t s  t o  t h e  l a s t  s y m b o l s  s p e c i f i e d  i n  PSPEC o r  GRAPH.
If no symbols have been defined earlier, ABCDEF... are used.

F 4 I  L e n g t h  o f  co m p le x  s p e c t r u m  i s  2 ♦♦ [F  4]
♦ D e f a u l t s  t o  (F 4]  = 7 ( 2 ♦♦ 7 = 128 ) .

F 5 I  ( F 5 ] > 0 = >  Smooth  e n e r g y  s p e c t r a  by a v e r a g i n g  e n e r g y  i n
c o n s e c u t i v e  g r o u p s  o f  [F  5]  a d j a c e n t  w a v e n u m b e r s .  
The number  o f  w a ve nu m b er s  r e m a i n i n g  a f t e r  
s m o o t h i n g  w i l l  be  ( 2 ♦♦ [F 4]  ) /  [F 5]  a s  t h e  DC
o r  z e r o  wavenumber  co m po n en t  i s  n o t  p l o t t e d .

♦ D e f a u l t s  t o  no s m o o t h i n g .
F 6 I  [F 6]  = 0 => P l o t  e n e r g i e s .

[F 6]  = 4 => P l o t  lO l o g l O  ( e n e r g i e s )  i e .  t r a n s f o r m  t o  dB.
♦ D e f a u l t s  t o  [F 6J = 0.

F 7 R Datum (a  c o n s t a n t  e n e r g y  v a l u e )  t o  b e  m a rk e d  on  p l o t  by  a 
l i n e  o f  d o t s .

♦Defaults to zero.
F 8 R Minimum v a l u e  i n  p l o t t i n g  window.

♦ D e f a u l t s  t o  t h e  minimum e n e r g y  o v e r  a l l  t h e  s p e c t r a  t o  b e  
p l o t t e d .

F 9 R Maximum v a l u e  i n  p l o t t i n g  window.
♦ D e f a u l t s  t o  t h e  maximum e n e r g y  o v e r  a l l  t h e  s p e c t r a  t o  b e  

p l o t t e d .

"PSPEC L, MF :ML, SYMBOLS, 2 ♦♦?,NSMCX)TH,dB?, DATUM, MIN, MAX"
I  2 ———>  3 —————>  4 " ^  5 ~ “ — 6 —>  ' j —— >  8 “ ^  9 ” ^

"RESET" [ " R " ]

PURPOSE;
R e s e t s  t h e  c u r r e n t  i n p u t  o r  p r i n t  f i l e .

COMMENTS:
RESET a l l o w s  b o t h  s t a n d a r d  r u n s t r e a m s  t o  be r e a d  f r o m  d i f f e r e n t  

f i l e s  and  s e l e c t e d  p r i n t o u t  t o  be d i r e c t e d  t o  d i f f e r e n t  f i l e s .
An i n p u t  e c h o  s w i t c h  ( w h i c h  d e c o d e s  t h e  n u m e r i c  an d  c h a r a c t e r  

c o n t e n t  o f  e a c h  i n s t r u c t i o n )  and  a p a g e  t h r o w  s u p p r e s s i o n  s w i t c h  
( t o  c o m p r e s s  p r i n t o u t )  c a n  be t o g g l e d  by RESET. B o t h  s w i t c h e s  a r e  
s e t  t o  ' o f f  a t  t h e  s t a r t  o f  t h e  r u n .

I n  a d d i t i o n ,  RESET a l l o w s  a f o r m a t t e d  f i l e  t o  be  r e w o u n d .

OPTIONS:
F 1 I  R e s e t  c u r r e n t  i n p u t  f i l e  t o  l o g i c a l  u n i t  numbe r  [ F I ] .

C [F 1] = ' S '  => R e s e t  c u r r e n t  i n p u t  f i l e  t o  s y s t e m  i n p u t  
c h a n n e l .

♦ D e f a u l t s  t o  no c h a n g e .
F 2 I  R e s e t  c u r r e n t  p r i n t  f i l e  t o  l o g i c a l  u n i t  numbe r  (F 2 ) .

C [F 2] = ' S '  => R e s e t  c u r r e n t  p r i n t  f i l e  t o  s y s t e m  o u t p u t  
c h a n n e l .

♦ D e f a u l t s  t o  no c h a n g e .
F 3 C [F 3] s e t  => T o g g l e  i n p u t  e c h o  s w i t c h .

♦ D e f a u l t s  t o  no t o g g l e .
F 4 C [F 4] s e t  => T o g l g l e  p ag e  t h r o w  s u p p r e s s i o n  s w i t c h .

♦ D e f a u l t s  t o  no t o g g l e .
F 5 I  Rewind  l o g i c a l  u n i t  number  [F 5 ) .

♦ D e f a u l t s  t o  no r e w i n d .
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"RESET INPUTUNIT, PRINTUNIT, ECHO, PAGETHROW,REWINDUNIT"

"SELECT" [ " S E " ]

PURPOSE:
R e s a m p l e s  a  new d a t a  s e t  f ro m  w i t h i n  t h e  c u r r e n t  d a t a  s e t .

COMMENTS:
No i n t e r p o l a t i o n  i s  p e r f o r m e d ;  t h e  r e q u i r e d  g r o u n d  p o i n t s  i n  t h e  

new d a t a  s e t  m u s t  e x i s t  i n  t h e  o l d  d a t a  s e t  an d  r e s a m p l i n g  m u s t  be  
made w i t h  a n  i n t e g e r  m u l t i p l e  o f  t h e  o l d  g r o u n d  p o i n t  s p a c i n g .

T h e  o l d  d a t a  s e t  i s  o v e r w r i t t e n  i n  t h e  KRUNCH m a t r i x  and t h e  new 
r e s a m p l e d  d a t a  s e t  be c o me s  t h e  c u r r e n t  d a t a  s e t .

OPTIONS :
F 1 C R a n g e  o f  g r o u n d  p o i n t s  t o  be s e l e c t e d  s p e c i f i e d  by CMP n u m b e r s  

B o t h  f i r s t  and  l a s t  g r o u n d  p o i n t s  m us t  e x i s t  w i t h i n  t h e  o l d  
d a t a  s e t .

♦ D e f a u l t s  t o  a l l  g r o u n d  p o i n t s  i e .  no  c h a n g e .
F 2 I  New g r o u n d  p o i n t  s p a c i n g ,  s p e c i f i e d  i n  CMPs. The  new g r o u n d  

p o i n t  s p a c i n g  m u s t  be  an  i n t e g e r  m u l t i p l e  o f  t h e  o l d  g r o u n d  
p o i n t  s p a c i n g .

♦ D e f a u l t s  t o  t h e  o l d  g r o u n d  p o i n t  s p a c i n g  i e .  no  c h a n g e .

"SELECT CMPF:CMPL,CMPGPINC"

"SPLINE" [ " S P " ]

PURPOSE:
D e s i g n s  a  s m o o t h  c u r v e  and  i n t e r p o l a t e s  p a r a m e t e r  v a l u e s  f o r  a 

s i n g l e  h o r i z o n / p a r a m e t e r  v e c t o r .

COMMENTS :
P a r a m e t e r  v a l u e s  a r e  i n t e r p o l a t e d  a t  e a c h  g r o u n d  p o i n t  f ro m  a 

s m o o t h  c u r v e  co m pos ed  o f  a  s e r i e s  o f  l o c a l  c u b i c  s p l i n e s .  The c u r v e  i s  
c o n s t r a i n e d  t o  p a s s  t h r o u g h  ' k n o t s '  wh ich  a r e  e i t h e r  e x i s t i n g  
p a r a m e t e r  v a l u e s  o r  new p a r a m e t e r  v a l u e s  a t  s p e c i f i e d  CMP n u m b e r s .

T h i s  i n s t r u c t i o n  m us t  be  r u n  i n t e r a c t i v e l y .

OPTIONS :
F 1 I  P a r a m e t e r  t o  be  i n t e r p o l a t e d .

♦No d e f a u l t .
F 2 I  H o r i z o n  f o r  w h i c h  d a t a  i s  t o  be  i n t e r p o l a t e d .

♦No d e f a u l t .

"SPLINE L,M"
1 2

"STOP" [ "STOP"]

PURPOSE:
S t o p s  t h e  p r o g r a m .

COMMENTS :
A l o g  o f  a l l  i n s t r u c t i o n s  p r o c e s s e d  in  t h e  r u n  i s  a u t o m a t i c a l l y
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All files currently opened to the run are closed. 
There are no options.

"STOP"

"VERSION" ("V"]

PURPOSE:
Lists details of the current version of KRUNCH to the current print 

file.

COMMENTS :
VERSION lists the restrictions imposed by FORTRAN array sizes eg. 

maximum number of horizons and maximum number of ground points in the 
KRUNCH matrix, maximum length of the complex spectrum used in PSPEC, 
maximum number of files which can be opened to the run etc.

There are no options.

"VERSION"
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APPENDIX 5B

KRUNCH INSTRUCTIONS FOR THE TASK SEQUENCES OF SECTION 5.4
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a p p e n d ix  5B KRUNCH INSTRUCTIONS FOR THE TASK SEQUENCES OF 

SECTION 5 . 4

T h i s  a p p e n d i x  i s  i n c l u d e d  t o  show t h e  KRUNCH i n s t r u c t i o n s  
r e q u i r e d  t o  r u n  t h e  t a s k  s e q u e n c e s  o f  E x a m p l e s  1 , 2  an d  3 o f  S e c t i o n  
S e c t i o n  5 . 4 .

The  s e q u e n c e s  b e l o w  u s e  t h e  t h r e e  l i n e s  A - 1 0 3 ,  A-111  and  A-130  
f ro m  C h a p t e r  2 .  F o r  t h e  p u r p o s e s  o f  t h i s  i l l u s t r a t i o n ,  j u s t  two  
h o r i z o n s  a r e  c o n s i d e r e d .  L i n e s  A-103  and A -11 1  a r e  p a r a l l e l  a nd  b o t h  
i n t e r s e c t  l i n e  A - 1 3 0 .

Example 1. INITIAL KRUNCH RUN:
To read in two-way times, moveout velocities and crossline time 
slopes from files 'TIME.DAT", 'VMO.DAT' and 'XLNSLOPE.DAT' 
respectively; calculate inline time slopes; plot graphs of each 
parameter (using symbols 'B' for the first horizon and 'P ' for the 
second) and store the data sets on the new direct access file 
'RAW.DAT':

OPENF TIME.DAT,10
OPENF VMO.DAT,11
OPENF XLNSLOPE.DAT,12
OPENF RAW.DAT,40,DW
LINDEF 103,77,2,357,10,250,45
INPUT 1,1,,10,R,,,(5X;F5.0)
INPUT 1,2,,10,R,,,(10X;F5.0)
INPUT 2,1,,11,R,,,(10X;F10.0)
INPUT 2,2,,11,R,,,(20X;F10.0)
INPUT 4,1,,12,R,,,(10X;F10.6)
INPUT 4,2,,12,R,,,(20X;F10.6)
CDTDX
GRAPH 1,,,BP,,2,4 
GRAPH 2,,,,,2000,3000 
GRAPH 3:4 
DWRITE 40,A-L03
LINDEF 111,81,2,240,10,250,-135 
INPUT 1,1,,10,R,77,,(5X;F5.0)
INPUT 1,2,,iO,R,77,,(10X;F5.0)
INPUT 2,1,,11,R,77,,(10X;F10.0)
INPUT 2,2,,11,R,77,,(20X;F10.0)
INPUT 4,1,,12,R,77,,(10X;F10.6)
INPUT 4 , 2 , ,12,R,77.,(20X;F10.6)
CDTDX
GRAPH 1, , ,,,2,4
GRAPH 2,,,,,2000,3000
GRAPH 3:4
DWRITE 40,A-111
LINDEF 130,53,2,0,10,250,135
INPUT 1,1,,10,R,158,,(5X;F5.0)
INPUT 1,2,,10,R,158,,(10X;F5.0)
INPUT 2 , 1 , ,11,R,158, , (10X;F10.0)
INPUT 2,2 , , 11,R,158,,(2OX;FI0.0)
INPUT 4,1,,12,R,158,,(10X;F10.6)
INPUT 4,2,,12,R,158,,(20X;F10.6)
CDTDX
GRAPH 1,,,,,2,4 
GRAPH 2 , , ,,,2000,3000 
GRAPH 3:4 
DWRITE 40,A-103 
STOP
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Ex am p le  2 .  SMOOTHING MOVEOUT VELOCITIES AND CALCULATION OF MISTIES 
To d e s i g n  a  t r i a l  s m o o c h i n g  f i l t e r  ( i n  t h i s  c a s e  a  5 - p o i n t  b o x c a r  
mov ing  a v e r a g e ) ;  r e a d  i n  d a t a  s e t s  f r o m  f i l e  'RAW.DAT';  f i l t e r  
m o v e o u t  v e l o c i t i e s  and  i n t e r p o l a t e  f i l t e r e d  m o v e ou t  v e l o c i t i e s  a t  
l i n e  i n t e r s e c t i o n s .  Moveout  v e l o c i t y  m i s t i e s  a r e  c a l c u l a t e d  a t  t h e  
end o f  t h e  r u n :

OPENF RAW.DAT,4 0 , D
FDESN - 1 , 5 , , ,  , , , , 2 5 0
LINDEF 1 0 3 , 7 7 , 2 , 3 5 7 , 1 0 , 2 5 0 , 4 5
DREAD 4 0 , A -10 3
FILTER 2
CROSS 1 , 2
1 3 0 , 8 3 8
LINDEF 1 1 1 , 8 1 , 2 , 2 4 0 , 1 0 , 2 5 0 , - 1 3 5
DREAD 4 0 , A-111
FILTER 2
CROSS 1 , 2
1 3 0 , 5 5 8
LINDEF 1 3 0 , 5 3 , 2 , 0 , 1 0 , 2 5 0 , 1 3 5
DREAD 4 0 , A -1 30
FILTER 2
CROSS 2 , 2
1 0 3 , 4 1 , 1 1 1 , 2 3 7
MISTIE 2
STOP

Example 3. HUBRAL- 3D INVERSION;
To design the 'optimum' smoothing filter (designated here to be a 
13-point boxcar moving average); read in data sets from file 
•RAW.DAT'; filter moveout velocities; perform a 'direct' Hubral 3D 
inversion at each ground point; plot derived interval velocities 
and write updated data sets to the new direct access file 
'INVERT.DAT'. Note that in this case the repeated sequence is 
performed by the MACRO instruction for each line;

OPENF RAW.DAT,40,D 
OPENF INVERT.DAT,41,DW 
FDESN -1,13, ,,,,,,250 
MACRO 3 
FILTER 2 
HINVERT ,,,P 
GRAPH 5,,,BP
LINDEF 103,77,2,357,10,250,45
DREAD 40,A-103
MACRO
DWRITE 41,A-103
LINDEF 111,81,2,240,10,250,-135
DREAD 40,A-111
MACRO
DWRITE 41,A-111
LINDEF 130,53,2,0,10,250,135
DREAD 40,A-130
MACRO
DWRITE 41,A-130 
STOP
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