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 2 

Abstract 24 

A dynamic multi-media model that includes temperature-dependency for partitioning 25 

and degradation was developed to predict the behaviour of petroleum hydrocarbons 26 

during biopiling at low temperature. The activation energy (Ea) for degradation was 27 

derived by fitting the Arrhenius equation to hydrocarbon concentrations from 28 

temperature-controlled soil mesocosms contaminated with crude oil and diesel. The 29 

model was then applied to field-scale biopiles containing soil contaminated with 30 

diesel and kerosene at Casey Station, Antarctica. Temporal changes of total petroleum 31 

hydrocarbons (TPH) concentrations were very well described and predictions for 32 

individual hydrocarbon fractions were generally acceptable (disparity between 33 

measured and predicted concentrations was less than a factor two for most fractions). 34 

Biodegradation was predicted to be the dominant loss mechanism for all but the 35 

lightest aliphatic fractions, for which volatilisation was most important. Summertime 36 

losses were significant, resulting in TPH concentrations which were about 25% of 37 

initial concentrations just one year after the start of treatment.  This contrasts with the 38 

slow rates often reported for hydrocarbons in situ and suggests that relatively simple 39 

remediation techniques can be effective even in Antarctica. 40 

  41 
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1. Introduction 44 

Petroleum hydrocarbon contamination has been identified as a significant 45 

environmental problem in the polar and sub-polar regions, particularly in areas with 46 

permanent settlements or bases (Gore et al., 1999; Snape et al., 2006; Tin et al., 2009). 47 

Hydrocarbon pollutants in cold soils can remain for long periods because 48 

biodegradation is often limited by temperature (Bradley and Chapelle, 1995; 49 

Boethling et al., 2009). Hydrocarbons can also ultimately migrate into adjacent 50 

marine systems where they can pose risks to sensitive ecosystems (Poland et al., 51 

2003; Snape et al., 2006). It is important, therefore, to investigate the potential 52 

effectiveness of different remediation techniques which can be challenged by the 53 

harsh environmental conditions and by the substantial logistical difficulties of 54 

working in remote locations (Mumford et al., 2013).  55 

Of the various treatment methods available for the remediation of hydrocarbon-56 

contaminated soil, “biopiling” is being increasingly considered.  In this technique, 57 

contaminated soil is excavated and piled up above ground, sometimes with added 58 

nutrients and sometimes with enhanced aeration.  Leaching losses of hydrocarbons 59 

with appreciable aqueous solubility and low vapour pressure are usually controlled by 60 

placing the pile on an impermeable surface and then capturing and treating any 61 

leachate produced (Coulon et al., 2012). Biopiles are technically straightforward and 62 

relatively cheap to construct and have been shown to be effective in temperate zone 63 

studies (Coulon et al., 2010a). Even in cold regions the activity of microbial degraders 64 

has been recognised as being seasonally significant (Coulon et al., 2005; Sanscartier 65 

et al., 2009) and may, therefore, have potential for hydrocarbon remediation provided 66 

factors such as aeration, temperature and nutrient supply are not limiting.  That said, 67 
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practical implementation of biopiling at field scale remains relatively untested in cold 68 

regions.  69 

In any environmental technology it is useful to understand the interactions between 70 

environmental and process variables in order to optimise operational management.  71 

Multimedia fate and transport models allow such interactions to be explored and can 72 

be used to predict the environmental concentrations and associated deleterious effects 73 

of pollutants (Whelan, 2013).  74 

In this paper, the behaviour of petroleum hydrocarbons in polar and sub-polar 75 

biopiled soils was investigated using the dynamic fugacity-based model developed by 76 

Coulon et al. (2010b) which was modified to allow for the temperature-dependence of 77 

partition coefficients and degradation rate constants.  Despite widespread 78 

acknowledgement of the influence of temperature on hydrocarbon biodegradation 79 

(Atlas and Bartha, 1992; Margesin and Schinner, 1999; Gibb et al., 2001; Ferguson et 80 

al., 2003a; Coulon et al., 2005) and environmental phase partitioning (Mackay and 81 

Arnot, 2011) temperature-dependence is sometimes ignored.  Although previous work 82 

has been conducted to model the behaviour of hydrocarbon fractions in cold 83 

environments, this has largely been empirical, rather than mechanistic. 84 

 85 

2. Methods 86 

The temperature dependency of degradation was parameterised using experimental 87 

data obtained from laboratory-scale biopiles of sub-Antarctic soils contaminated with 88 

diesel fuel and crude oil near the Port aux Français station on Kerguelen Island 89 

(Coulon et al., 2005). The parameterised model was then applied to field-scale 90 

biopiles at Casey Station, Antarctica, in order to evaluate model performance and to 91 
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help with the interpretation of observed data on hydrocarbon behaviour in these 92 

systems. 93 

 94 

2.1 Model description 95 

Briefly, the model considers an evaluative four-phase environmental system 96 

containing: (1) mineral solids; (2) organic matter, including any non-aqueous phase 97 

liquid (NAPL); (3) air and (4) water. Dimensions of the system are set to represent the 98 

biopile under consideration (Coulon et al., 2010b).  The behaviour of each 99 

hydrocarbon fraction (i) is considered separately via the following mass balance 100 

equation, expressed in terms of fugacity (Mackay, 2001): 101 

 102 

         (1) 103 

 104 

where M is the mass of the fraction remaining (mol), E (mol h-1) is the emission rate 105 

(i.e. the rate of hydrocarbon fraction added to the biopile, which in our case is zero), 106 

DT is the total “D” value (mol Pa-1 h-1), t is time (h) and f is the fugacity (Pa) of the 107 

fraction in the biopile at a given time.  The predicted total petroleum hydrocarbon 108 

(TPH) concentration is assumed to be the sum of the modelled concentrations of 109 

individual fractions.  It is assumed that all phases within the biopile have equal 110 

fugacity (i.e. they are always in thermodynamic equilibrium: Paterson et al., 1994; Di 111 

Guardo et al., 1994).  D-values represent loss rates due to advection out of the system 112 

and reaction within the system.  The product of D and f gives a mass transfer in mol h-113 

1.  DT is calculated as the sum of the D-values for individual process rates: 114 

 115 
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        (2) 116 

 117 

where DA represents loss in air by advection laterally through the system (e.g. by 118 

blowing air through the soil); DV represents combined chemical diffusion through the 119 

air- and water- filled pore space, followed by loss via volatilisation; DL represents 120 

leaching loss and DR represents loss by reaction (biodegradation).    121 

 122 

Equation (1) differs slightly from the dynamic equation used by Coulon et al. (2010b), 123 

which was expressed in terms of the fugacity change per unit time i.e.: 124 

 125 

           (3) 126 

 127 

where VT is the total volume of the system considered.  This is because fugacity 128 

capacity values (ZBULK) change with temperature so fugacity increases are possible 129 

when partition coefficients change, resulting in mass balance errors when we 130 

explicitly account for the effect of temperature.  Further details of the concepts and 131 

other equations used can be found in Coulon et al. (2010b).  The model was coded in 132 

Microsoft Visual Basic for Applications (VBA). 133 

 134 

2.2. Temperature dependence of partition coefficients and degradation rate  135 

The temperature dependence of chemical partitioning between phases in the model 136 

was represented by: 137 

 138 

RLVAT DDDDD +++=

iBULKT

iiTi

ZV
fD

dt
df

.
.

−=



 7 

 
     (4) 139 

 140 

where KXY(Te) is the partition coefficient between phase X and phase Y, at the 141 

temperature (Te, K) of the environmental compartments under consideration; KXY(Tr) 142 

is the partition coefficient, at the reference temperature (Tr), which is usually 298 K; 143 

∆UXY is the energy of phase transfer or solvation enthalpy (J mol-1) and R is the gas 144 

constant (J mol-1 K-1). An attempt was made to estimate values of ∆UXY from relevant 145 

literature. In the case of ∆UOW (which was assumed to be equal to ∆UOC) very little 146 

has been reported and a value of -20 kJ mol-1 was assumed based on Foster et al. 147 

(2005). This explicitly assumes that hydrophobicity (KOW and KOC) decreases with 148 

increasing temperatures. A range of values for ∆UAW were based on the temperature-149 

dependence of vapour pressure derived from Foster et al. (2005) which, in turn, 150 

employed Trouton’s rule (Hand, 1994) to derive the enthalpy of vaporisation from the 151 

boiling point (Table 1). Although aqueous solubility also changes with temperature, 152 

this variation tends to be compound-specific, confounding the development of a 153 

general rule for temperature correction (Foster et al., 2005). The errors introduced by 154 

the failure to adjust aqueous solubility and vapour pressure simultaneously are not 155 

systematic and are considered tolerable.  156 

Temperature adjustments were made to degradation rate constants using the Arrhenius 157 

equation: 158 

 159 

       (5) 160 

 161 



















−

∆
=

er

XY
rXYeXY TTR

UTKTK 11.exp).()(



















−=

er
re TTR

EaTkTk 11.exp).()(



 8 

where k(Te) is the rate constant at the environmental temperature, Te (K); k(Tr) is the 162 

rate constant at the reference temperature, Tr (usually 298 K) and Ea is the activation 163 

energy (J mol-1).  The value of k(Tr) is calculated from the half-life at the reference 164 

temperature (HLr), assuming first order kinetics: 165 

 166 

          (6) 167 

 168 

Reference half-life values in soil were estimated by Coulon et al. (2010b) using 169 

algorithms in the Estimation Program Interface (EPI) Suite (Syracuse Research 170 

Corp., http://www.syrres.com/esc/est_soft.htm) for  a range of different member 171 

compounds within equivalent carbon numbers fractions.   172 

There is empirical evidence that a limited amount of biodegradation can continue in 173 

frozen soils if there is an unfrozen water fraction (which will depend, in part, on the 174 

pore size distribution associated moisture release curve). However, once the 175 

temperature falls below about -5 °C (Rike et al., 2003), degradation is often limited by 176 

the diffusion of nutrients and waste products, even if some microbes are still 177 

metabolically active (Rivkina et al., 2000; Harvey et al., 2012). Degradation was, 178 

therefore, assumed to be zero below -4°C. Similarly, chemical diffusion in water and 179 

air was assumed to be limited by physical barriers in the soil at temperatures below -2 180 

°C (Gibb et al., 2001) which can limit volatile losses if moisture content is high.  181 

Although Biggar et al. (1998) suggest that NAPL can migrate into permafrost via 182 

gravity drainage and capillary suction into ice-free soil pores, most hydrocarbon 183 

fractions considered here are already partitioned within the soil matrix and, therefore, 184 

are unlikely to move in the same way.   185 

r
r HL

Tk )2ln()( =

http://www.syrres.com/esc/est_soft.htm
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 186 

2.3 Estimation of activation energy from laboratory-scale biopile data 187 

Values for Ea were derived for various hydrocarbon fractions from laboratory-scale 188 

experimental data measured in sub-Antarctic soils from Kerguelen Island (49º 21’S, 189 

70 º 13’E).  Data on the fractions are given in the Supplementary Information (Tables 190 

S1 and S2).  Briefly, duplicate soil biopiles contaminated with either diesel or Blend 191 

Arabian Light crude oil (BAL) were incubated at 4, 10 and 20°C.  Each biopile 192 

contained 5 kg of sandy loam soil with a moisture content of 40% (w/w), a pH of 6.4, 193 

an organic carbon content of 15.8% and a bulk density of 1134 kg m-3. Biopiles were 194 

homogenised manually twice a month.  Hydrocarbon fractions in soil were quantified 195 

by gas chromatography coupled to a mass spectrometer (GCMS), as described by 196 

Coulon et al. (2005), at the onset of the experiment and after 42, 90 and 180 days. 197 

Concentration changes were normalised against natural biomarkers (hopane and 198 

chrysene) which are involatile and which are recalcitrant to biodegradation. Although 199 

the biopiles were not covered, losses are assumed to be due to biodegradation rather 200 

than to volatilisation because (i) the fractions examined had relatively low volatility; 201 

(ii) losses of most fractions increased when fertiliser was added (suggesting a nutrient 202 

limitation to biodegradation) and (iii) the abundance of hydrocarbon-degrading 203 

microorganisms increased markedly in contaminated soil compared with 204 

uncontaminated controls (Coulon et al., 2005).  Nevertheless some volatilisation will 205 

have occurred and it is conceivable that this resulted in an over-estimation of 206 

biodegradation rate constants for some fractions.  These data are assumed to be 207 

appropriate for deriving the temperature-dependency of the model described here 208 

because they were derived from soils with microbial communities which have 209 

evolved for cold environments and which may, therefore, have similarities to cold soil 210 
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communities elsewhere. Values of Ea were derived for each fraction via a two-step 211 

process, assuming that each fraction in the mixture was assumed to behaves 212 

independently: (i) first order kinetic equations were fitted to observed changes in the 213 

concentration of the fraction concerned over time at each temperature (4, 10 and 20 214 

°C) by least squares optimisation to yield a rate constant at each temperature; (ii) a 215 

value of Ea was derived for each fraction by plotting the rate constants against 216 

incubation temperature and performing another least-squares optimisation of Equation 217 

(6).   218 

 219 

2.4 Field scale biopile of Antarctic fuel-contaminated soil 220 

Casey Station (66°17' S, 110°31' E) is situated on an ice-free peninsula in Antarctica 221 

(Mumford et al., 2013). In 1999, a fuel spill (ca. 2000 litres) resulted in soil 222 

contamination with 80% Arctic Blend diesel (Bergen distillate) and 20% Aviation 223 

Turbine Kerosene (ATK) (Snape et al., 2006). Contaminated soil from this spill was 224 

excavated and placed in five biopiles during the 2010-11 summer season. The 225 

dimensions and physical properties of each biopile system are provided in Table 2.  226 

Biopile 5 was smaller and was set up to evaluate the effects of passive aeration 227 

compared with using a vacuum air-extraction system (Biopiles 1 to 4) which 228 

periodically draws air from the soil to a network of perforated PVC pipes and a 229 

granular activated carbon (GAC) trap. All biopiles were established on geosynthetic 230 

liners and were covered in a permeable geotextile to mitigate off-site dust migration 231 

whilst allowing for air inflow and evaporation of water. A leachate recirculation 232 

system was used to recycle any leachate. Snow was removed at the beginning of the 233 

summer season to prevent introduction of melt water into the biopiles. With little 234 

moisture delivered to the biopiles in the form of precipitation (the average water-235 
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equivalent precipitation is 210 mm; Mumford et al., 2013), the introduction of water 236 

is considered small. The rate of water transfer was therefore set to an arbitrary value 237 

of 10 mm yr-1 (i.e. 10 L m-2y-1). 238 

Contaminated soil was placed in the biopiles in 0.5 m lifts and sampled at each lift in 239 

a grid pattern (0.5, 1.0 and 1.5 m).  Between 35 and 46 soil samples per biopile were 240 

collected and stored at -20oC prior to analysis by gas chromatography as described by 241 

Snape et al., (2006).  The initial TPH concentration ranged between 2655 and 4216 242 

mg kg-1 for all five biopiles.  This refers to the total area under the chromatogram and 243 

includes resolvable peaks plus an unresolved complex mixture representing a range 244 

compounds at various stages of degradation. Sampling was repeated in November and 245 

December 2011 and February 2012 using an excavator to cut into the biopiles (25-36 246 

samples per biopile).  After each sampling the biopiles were turned by excavator. The 247 

concentrations of each fraction for each biopile are shown in Table 2. 248 

The average temperature recorded in Biopile 1 was used to adjust partition 249 

coefficients and degradation rate constants (Figure 1). Note that temperature data 250 

were unavailable for the first 48 days of the experiment. Temperatures for this period 251 

were therefore sampled randomly from a normal distribution with a mean of -5.32 ºC 252 

and a coefficient of variation of 0.2.  In November and December 2012 the average 253 

soil temperature was -3 ºC at 1 m from the base and -7 ºC at 0.5 m from the base 254 

suggesting that these assumptions are reasonable. It was assumed that biodegradation 255 

was not affected by nutrient availability, since they were added to each biopile, 256 

although it is possible that nutrients may have been locally limiting. 257 

 258 

2.5 Sensitivity Analysis 259 
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A classical one-at-a-time sensitivity analysis (Whelan, 2013) was carried out, in 260 

which parameters were varied systematically one at a time over a range, with other 261 

factors held at their base (best estimate) values.  Two sets of parameters were 262 

investigated: (i) chemical properties (KAW, KOC, Ea, k(Tr), ∆UOW and ∆UAW where AW 263 

refers to air and water, OC refers to organic carbon and water, OW refers to octanol and 264 

water) and (ii) environmental properties (GA, GL, kv, z, fOC, ρB, fair, fwat where GA and 265 

GL are flow rates for air and water, kv is the partial mass transfer coefficient on the air 266 

side of the air-soil interface, z is the pile depth, fOC is the organic carbon content of the 267 

soil, ρB is the bulk density and fair and fwat are the volume fractions of air and water, 268 

respectively, which are used in the calculation of the diffusion coefficients in pore 269 

water and pore air). Other terms have been previously defined.  The value of each 270 

parameter was increased and decreased in increments of 20% of its base value (with 271 

other parameters being set at their base values) and changes observed to the predicted 272 

time series of TPH concentration. 273 

 274 

3. Results and Discussion 275 

3.1 Energy of activation for the aliphatic and aromatic fractions  276 

Changes in the concentration of hydrocarbon fractions at different temperatures 277 

together with the first-order best-fit curves are shown in the Supplementary 278 

Information (Figure S1).  The ‘best fit’ values for the first order rate constant, k, are 279 

shown in Table 1. 280 

First order kinetics appear to describe the time series data reasonably well (high r2 281 

values) for the aliphatic fractions investigated at all three temperatures considered.  In 282 

contrast, the r2 values of the EC12-16 and EC16-21 aromatic fractions at 10 and 20°C 283 

were lower than for the other fractions suggesting that degradation of these fractions 284 
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may not follow first order kinetics.  For many compounds this could be due to 285 

degradation by co-metabolism (Horvath, 1972; Horowitz and Atlas, 1977). As the 286 

concentration of the easily degradable compounds decrease, the degradation rates of 287 

other more recalcitrant compounds may also decrease (more than would be expected 288 

from simply a decrease in overall microbial activity) such that removal of the residual 289 

hydrocarbons becomes relatively slow. This type of interaction may be reflected in a 290 

deviation of the degradation kinetics from first order (Tabak and Govind, 1997). This 291 

is also supported by microcosm observations of 14C-octadecane mineralisation in 292 

Casey Station soils, reported by Ferguson et al. (2003a; b) in which the rate was 293 

proportional to concentration raised to the power 1.5. 294 

It is interesting to compare the minimum half-lives (i.e. derived from the maximum 295 

value of the fitted rate constants – typically at 20 °C) for individual fractions derived 296 

from the Kerguelen soil with the reference half-lives assumed for these fractions by 297 

Coulon et al. (2010b), which were calculated from predicted half-lives in water 298 

generated using EPI SuiteTM (see above and Foster et al., 2005).  The ratio of the 299 

experimental half-life derived here (corrected to 25 °C by rearranging Equation 5) to 300 

the estimated half-life given by Coulon et al. (2010b) is also shown in Table 1.  With 301 

the exception of the aliphatic EC12-16 fraction, the predicted half-life was within a 302 

factor two of the experimental Kerguelen soil value, suggesting that the degradation 303 

half-lives given by EPI SuiteTM are probably a reasonable approximation. 304 

Plots of the derived first order rate constants versus the reciprocal of temperature are 305 

shown in the Supplementary Information (Figure S2).  For both the EC10-12 aliphatic 306 

and EC10-12 aromatic fractions, there is a strong relationship between rate constant and 307 

temperature, which is well described by the Arrhenius equation.  However, for the 308 

other fractions especially the aliphatic EC16-35 and the aromatic EC16-21 and EC21-35 309 



 14 

fractions, the rate constants appear to be higher at 10 °C than at 20 °C suggesting that 310 

the optimum temperature for degradation is lower than 20 °C and that the Arrhenius 311 

equation may not always be applicable.  This is not altogether unexpected in soils in 312 

which the microbial community will have adapted to low temperatures (see also 313 

Colwell et al., (1978) who observed higher hydrocarbon degradation rates at 3 ºC than 314 

at 22 ºC).  In any case, where temperature-dependence for the degradation of a 315 

fraction is weak (i.e. where Ea is low) or where the relative concentration of the 316 

fraction is low, the ability of Equation 5 to reproduce the temperature-dependence of 317 

the observed rate constant may not be that important. 318 

The ‘best fit’ Ea values for the aromatic EC21-35 fraction (diesel and BAL) and the 319 

aromatic EC12-16 for BAL were negative (i.e. the rate constants decrease with 320 

increasing temperature).  In the model, Ea values for these fractions were set to zero 321 

(Table 1).  In the case of the aromatic EC21-35 fraction, Ea was negative for both diesel 322 

and crude oil treatments and was, therefore, set to zero in the model.  This will have 323 

the effect of maintaining a high rate constant for the predicted biodegradation of this 324 

fraction (i.e. the reference half-life will be unaffected by temperature above -4 °C: see 325 

Section 2.2).  For the other fractions, the average Ea values for diesel and BAL were 326 

employed.  In general, for equivalent carbon numbers, the Ea values for the aromatic 327 

fractions were higher than for the aliphatic fractions (Table 1). 328 

   329 

3.2 Predicting hydrocarbon persistence in Casey Station biopiles 330 

Predicted TPH concentrations remaining in the Casey biopiles over time are shown in 331 

Figure 1, together with the mean measured values. Although the predicted 332 

concentrations of the different fractions in each biopile are different, the proportions 333 

of TPH remaining are similar, since the D-values used in the model to describe the 334 
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losses of each fraction were assumed to be the same.  The average daily temperature 335 

data used to moderate the partition coefficients and degradation rate constants are also 336 

shown.  Predicted concentration changes over the winter period when temperatures 337 

were well below freezing (as low as -20º C) were assumed to be negligible.  However, 338 

as soon as temperatures increased to over -4 °C in spring, predicted hydrocarbon 339 

biodegradation and volatilisation re-commenced and the TPH concentration decrease 340 

was significant.  Also shown in Figure 1 is the predicted TPH remaining with no 341 

temperature adjustment whatsoever and the predicted TPH remaining assuming no 342 

temperature adjustment in degradation and partition coefficients (i.e. with Ea, ∆UOC 343 

and ∆UAW set to zero) but assuming that degradation and volatilisation are switched 344 

off at low temperatures. 345 

Overall, the pattern of predicted decrease in TPH matched the measured data 346 

reasonably well.  This is encouraging, given the simple nature of the model and the 347 

assumptions made, although it should be noted that hydrocarbon concentrations in 348 

contaminated soil can be highly variable which means that the sampling error on the 349 

measured data could be considerable. Taking into account the temperature 350 

dependency of the partition coefficients and degradation rate constants was essential.  351 

Even though the patterns of hydrocarbon loss could be broadly represented simply by 352 

switching off volatilisation and degradation at low temperatures, full temperature-353 

adjustment markedly improved the match with measured data.  354 

Predicted changes in the concentrations of six different hydrocarbon fractions 355 

(aliphatic EC8-10 , EC10-12, EC12-16  and EC16-35; aromatic EC10-12 and EC12-16) in each of 356 

the five biopiles are shown in Figure 2.  The model performance for individual 357 

fractions was also relatively good (within a factor two of the measured 358 

concentrations), although specific details suggest that the model description of loss 359 
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processes for some fractions is incomplete.  For example, the model performance was 360 

reasonable for the aliphatic EC8-10 fraction (Figure 2a), over the first 7500 hours for 361 

Biopiles 4 and 5 but was poorer for the other biopiles, although the discrepancy was 362 

not consistent (almost no change in concentration was observed in Biopile 3 over the 363 

first 7500 hours, whereas for the other biopiles the model appeared to underestimate 364 

initial losses).  Similarly, for the heavier aliphatic fraction (Figure 2c) predicted losses 365 

up to the first sampling appear to be reasonable, whereas the predicted overall 366 

summertime loss rate appears to be too high. This could be due to incorrect 367 

parameterisation or inappropriate model formulation (e.g. the simplifying assumption 368 

of first order kinetics or employing the Arrhenius equation with a reference 369 

temperature at 25 °C when microbial communities are adapted to different 370 

temperature optima).  For the light aromatic fraction (Figure 2b), the model appeared 371 

to consistently underestimate the observed loss rate for all biopiles. Since 372 

biodegradation is the dominant loss process for this fraction (Table 3), this suggests 373 

that values for the reference degradation half-life and or for Ea may be too high.  374 

One interesting feature apparent in Figure 2 is that observed concentrations of all 375 

fractions in Biopile 3 do not decrease between the start of the monitoring period and 376 

the first sampling but, thereafter, concentrations decrease at least as quickly as in the 377 

other systems.  This is most apparent for the heavy aromatic fraction (Figure 2d) for 378 

which observed concentrations were higher at the first sampling compared with at the 379 

start.  Whilst similar behaviour was observed for some fractions in other biopiles this 380 

was not consistent across fractions.  There is currently no clear explanation for this 381 

behaviour, although it may simply reflect the heterogeneity of soil properties and 382 

hydrocarbon contamination within the biopiles which is not captured by the limited 383 

sample volume and number of soil samples collected.  It should be noted that the soil 384 
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was still frozen when it was sampled in November 2011 but much of it had thawed by 385 

December 2011.  Furthermore, turning of the soil after each sampling may have 386 

enhanced mixing and soil structure (i.e. enhanced porosity) which would contribute to 387 

enhanced volatilisation and aerobic biodegradation.  This also exposes different 388 

volumes of soil to higher near-surface temperatures.  389 

The relative performance of the model was quantified using the root mean squared 390 

error (RMSE) between the measured and predicted concentrations for each fraction 391 

(Table S3) and the average relative error (i.e. residual expressed as a percentage of 392 

measured data: Table S4).  In all biopiles, absolute errors are generally highest for the 393 

aliphatic EC16-35 fraction (RMSE 11-43 mg kg-1) and lowest for the aliphatic EC8-10 394 

fraction (RMSE 1.6-3.8 mg kg-1) although average relative errors (which range 395 

between 6% and 196%) are highest for the lighter fractions.  In general, average 396 

relative errors are less than 50% for most fractions.    397 

Table 3 shows the predicted contribution of individual loss processes for the different 398 

fractions in each biopile.  For any individual fraction, the dominant loss process is 399 

consistent across all five biopiles.  For all fractions the predicted dominant loss 400 

process is biodegradation except for the aliphatic EC8-10 fraction where volatilisation 401 

was predicted to dominate.  Volatilisation is alsopredicted to be important for the 402 

aliphatic EC10-12 fraction (ca. 40% of total loss). The contributions of different 403 

processes will reflect the relative magnitudes of the D-values, which in turn reflect 404 

parameter values selected initially, such as degradation half-lives for the different 405 

fractions in soil (Coulon et al., 2010b) and partial mass transfer coefficients for inter-406 

media transport.  Since errors in assigning these parameter values will propagate into 407 

predicted loss rates, Table 3 should be interpreted with caution.  In particular, it 408 

should be noted that an over-estimation of the biodegradation rate constant (e.g. as a 409 
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result of neglecting volatile losses in the mesocosm experiments) will result in an 410 

under-estimation of the relative contribution of volatilisation to overall loss.  Table 3 411 

also shows the measured and modelled average percentage lost after one year for 412 

different fractions.  Model predictions are good for the aliphatic EC10-12 and EC12-16 413 

and aromatic EC12-16 fractions but poor for the aliphatic EC16-35 and aromatic EC10-12 414 

fractions. In the case of the aliphatic EC16-35 fraction the model over-estimates the loss 415 

but for the aromatic EC10-12 fraction the model significantly under-estimates the loss. 416 

The predicted dominance of biodegradation as a loss mechanism and the pattern of 417 

concentration changes observed over the course of the study suggest that microbial 418 

communities in the studied systems were able to begin to operate effectively at 419 

temperatures as low as -4 °C, which confirms observations by Gibb et al. (2001) and 420 

Rivkina et al. (2000) that soil microbes can be active as long as there are zones of 421 

liquid water in some of the pore space.  The results also emphasise the importance of 422 

including the effects of temperature on organic chemical behaviour in environmental 423 

systems.  Although losses appear to have been negligible for most fractions over the 424 

winter, summertime losses were significant.  The TPH concentration after one year of 425 

treatment was approximately 25% of that at the start.  Using the model to forecast 426 

TPH biodegradation (assuming the same temporal temperature pattern and no 427 

additional limitations in nutrient supply, water content or, for co-metabolised 428 

fractions, in the availability of degradable substrates) suggests that the mean TPH 429 

concentration at the end of year 2 will be of the order of <3% and that concentrations 430 

of all but the most recalcitrant individual fractions should be less than 4% (ca 20% in 431 

the case of the aromatic EC10-12 fraction).  432 

3.3 Model Sensitivity  433 
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Figure 3 shows the influence of chemical–specific (Figure 3a) and system-specific 434 

(Figure 3b) parameters on the predicted TPH remaining in Biopile 1 after one year.  435 

Tabulated values and the average change in predicted TPH concentration per unit 436 

relative change in each parameter value are given in Table S5 of the SI.  Of the 437 

chemical-specific parameters, the model is most sensitive to k(Tr) and Ea, which 438 

control degradation, confirming the importance of biodegradation as a loss process.  439 

As Ea increases the percentage of TPH remaining increases, reflecting slower 440 

biodegradation due to greater temperature dependence. The TPH loss is also quite 441 

sensitive to the partition coefficients, H (the Henry’s law coefficient) and KOC.  As H 442 

increases, the TPH remaining decreases, reflecting an increase in volatilisation, 443 

although volatile losses are also limited by the magnitude of mass transfer coefficients 444 

at the soil – atmosphere interface and by the fraction of water-filled pore space.  As 445 

KOC increases, the TPH remaining increases due to an increase in the predicted sorbed 446 

phase, which is assumed to be unavailable for volatile losses (but still available for 447 

biodegradation).  Of the chemical parameters investigated, the model is least sensitive 448 

to the energies of phase change, ∆UOW and ∆UAW, although both parameters still exert 449 

an appreciable influence.   450 

Of the system-specific parameters, fOC, depth and fair exert the most significant 451 

influence on the TPH remaining.  An increase in fOC, increases the sorbed phase 452 

concentration and reduces volatile losses, thereby increasing the TPH remaining.  In 453 

the case of depth and fair, their effect is due to their role in controlling volatilisation.  454 

An increase in pile depth is assumed to increase the diffusion path length – which 455 

decreases volatile losses vertically, although it also increases the cross sectional area 456 

through which air and associated vapours can travel laterally.  An increase in fair 457 

increases the available pore space through which vapour-phase hydrocarbons can 458 
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travel, increasing volatilisation and decreasing TPH remaining.  Similarly, the model 459 

is moderately sensitive to the air flux rate GA, which tends to enhance lateral vapour-460 

phase transfers and reduce the TPH remaining.  The model is insensitive to the water 461 

flux rate, GL, reflecting the low fraction of TPH which is dissolved in the aqueous 462 

phase, or to the partial mass transfer coefficient on the air side of the air-soil interface, 463 

kv, reflecting the fact that volatilisation is limited by factors inside the soil.  Finally, 464 

the proportion of TPH remaining is insensitive to the soil bulk density (ρB), although 465 

ρB does affect the absolute magnitude of concentrations.   466 

 467 

4 Conclusions 468 

Our results demonstrate that biopiling can be a practical and effective remediation 469 

technique even under extreme Antarctic conditions.  As expected, there was relatively 470 

little change in mean TPH concentration during the winter but during the summer, 471 

loss rates were high (average measured losses for individual fractions between 53 and 472 

91% after one year: Table 3).  These changes could be represented very well using a 473 

simple dynamic fugacity model provided that the temperature-dependence of 474 

partitioning and degradation was accounted for.  This suggests that the values for Ea 475 

estimated from laboratory mesocosms may be broadly applicable to other polar and 476 

sub-polar soils.  The ability of the model to accurately predict concentration changes 477 

for individual hydrocarbon fractions was much more variable especially for the 478 

aliphatic EC16-35 and aromatic EC10-12 fractions where model performance was 479 

unsatisfactory although the contribution of these fractions to TPH was relatively 480 

minor.  A number of factors could explain poor model fits including the adoption of 481 

first order kinetics to describe non-first-order degradation, as well as sampling errors 482 

in the measured data.  Additional experimental work is required to further investigate 483 
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the mechanisms for concentration changes in these fractions which may inform 484 

improvements in the model.  There is also still a need to test the model with more 485 

empirical evidence of hydrocarbon fate and behaviour (e.g. of degradation metabolites 486 

and via observations of changes in the ratio of different hydrocarbon isomers in 487 

remediated systems) under a range of different climatic and edaphic conditions, 488 

particularly at lower hydrocarbon concentrations. Future work should also seek to 489 

normalise measured concentrations to conservative markers such as hopane (Coulon 490 

et al., 2005; Prince et al., 2013) which can reduce the noise associated with variations 491 

in absolute concentrations. One limitation of the work presented here is that model 492 

validation was not possible for the two higher aromatic fractions (EC16-21 and EC21-35) 493 

since these were not measured (reflecting low concentrations of these components in 494 

the source oils).  In future studies, the model should be tested on contaminated soils 495 

containing these heavier aromatic components.  496 

 497 

Overall, the model provides a useful tool that could help to guide remediation 498 

decisions in cold environments contaminated with hydrocarbons. Losses were 499 

predicted to be principally due to biodegradation (accounting for 76% of losses on 500 

average for the fractions shown in Table 3 with volatilisation accounting for the 501 

remainder).  This challenges expectations of slow biodegradation in polar 502 

environments and suggests that biopiling can be successfully used to treat 503 

contaminated soils even at low temperatures.  This is consistent with recent oil 504 

biodegradation studies that simulate Arctic conditions (McFarlin et al. 2014).  505 

  506 
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 606 

Table 1: Best-fit values of the degradation rate constant (k) and the energy of 607 

activation (Ea) for the aliphatic and aromatic hydrocarbon fractions in hydrocarbon-608 

contaminated Kerguelen soil incubated at different temperatures. The half-life ratio is 609 

the ratio of the minimum experimental half-life (corrected to 25 °C) to the half-life 610 

derived from EPI Suite (Coulon et al., 2010b).  Also shown is the value of ∆UAW 611 

assumed (based on the temperature-dependence of vapour pressure: Foster et al., 612 

2005). 613 

 614 

 615 

 616 

Hydrocarbon 
fractions 

k (d-1) Half-life 
Ratio 

Derived Ea 
(kJ mol-1) 

Assumed 
∆UAW   

(kJ mol-1) 4°C 10°C 20°C 

D
ie

se
l f

ue
l A
lip

ha
tic

 EC10-12 0.036 0.037 0.040 0.968 4.72 8.48 

EC12-16 0.011 0.017 0.015 2.260 5.80 9.06 

EC16-35 0.009 0.014 0.013 1.650 8.40 10.70 

A
ro

m
at

ic
 

EC10-12 0.009 0.016 0.026 0.494 36.68 8.48 

EC12-16 0.007 0.024 0.018 0.730 12.50 9.06 

EC16-21 0.006 0.008 0.008 1.460 8.86 10.62 

EC21-35 0.006 0.006 0.004 0.963 0 (-19.9) 16.06 

B
A

L
 c

ru
de

 o
il 

A
lip

ha
tic

 EC10-12 0.026 0.025 0.036 0.986 17.37 8.48 

EC12-16 0.011 0.014 0.014 2.720 6.95 9.06 

EC16-35 0.008 0.012 0.011 1.940 6.92 10.70 

A
ro

m
at

ic
 

EC10-12 0.010 0.010 0.017 0.733 27.42 8.48 

EC12-16 0.007 0.013 0.009 1.470 0 (-1.40) 9.06 

EC16-21 0.002 0.004 0.006 1.600 37.72 10.62 

EC21-35 0.005 0.008 0.004 0.722 0 (-19.64) 16.06 



 

Table 2: Dimensions, soil properties and initial hydrocarbon concentrations in each 
biopile established on Casey Island. All biopiles had nutrients added, soil was turned 
over 3 times per year by excavator bucket and leachate was recirculated.  Aeration 
was enhanced by vacuum pumps in Biopiles 1-4 but not in Biopile 5.  

 Actively Remediated Biopiles Control 
 Biopile 1 Biopile 2 Biopile 3 Biopile 4 Biopile 5 

Dimension and properties     
Total volume (m3) 110 97 98 99 58 
VS (m3) 73 65 65 66 39 
VW (m3) 15 14 14 14 8 
VNAPL (m3) 0.68 0.67 0.53 0.02 0.25 
VA (m3) 21 18 18 19 11 
Average % orgC 1 1 1 1 1 
Soil density (kg m-3) 2400 2400 2400 2400 2400 
Bulk density (kg m-3) 1600 1600 1600 1600 1600 
Particle size fraction distribution (% dry matter basis)   
p > 9500 µm 44 
4750 > p < 9500 µm 9 
2000 > p < 4750 µm 9 
500 > p < 2000 µm 13 
63 > p <500 µm 14 
p < 63µm 12 
Nutrients       
N mg kg-1 soil 347 394 390 387 360 
N:P ratio (soluble) 7.3 6 7.6 8.2 7.8 
K:P ratio 1 1.1 1.1 1.1 1.1 
N:P:K  7.3:1:1 6:1:1.1 7.6:1:1.1 8.2:1:1.1 7.8:1:1.1 
Aliphatic concentrations (mg kg-1) 
EC8-10 18 22 12 14 9 
EC10-12 156 193 124 126 102 
EC12-16 202 246 157 151 139 
EC16-35 173 208 157 153 133 
Aromatic concentrations (mg kg-1) 
EC10-12 11 13 8 8 7 
EC12-16 30 36 12 12 10 
EC16-21 0 0 0 0 0 
EC21-35 0 0 0 0 0 
Ali+Aro (mg kg-1) 590 717 470 464 400 
TPH (mg kg-1) 3778 4216 3286 3231 2655 

Ali+Aro : Aliphatic + aromatic fractions; TPH: Total petroleum hydrocarbons 

 



Table 3: The relative contribution of different loss processes to overall losses for different hydrocarbon fractions in different biopiles.  Values in 
bold show the dominant loss process for each fraction. Also shown is the average measured and modelled % loss for each fraction. 

 

 

 
Aliphatic fractions Aromatic fractions 

EC8-10 EC10-12 EC12-16 EC16-35 EC10-12 EC12-16 

Biopile 1 
Volatilisation 76 38 10 1 12 1 
Leaching 0 0 0 0 0 0 
Degradation 24 62 90 99 88 99 

Biopile 2 
Volatilisation 77 39 10 1 13 1 
Leaching 0 0 0 0 0 0 
Degradation 23 61 90 99 87 99 

Biopile 3 
Volatilisation 78 40 11 1 13 1 
Leaching 0 0 0 0 0 0 
Degradation 22 60 89 99 87 99 

Biopile 4 
Volatilisation 78 40 11 1 13 1 
Leaching 0 0 0 0 0 0 
Degradation 22 60 89 99 87 99 

Biopile 5 
Volatilisation 82 47 14 1 18 1 
Leaching 0 0 0 0 0 0 
Degradation 18 53 86 99 82 99 

Average Measured % Loss 
after 1 year 86.4 89.7 77.9 53.0 90.5 79.0 
Average Modelled % Loss 
after 1 year 99.6 85.6 78.7 73.7 46.2 80.1 
        



 
 

 

Figure 1 Mean measured (symbols left axis) and predicted (black solid line, left axis) 

TPH concentration remaining for all five biopiles at Casey Station.  Also shown is 

mean biopile temperature (red line, right axis), the predicted TPH remaining with no 

temperature adjustment (dashed line) and the predicted TPH remaining with 

degradation and volatilisation switched off during the winter but with degradation and 

partitioning otherwise not temperature-adjusted (dotted line). Error bars show the 

mean ± 1 standard deviation).   
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Figure 2 Measured and predicted concentrations of six hydrocarbon fractions 

remaining in each of the five biopiles at Casey Island. 
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Figure 3 Predicted TPH remaining in Biopile 1 with systematic changes in (a) chemical-specific parameters and (b) system-specific parameters 4 

in increments of 20% above and below their default values, with all other parameters kept at their default values.  Model sensitivity to a particular 5 

parameter is given by the slope of the line. (GA: air flow rate; GL: water flow rate; kv: partial mass transfer on the air side of the air-soil 6 

interface; fair: volume fraction of air; fwat: volume fraction of water; foc: organic carbon content of the soil).  7 
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	Abstract
	A dynamic multi-media model that includes temperature-dependency for partitioning and degradation was developed to predict the behaviour of petroleum hydrocarbons during biopiling at low temperature. The activation energy (Ea) for degradation was derived by fitting the Arrhenius equation to hydrocarbon concentrations from temperature-controlled soil mesocosms contaminated with crude oil and diesel. The model was then applied to field-scale biopiles containing soil contaminated with diesel and kerosene at Casey Station, Antarctica. Temporal changes of total petroleum hydrocarbons (TPH) concentrations were very well described and predictions for individual hydrocarbon fractions were generally acceptable (disparity between measured and predicted concentrations was less than a factor two for most fractions). Biodegradation was predicted to be the dominant loss mechanism for all but the lightest aliphatic fractions, for which volatilisation was most important. Summertime losses were significant, resulting in TPH concentrations which were about 25% of initial concentrations just one year after the start of treatment.  This contrasts with the slow rates often reported for hydrocarbons in situ and suggests that relatively simple remediation techniques can be effective even in Antarctica.
	Key Words: Fugacity model; Hydrocarbon contamination; Antarctic soils; Biopile 
	1. Introduction
	Petroleum hydrocarbon contamination has been identified as a significant environmental problem in the polar and sub-polar regions, particularly in areas with permanent settlements or bases (Gore et al., 1999; Snape et al., 2006; Tin et al., 2009). Hydrocarbon pollutants in cold soils can remain for long periods because biodegradation is often limited by temperature (Bradley and Chapelle, 1995; Boethling et al., 2009). Hydrocarbons can also ultimately migrate into adjacent marine systems where they can pose risks to sensitive ecosystems (Poland et al., 2003; Snape et al., 2006). It is important, therefore, to investigate the potential effectiveness of different remediation techniques which can be challenged by the harsh environmental conditions and by the substantial logistical difficulties of working in remote locations (Mumford et al., 2013). 
	Of the various treatment methods available for the remediation of hydrocarbon-contaminated soil, “biopiling” is being increasingly considered.  In this technique, contaminated soil is excavated and piled up above ground, sometimes with added nutrients and sometimes with enhanced aeration.  Leaching losses of hydrocarbons with appreciable aqueous solubility and low vapour pressure are usually controlled by placing the pile on an impermeable surface and then capturing and treating any leachate produced (Coulon et al., 2012). Biopiles are technically straightforward and relatively cheap to construct and have been shown to be effective in temperate zone studies (Coulon et al., 2010a). Even in cold regions the activity of microbial degraders has been recognised as being seasonally significant (Coulon et al., 2005; Sanscartier et al., 2009) and may, therefore, have potential for hydrocarbon remediation provided factors such as aeration, temperature and nutrient supply are not limiting.  That said, practical implementation of biopiling at field scale remains relatively untested in cold regions. 
	In any environmental technology it is useful to understand the interactions between environmental and process variables in order to optimise operational management.  Multimedia fate and transport models allow such interactions to be explored and can be used to predict the environmental concentrations and associated deleterious effects of pollutants (Whelan, 2013). 
	In this paper, the behaviour of petroleum hydrocarbons in polar and sub-polar biopiled soils was investigated using the dynamic fugacity-based model developed by Coulon et al. (2010b) which was modified to allow for the temperature-dependence of partition coefficients and degradation rate constants.  Despite widespread acknowledgement of the influence of temperature on hydrocarbon biodegradation (Atlas and Bartha, 1992; Margesin and Schinner, 1999; Gibb et al., 2001; Ferguson et al., 2003a; Coulon et al., 2005) and environmental phase partitioning (Mackay and Arnot, 2011) temperature-dependence is sometimes ignored.  Although previous work has been conducted to model the behaviour of hydrocarbon fractions in cold environments, this has largely been empirical, rather than mechanistic.
	2. Methods
	The temperature dependency of degradation was parameterised using experimental data obtained from laboratory-scale biopiles of sub-Antarctic soils contaminated with diesel fuel and crude oil near the Port aux Français station on Kerguelen Island (Coulon et al., 2005). The parameterised model was then applied to field-scale biopiles at Casey Station, Antarctica, in order to evaluate model performance and to help with the interpretation of observed data on hydrocarbon behaviour in these systems.
	2.1 Model description
	Briefly, the model considers an evaluative four-phase environmental system containing: (1) mineral solids; (2) organic matter, including any non-aqueous phase liquid (NAPL); (3) air and (4) water. Dimensions of the system are set to represent the biopile under consideration (Coulon et al., 2010b).  The behaviour of each hydrocarbon fraction (i) is considered separately via the following mass balance equation, expressed in terms of fugacity (Mackay, 2001):
	/         (1)
	where M is the mass of the fraction remaining (mol), E (mol h-1) is the emission rate (i.e. the rate of hydrocarbon fraction added to the biopile, which in our case is zero), DT is the total “D” value (mol Pa-1 h-1), t is time (h) and f is the fugacity (Pa) of the fraction in the biopile at a given time.  The predicted total petroleum hydrocarbon (TPH) concentration is assumed to be the sum of the modelled concentrations of individual fractions.  It is assumed that all phases within the biopile have equal fugacity (i.e. they are always in thermodynamic equilibrium: Paterson et al., 1994; Di Guardo et al., 1994).  D-values represent loss rates due to advection out of the system and reaction within the system.  The product of D and f gives a mass transfer in mol h-1.  DT is calculated as the sum of the D-values for individual process rates:
	/        (2)
	where DA represents loss in air by advection laterally through the system (e.g. by blowing air through the soil); DV represents combined chemical diffusion through the air- and water- filled pore space, followed by loss via volatilisation; DL represents leaching loss and DR represents loss by reaction (biodegradation).   
	Equation (1) differs slightly from the dynamic equation used by Coulon et al. (2010b), which was expressed in terms of the fugacity change per unit time i.e.:
	/           (3)
	where VT is the total volume of the system considered.  This is because fugacity capacity values (ZBULK) change with temperature so fugacity increases are possible when partition coefficients change, resulting in mass balance errors when we explicitly account for the effect of temperature.  Further details of the concepts and other equations used can be found in Coulon et al. (2010b).  The model was coded in Microsoft Visual Basic for Applications (VBA).
	2.2. Temperature dependence of partition coefficients and degradation rate 
	The temperature dependence of chemical partitioning between phases in the model was represented by:
	/      (4)
	where KXY(Te) is the partition coefficient between phase X and phase Y, at the temperature (Te, K) of the environmental compartments under consideration; KXY(Tr) is the partition coefficient, at the reference temperature (Tr), which is usually 298 K; UXY is the energy of phase transfer or solvation enthalpy (J mol-1) and R is the gas constant (J mol-1 K-1). An attempt was made to estimate values of UXY from relevant literature. In the case of UOW (which was assumed to be equal to UOC) very little has been reported and a value of -20 kJ mol-1 was assumed based on Foster et al. (2005). This explicitly assumes that hydrophobicity (KOW and KOC) decreases with increasing temperatures. A range of values for UAW were based on the temperature-dependence of vapour pressure derived from Foster et al. (2005) which, in turn, employed Trouton’s rule (Hand, 1994) to derive the enthalpy of vaporisation from the boiling point (Table 1). Although aqueous solubility also changes with temperature, this variation tends to be compound-specific, confounding the development of a general rule for temperature correction (Foster et al., 2005). The errors introduced by the failure to adjust aqueous solubility and vapour pressure simultaneously are not systematic and are considered tolerable. 
	Temperature adjustments were made to degradation rate constants using the Arrhenius equation:
	/       (5)
	where k(Te) is the rate constant at the environmental temperature, Te (K); k(Tr) is the rate constant at the reference temperature, Tr (usually 298 K) and Ea is the activation energy (J mol-1).  The value of k(Tr) is calculated from the half-life at the reference temperature (HLr), assuming first order kinetics:
	/          (6)
	Reference half-life values in soil were estimated by Coulon et al. (2010b) using algorithms in the Estimation Program Interface (EPI) Suite( (Syracuse Research Corp., http://www.syrres.com/esc/est_soft.htm) for  a range of different member compounds within equivalent carbon numbers fractions.  
	There is empirical evidence that a limited amount of biodegradation can continue in frozen soils if there is an unfrozen water fraction (which will depend, in part, on the pore size distribution associated moisture release curve). However, once the temperature falls below about -5 °C (Rike et al., 2003), degradation is often limited by the diffusion of nutrients and waste products, even if some microbes are still metabolically active (Rivkina et al., 2000; Harvey et al., 2012). Degradation was, therefore, assumed to be zero below -4°C. Similarly, chemical diffusion in water and air was assumed to be limited by physical barriers in the soil at temperatures below -2 °C (Gibb et al., 2001) which can limit volatile losses if moisture content is high.  Although Biggar et al. (1998) suggest that NAPL can migrate into permafrost via gravity drainage and capillary suction into ice-free soil pores, most hydrocarbon fractions considered here are already partitioned within the soil matrix and, therefore, are unlikely to move in the same way.  
	2.3 Estimation of activation energy from laboratory-scale biopile data
	Values for Ea were derived for various hydrocarbon fractions from laboratory-scale experimental data measured in sub-Antarctic soils from Kerguelen Island (49º 21’S, 70 º 13’E).  Data on the fractions are given in the Supplementary Information (Tables S1 and S2).  Briefly, duplicate soil biopiles contaminated with either diesel or Blend Arabian Light crude oil (BAL) were incubated at 4, 10 and 20(C.  Each biopile contained 5 kg of sandy loam soil with a moisture content of 40% (w/w), a pH of 6.4, an organic carbon content of 15.8% and a bulk density of 1134 kg m-3. Biopiles were homogenised manually twice a month.  Hydrocarbon fractions in soil were quantified by gas chromatography coupled to a mass spectrometer (GCMS), as described by Coulon et al. (2005), at the onset of the experiment and after 42, 90 and 180 days. Concentration changes were normalised against natural biomarkers (hopane and chrysene) which are involatile and which are recalcitrant to biodegradation. Although the biopiles were not covered, losses are assumed to be due to biodegradation rather than to volatilisation because (i) the fractions examined had relatively low volatility; (ii) losses of most fractions increased when fertiliser was added (suggesting a nutrient limitation to biodegradation) and (iii) the abundance of hydrocarbon-degrading microorganisms increased markedly in contaminated soil compared with uncontaminated controls (Coulon et al., 2005).  Nevertheless some volatilisation will have occurred and it is conceivable that this resulted in an over-estimation of biodegradation rate constants for some fractions.  These data are assumed to be appropriate for deriving the temperature-dependency of the model described here because they were derived from soils with microbial communities which have evolved for cold environments and which may, therefore, have similarities to cold soil communities elsewhere. Values of Ea were derived for each fraction via a two-step process, assuming that each fraction in the mixture was assumed to behaves independently: (i) first order kinetic equations were fitted to observed changes in the concentration of the fraction concerned over time at each temperature (4, 10 and 20 °C) by least squares optimisation to yield a rate constant at each temperature; (ii) a value of Ea was derived for each fraction by plotting the rate constants against incubation temperature and performing another least-squares optimisation of Equation (6).  
	2.4 Field scale biopile of Antarctic fuel-contaminated soil
	Casey Station (66°17' S, 110°31' E) is situated on an ice-free peninsula in Antarctica (Mumford et al., 2013). In 1999, a fuel spill (ca. 2000 litres) resulted in soil contamination with 80% Arctic Blend diesel (Bergen distillate) and 20% Aviation Turbine Kerosene (ATK) (Snape et al., 2006). Contaminated soil from this spill was excavated and placed in five biopiles during the 2010-11 summer season. The dimensions and physical properties of each biopile system are provided in Table 2.  Biopile 5 was smaller and was set up to evaluate the effects of passive aeration compared with using a vacuum air-extraction system (Biopiles 1 to 4) which periodically draws air from the soil to a network of perforated PVC pipes and a granular activated carbon (GAC) trap. All biopiles were established on geosynthetic liners and were covered in a permeable geotextile to mitigate off-site dust migration whilst allowing for air inflow and evaporation of water. A leachate recirculation system was used to recycle any leachate. Snow was removed at the beginning of the summer season to prevent introduction of melt water into the biopiles. With little moisture delivered to the biopiles in the form of precipitation (the average water-equivalent precipitation is 210 mm; Mumford et al., 2013), the introduction of water is considered small. The rate of water transfer was therefore set to an arbitrary value of 10 mm yr-1 (i.e. 10 L m-2y-1).
	Contaminated soil was placed in the biopiles in 0.5 m lifts and sampled at each lift in a grid pattern (0.5, 1.0 and 1.5 m).  Between 35 and 46 soil samples per biopile were collected and stored at -20oC prior to analysis by gas chromatography as described by Snape et al., (2006).  The initial TPH concentration ranged between 2655 and 4216 mg kg-1 for all five biopiles.  This refers to the total area under the chromatogram and includes resolvable peaks plus an unresolved complex mixture representing a range compounds at various stages of degradation. Sampling was repeated in November and December 2011 and February 2012 using an excavator to cut into the biopiles (25-36 samples per biopile).  After each sampling the biopiles were turned by excavator. The concentrations of each fraction for each biopile are shown in Table 2.
	The average temperature recorded in Biopile 1 was used to adjust partition coefficients and degradation rate constants (Figure 1). Note that temperature data were unavailable for the first 48 days of the experiment. Temperatures for this period were therefore sampled randomly from a normal distribution with a mean of -5.32 ºC and a coefficient of variation of 0.2.  In November and December 2012 the average soil temperature was -3 ºC at 1 m from the base and -7 ºC at 0.5 m from the base suggesting that these assumptions are reasonable. It was assumed that biodegradation was not affected by nutrient availability, since they were added to each biopile, although it is possible that nutrients may have been locally limiting.
	2.5 Sensitivity Analysis
	A classical one-at-a-time sensitivity analysis (Whelan, 2013) was carried out, in which parameters were varied systematically one at a time over a range, with other factors held at their base (best estimate) values.  Two sets of parameters were investigated: (i) chemical properties (KAW, KOC, Ea, k(Tr), UOW and UAW where AW refers to air and water, OC refers to organic carbon and water, OW refers to octanol and water) and (ii) environmental properties (GA, GL, kv, z, fOC, B, fair, fwat where GA and GL are flow rates for air and water, kv is the partial mass transfer coefficient on the air side of the air-soil interface, z is the pile depth, fOC is the organic carbon content of the soil, B is the bulk density and fair and fwat are the volume fractions of air and water, respectively, which are used in the calculation of the diffusion coefficients in pore water and pore air). Other terms have been previously defined.  The value of each parameter was increased and decreased in increments of 20% of its base value (with other parameters being set at their base values) and changes observed to the predicted time series of TPH concentration.
	3. Results and Discussion
	3.1 Energy of activation for the aliphatic and aromatic fractions 
	Changes in the concentration of hydrocarbon fractions at different temperatures together with the first-order best-fit curves are shown in the Supplementary Information (Figure S1).  The ‘best fit’ values for the first order rate constant, k, are shown in Table 1.
	First order kinetics appear to describe the time series data reasonably well (high r2 values) for the aliphatic fractions investigated at all three temperatures considered.  In contrast, the r2 values of the EC12-16 and EC16-21 aromatic fractions at 10 and 20(C were lower than for the other fractions suggesting that degradation of these fractions may not follow first order kinetics.  For many compounds this could be due to degradation by co-metabolism (Horvath, 1972; Horowitz and Atlas, 1977). As the concentration of the easily degradable compounds decrease, the degradation rates of other more recalcitrant compounds may also decrease (more than would be expected from simply a decrease in overall microbial activity) such that removal of the residual hydrocarbons becomes relatively slow. This type of interaction may be reflected in a deviation of the degradation kinetics from first order (Tabak and Govind, 1997). This is also supported by microcosm observations of 14C-octadecane mineralisation in Casey Station soils, reported by Ferguson et al. (2003a; b) in which the rate was proportional to concentration raised to the power 1.5.
	It is interesting to compare the minimum half-lives (i.e. derived from the maximum value of the fitted rate constants – typically at 20 °C) for individual fractions derived from the Kerguelen soil with the reference half-lives assumed for these fractions by Coulon et al. (2010b), which were calculated from predicted half-lives in water generated using EPI SuiteTM (see above and Foster et al., 2005).  The ratio of the experimental half-life derived here (corrected to 25 °C by rearranging Equation 5) to the estimated half-life given by Coulon et al. (2010b) is also shown in Table 1.  With the exception of the aliphatic EC12-16 fraction, the predicted half-life was within a factor two of the experimental Kerguelen soil value, suggesting that the degradation half-lives given by EPI SuiteTM are probably a reasonable approximation.
	Plots of the derived first order rate constants versus the reciprocal of temperature are shown in the Supplementary Information (Figure S2).  For both the EC10-12 aliphatic and EC10-12 aromatic fractions, there is a strong relationship between rate constant and temperature, which is well described by the Arrhenius equation.  However, for the other fractions especially the aliphatic EC16-35 and the aromatic EC16-21 and EC21-35 fractions, the rate constants appear to be higher at 10 °C than at 20 °C suggesting that the optimum temperature for degradation is lower than 20 °C and that the Arrhenius equation may not always be applicable.  This is not altogether unexpected in soils in which the microbial community will have adapted to low temperatures (see also Colwell et al., (1978) who observed higher hydrocarbon degradation rates at 3 ºC than at 22 ºC).  In any case, where temperature-dependence for the degradation of a fraction is weak (i.e. where Ea is low) or where the relative concentration of the fraction is low, the ability of Equation 5 to reproduce the temperature-dependence of the observed rate constant may not be that important.
	The ‘best fit’ Ea values for the aromatic EC21-35 fraction (diesel and BAL) and the aromatic EC12-16 for BAL were negative (i.e. the rate constants decrease with increasing temperature).  In the model, Ea values for these fractions were set to zero (Table 1).  In the case of the aromatic EC21-35 fraction, Ea was negative for both diesel and crude oil treatments and was, therefore, set to zero in the model.  This will have the effect of maintaining a high rate constant for the predicted biodegradation of this fraction (i.e. the reference half-life will be unaffected by temperature above -4 °C: see Section 2.2).  For the other fractions, the average Ea values for diesel and BAL were employed.  In general, for equivalent carbon numbers, the Ea values for the aromatic fractions were higher than for the aliphatic fractions (Table 1).
	3.2 Predicting hydrocarbon persistence in Casey Station biopiles
	Predicted TPH concentrations remaining in the Casey biopiles over time are shown in Figure 1, together with the mean measured values. Although the predicted concentrations of the different fractions in each biopile are different, the proportions of TPH remaining are similar, since the D-values used in the model to describe the losses of each fraction were assumed to be the same.  The average daily temperature data used to moderate the partition coefficients and degradation rate constants are also shown.  Predicted concentration changes over the winter period when temperatures were well below freezing (as low as -20º C) were assumed to be negligible.  However, as soon as temperatures increased to over -4 °C in spring, predicted hydrocarbon biodegradation and volatilisation re-commenced and the TPH concentration decrease was significant.  Also shown in Figure 1 is the predicted TPH remaining with no temperature adjustment whatsoever and the predicted TPH remaining assuming no temperature adjustment in degradation and partition coefficients (i.e. with Ea, UOC and UAW set to zero) but assuming that degradation and volatilisation are switched off at low temperatures.
	Overall, the pattern of predicted decrease in TPH matched the measured data reasonably well.  This is encouraging, given the simple nature of the model and the assumptions made, although it should be noted that hydrocarbon concentrations in contaminated soil can be highly variable which means that the sampling error on the measured data could be considerable. Taking into account the temperature dependency of the partition coefficients and degradation rate constants was essential.  Even though the patterns of hydrocarbon loss could be broadly represented simply by switching off volatilisation and degradation at low temperatures, full temperature-adjustment markedly improved the match with measured data. 
	Predicted changes in the concentrations of six different hydrocarbon fractions (aliphatic EC8-10 , EC10-12, EC12-16  and EC16-35; aromatic EC10-12 and EC12-16) in each of the five biopiles are shown in Figure 2.  The model performance for individual fractions was also relatively good (within a factor two of the measured concentrations), although specific details suggest that the model description of loss processes for some fractions is incomplete.  For example, the model performance was reasonable for the aliphatic EC8-10 fraction (Figure 2a), over the first 7500 hours for Biopiles 4 and 5 but was poorer for the other biopiles, although the discrepancy was not consistent (almost no change in concentration was observed in Biopile 3 over the first 7500 hours, whereas for the other biopiles the model appeared to underestimate initial losses).  Similarly, for the heavier aliphatic fraction (Figure 2c) predicted losses up to the first sampling appear to be reasonable, whereas the predicted overall summertime loss rate appears to be too high. This could be due to incorrect parameterisation or inappropriate model formulation (e.g. the simplifying assumption of first order kinetics or employing the Arrhenius equation with a reference temperature at 25 °C when microbial communities are adapted to different temperature optima).  For the light aromatic fraction (Figure 2b), the model appeared to consistently underestimate the observed loss rate for all biopiles. Since biodegradation is the dominant loss process for this fraction (Table 3), this suggests that values for the reference degradation half-life and or for Ea may be too high. 
	One interesting feature apparent in Figure 2 is that observed concentrations of all fractions in Biopile 3 do not decrease between the start of the monitoring period and the first sampling but, thereafter, concentrations decrease at least as quickly as in the other systems.  This is most apparent for the heavy aromatic fraction (Figure 2d) for which observed concentrations were higher at the first sampling compared with at the start.  Whilst similar behaviour was observed for some fractions in other biopiles this was not consistent across fractions.  There is currently no clear explanation for this behaviour, although it may simply reflect the heterogeneity of soil properties and hydrocarbon contamination within the biopiles which is not captured by the limited sample volume and number of soil samples collected.  It should be noted that the soil was still frozen when it was sampled in November 2011 but much of it had thawed by December 2011.  Furthermore, turning of the soil after each sampling may have enhanced mixing and soil structure (i.e. enhanced porosity) which would contribute to enhanced volatilisation and aerobic biodegradation.  This also exposes different volumes of soil to higher near-surface temperatures. 
	The relative performance of the model was quantified using the root mean squared error (RMSE) between the measured and predicted concentrations for each fraction (Table S3) and the average relative error (i.e. residual expressed as a percentage of measured data: Table S4).  In all biopiles, absolute errors are generally highest for the aliphatic EC16-35 fraction (RMSE 11-43 mg kg-1) and lowest for the aliphatic EC8-10 fraction (RMSE 1.6-3.8 mg kg-1) although average relative errors (which range between 6% and 196%) are highest for the lighter fractions.  In general, average relative errors are less than 50% for most fractions.   
	Table 3 shows the predicted contribution of individual loss processes for the different fractions in each biopile.  For any individual fraction, the dominant loss process is consistent across all five biopiles.  For all fractions the predicted dominant loss process is biodegradation except for the aliphatic EC8-10 fraction where volatilisation was predicted to dominate.  Volatilisation is alsopredicted to be important for the aliphatic EC10-12 fraction (ca. 40% of total loss). The contributions of different processes will reflect the relative magnitudes of the D-values, which in turn reflect parameter values selected initially, such as degradation half-lives for the different fractions in soil (Coulon et al., 2010b) and partial mass transfer coefficients for inter-media transport.  Since errors in assigning these parameter values will propagate into predicted loss rates, Table 3 should be interpreted with caution.  In particular, it should be noted that an over-estimation of the biodegradation rate constant (e.g. as a result of neglecting volatile losses in the mesocosm experiments) will result in an under-estimation of the relative contribution of volatilisation to overall loss.  Table 3 also shows the measured and modelled average percentage lost after one year for different fractions.  Model predictions are good for the aliphatic EC10-12 and EC12-16 and aromatic EC12-16 fractions but poor for the aliphatic EC16-35 and aromatic EC10-12 fractions. In the case of the aliphatic EC16-35 fraction the model over-estimates the loss but for the aromatic EC10-12 fraction the model significantly under-estimates the loss.
	The predicted dominance of biodegradation as a loss mechanism and the pattern of concentration changes observed over the course of the study suggest that microbial communities in the studied systems were able to begin to operate effectively at temperatures as low as -4 °C, which confirms observations by Gibb et al. (2001) and Rivkina et al. (2000) that soil microbes can be active as long as there are zones of liquid water in some of the pore space.  The results also emphasise the importance of including the effects of temperature on organic chemical behaviour in environmental systems.  Although losses appear to have been negligible for most fractions over the winter, summertime losses were significant.  The TPH concentration after one year of treatment was approximately 25% of that at the start.  Using the model to forecast TPH biodegradation (assuming the same temporal temperature pattern and no additional limitations in nutrient supply, water content or, for co-metabolised fractions, in the availability of degradable substrates) suggests that the mean TPH concentration at the end of year 2 will be of the order of <3% and that concentrations of all but the most recalcitrant individual fractions should be less than 4% (ca 20% in the case of the aromatic EC10-12 fraction). 
	3.3 Model Sensitivity 
	Figure 3 shows the influence of chemical–specific (Figure 3a) and system-specific (Figure 3b) parameters on the predicted TPH remaining in Biopile 1 after one year.  Tabulated values and the average change in predicted TPH concentration per unit relative change in each parameter value are given in Table S5 of the SI.  Of the chemical-specific parameters, the model is most sensitive to k(Tr) and Ea, which control degradation, confirming the importance of biodegradation as a loss process.  As Ea increases the percentage of TPH remaining increases, reflecting slower biodegradation due to greater temperature dependence. The TPH loss is also quite sensitive to the partition coefficients, H (the Henry’s law coefficient) and KOC.  As H increases, the TPH remaining decreases, reflecting an increase in volatilisation, although volatile losses are also limited by the magnitude of mass transfer coefficients at the soil – atmosphere interface and by the fraction of water-filled pore space.  As KOC increases, the TPH remaining increases due to an increase in the predicted sorbed phase, which is assumed to be unavailable for volatile losses (but still available for biodegradation).  Of the chemical parameters investigated, the model is least sensitive to the energies of phase change, UOW and UAW, although both parameters still exert an appreciable influence.  
	Of the system-specific parameters, fOC, depth and fair exert the most significant influence on the TPH remaining.  An increase in fOC, increases the sorbed phase concentration and reduces volatile losses, thereby increasing the TPH remaining.  In the case of depth and fair, their effect is due to their role in controlling volatilisation.  An increase in pile depth is assumed to increase the diffusion path length – which decreases volatile losses vertically, although it also increases the cross sectional area through which air and associated vapours can travel laterally.  An increase in fair increases the available pore space through which vapour-phase hydrocarbons can travel, increasing volatilisation and decreasing TPH remaining.  Similarly, the model is moderately sensitive to the air flux rate GA, which tends to enhance lateral vapour-phase transfers and reduce the TPH remaining.  The model is insensitive to the water flux rate, GL, reflecting the low fraction of TPH which is dissolved in the aqueous phase, or to the partial mass transfer coefficient on the air side of the air-soil interface, kv, reflecting the fact that volatilisation is limited by factors inside the soil.  Finally, the proportion of TPH remaining is insensitive to the soil bulk density (B), although B does affect the absolute magnitude of concentrations.  
	4 Conclusions
	Our results demonstrate that biopiling can be a practical and effective remediation technique even under extreme Antarctic conditions.  As expected, there was relatively little change in mean TPH concentration during the winter but during the summer, loss rates were high (average measured losses for individual fractions between 53 and 91% after one year: Table 3).  These changes could be represented very well using a simple dynamic fugacity model provided that the temperature-dependence of partitioning and degradation was accounted for.  This suggests that the values for Ea estimated from laboratory mesocosms may be broadly applicable to other polar and sub-polar soils.  The ability of the model to accurately predict concentration changes for individual hydrocarbon fractions was much more variable especially for the aliphatic EC16-35 and aromatic EC10-12 fractions where model performance was unsatisfactory although the contribution of these fractions to TPH was relatively minor.  A number of factors could explain poor model fits including the adoption of first order kinetics to describe non-first-order degradation, as well as sampling errors in the measured data.  Additional experimental work is required to further investigate the mechanisms for concentration changes in these fractions which may inform improvements in the model.  There is also still a need to test the model with more empirical evidence of hydrocarbon fate and behaviour (e.g. of degradation metabolites and via observations of changes in the ratio of different hydrocarbon isomers in remediated systems) under a range of different climatic and edaphic conditions, particularly at lower hydrocarbon concentrations. Future work should also seek to normalise measured concentrations to conservative markers such as hopane (Coulon et al., 2005; Prince et al., 2013) which can reduce the noise associated with variations in absolute concentrations. One limitation of the work presented here is that model validation was not possible for the two higher aromatic fractions (EC16-21 and EC21-35) since these were not measured (reflecting low concentrations of these components in the source oils).  In future studies, the model should be tested on contaminated soils containing these heavier aromatic components. 
	Overall, the model provides a useful tool that could help to guide remediation decisions in cold environments contaminated with hydrocarbons. Losses were predicted to be principally due to biodegradation (accounting for 76% of losses on average for the fractions shown in Table 3 with volatilisation accounting for the remainder).  This challenges expectations of slow biodegradation in polar environments and suggests that biopiling can be successfully used to treat contaminated soils even at low temperatures.  This is consistent with recent oil biodegradation studies that simulate Arctic conditions (McFarlin et al. 2014). 
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	Table 1: Best-fit values of the degradation rate constant (k) and the energy of activation (Ea) for the aliphatic and aromatic hydrocarbon fractions in hydrocarbon-contaminated Kerguelen soil incubated at different temperatures. The half-life ratio is the ratio of the minimum experimental half-life (corrected to 25 °C) to the half-life derived from EPI Suite (Coulon et al., 2010b).  Also shown is the value of UAW assumed (based on the temperature-dependence of vapour pressure: Foster et al., 2005).
	Assumed UAW  
	k (d-1)
	Derived Ea (kJ mol-1)
	Half-life Ratio
	Hydrocarbon fractions
	20°C
	10°C
	4°C
	(kJ mol-1)
	8.48
	4.72
	0.968
	0.040
	0.037
	0.036
	EC10-12
	9.06
	5.80
	2.260
	0.015
	0.017
	0.011
	EC12-16
	10.70
	8.40
	1.650
	0.013
	0.014
	0.009
	EC16-35
	Aliphatic
	8.48
	36.68
	0.494
	0.026
	0.016
	0.009
	EC10-12
	9.06
	12.50
	0.730
	0.018
	0.024
	0.007
	EC12-16
	Diesel fuel
	10.62
	8.86
	1.460
	0.008
	0.008
	0.006
	EC16-21
	Aromatic
	16.06
	0 (-19.9)
	0.963
	0.004
	0.006
	0.006
	EC21-35
	8.48
	17.37
	0.986
	0.036
	0.025
	0.026
	EC10-12
	9.06
	6.95
	2.720
	0.014
	0.014
	0.011
	EC12-16
	10.70
	6.92
	1.940
	0.011
	0.012
	0.008
	EC16-35
	Aliphatic
	8.48
	27.42
	0.733
	0.017
	0.010
	0.010
	EC10-12
	9.06
	0 (-1.40)
	1.470
	0.009
	0.013
	0.007
	EC12-16
	10.62
	37.72
	1.600
	0.006
	0.004
	0.002
	EC16-21
	BAL crude oil
	16.06
	0 (-19.64)
	0.722
	0.004
	0.008
	0.005
	EC21-35
	Aromatic
	Table 2: Dimensions, soil properties and initial hydrocarbon concentrations in each biopile established on Casey Island. All biopiles had nutrients added, soil was turned over 3 times per year by excavator bucket and leachate was recirculated.  Aeration was enhanced by vacuum pumps in Biopiles 1-4 but not in Biopile 5. 
	Control
	Actively Remediated Biopiles
	Biopile 5
	Biopile 4
	Biopile 3
	Biopile 2
	Biopile 1
	Dimension and properties
	58
	99
	98
	97
	110
	Total volume (m3)
	39
	66
	65
	65
	73
	VS (m3)
	8
	14
	14
	14
	15
	VW (m3)
	0.25
	0.02
	0.53
	0.67
	0.68
	VNAPL (m3)
	11
	19
	18
	18
	21
	VA (m3)
	1
	1
	1
	1
	1
	Average % orgC
	2400
	2400
	2400
	2400
	2400
	Soil density (kg m-3)
	1600
	1600
	1600
	1600
	1600
	Bulk density (kg m-3)
	Particle size fraction distribution (% dry matter basis)
	44
	p > 9500 µm
	9
	4750 > p < 9500 µm
	9
	2000 > p < 4750 µm
	13
	500 > p < 2000 µm
	14
	63 > p <500 µm
	12
	p < 63µm
	Nutrients 
	360
	387
	390
	394
	347
	N mg kg-1 soil
	7.8
	8.2
	7.6
	6
	7.3
	N:P ratio (soluble)
	1.1
	1.1
	1.1
	1.1
	1
	K:P ratio
	7.8:1:1.1
	8.2:1:1.1
	7.6:1:1.1
	6:1:1.1
	7.3:1:1
	N:P:K 
	Aliphatic concentrations (mg kg-1)
	9
	14
	12
	22
	18
	EC8-10
	102
	126
	124
	193
	156
	EC10-12
	139
	151
	157
	246
	202
	EC12-16
	133
	153
	157
	208
	173
	EC16-35
	Aromatic concentrations (mg kg-1)
	7
	8
	8
	13
	11
	EC10-12
	10
	12
	12
	36
	30
	EC12-16
	0
	0
	0
	0
	0
	EC16-21
	0
	0
	0
	0
	0
	EC21-35
	400
	464
	470
	717
	590
	Ali+Aro (mg kg-1)
	2655
	3231
	3286
	4216
	3778
	TPH (mg kg-1)
	Ali+Aro : Aliphatic + aromatic fractions; TPH: Total petroleum hydrocarbons
	Table 3: The relative contribution of different loss processes to overall losses for different hydrocarbon fractions in different biopiles.  Values in bold show the dominant loss process for each fraction. Also shown is the average measured and modelled % loss for each fraction.
	Aromatic fractions
	Aliphatic fractions
	EC12-16
	EC10-12
	EC16-35
	EC12-16
	EC10-12
	EC8-10
	1
	12
	1
	10
	38
	Volatilisation
	76
	0
	0
	0
	0
	0
	0
	Leaching
	Biopile 1
	99
	88
	99
	90
	62
	24
	Degradation
	1
	13
	1
	10
	39
	77
	Volatilisation
	0
	0
	0
	0
	0
	0
	Leaching
	Biopile 2
	99
	87
	99
	90
	61
	23
	Degradation
	1
	13
	1
	11
	40
	78
	Volatilisation
	0
	0
	0
	0
	0
	0
	Leaching
	Biopile 3
	22
	Degradation
	99
	87
	99
	89
	60
	1
	13
	1
	11
	40
	78
	Volatilisation
	0
	0
	0
	0
	0
	0
	Leaching
	Biopile 4
	99
	87
	99
	89
	60
	22
	Degradation
	1
	18
	1
	14
	47
	Volatilisation
	82
	0
	0
	0
	0
	0
	0
	Leaching
	Biopile 5
	99
	82
	99
	86
	53
	18
	Degradation
	Average Measured % Loss after 1 year
	79.0
	90.5
	53.0
	77.9
	89.7
	86.4
	Average Modelled % Loss after 1 year
	80.1
	46.2
	73.7
	78.7
	85.6
	99.6
	 /
	Figure 1 Mean measured (symbols left axis) and predicted (black solid line, left axis) TPH concentration remaining for all five biopiles at Casey Station.  Also shown is mean biopile temperature (red line, right axis), the predicted TPH remaining with no temperature adjustment (dashed line) and the predicted TPH remaining with degradation and volatilisation switched off during the winter but with degradation and partitioning otherwise not temperature-adjusted (dotted line). Error bars show the mean ± 1 standard deviation).  
	/
	Figure 2 Measured and predicted concentrations of six hydrocarbon fractions remaining in each of the five biopiles at Casey Island.
	/
	Figure 3 Predicted TPH remaining in Biopile 1 with systematic changes in (a) chemical-specific parameters and (b) system-specific parameters in increments of 20% above and below their default values, with all other parameters kept at their default values.  Model sensitivity to a particular parameter is given by the slope of the line. (GA: air flow rate; GL: water flow rate; kv: partial mass transfer on the air side of the air-soil interface; fair: volume fraction of air; fwat: volume fraction of water; foc: organic carbon content of the soil). 

