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Synaptic modulation in the dorsal cochlear nucleus:  

a biological substrate of tinnitus 

Thomas Tagoe   

Acoustic over exposure (AOE) triggers hearing loss alongside a decreased 

excitability in the dorsal cochlear nucleus (DCN) within 3 to 5 days post exposure. On a 

longer time scale (from 6 weeks onwards) AOE can also generate phantom auditory 

perceptions known as tinnitus alongside a spontaneous hyperactivity in the DCN. The 

delayed onset of this hyperactivity relative to the early onset of hearing loss and 

decreased excitability suggests intermediate plastic changes in the DCN that remain to 

be identified.  

The first aim of this thesis was to identify in vitro, AOE-induced changes in 

synaptic plasticity within the DCN that could underlie the subsequent development of 

tinnitus. The second aim was to identify means of reversing the in vitro changes in 

synaptic plasticity triggered by AOE. The final aim was to test whether reversing the 

identified AOE-induced changes in synaptic plasticity could prevent the onset of 

tinnitus.   

Wistar rats were exposed to a loud (110 dB SPL) single tone (15 kHz) for a 

period of 9 hours (AOE protocol). Auditory brainstem response recordings performed 3 

to 5 days later showed a significant increase of the rat’s hearing threshold for 

frequencies above 8 kHz. Field potential recordings of auditory nerve compound action 

potentials revealed a decreased amplitude and conduction velocity which was 

confirmed using computational modelling studies. Whole cell recordings of auditory 

nerve evoked excitatory post synaptic currents (EPSCs) revealed a decrease in EPSC 

amplitudes after AOE due to a decreased number of release sites. Field potential 

recordings of parallel fibre evoked activity performed 3 to 5 days following AOE 

showed that AOE prevented the induction of long term potentiation (LTP) otherwise 

observed at multisensory DCN synapses. Whole cell recordings of parallel fibre evoked 

EPSCs in fusiform cells revealed this to be due to an increased release probability after 

AOE. Perfusion of D-AP5 (an NMDA receptor antagonist) promoted the induction of 

LTP otherwise deficient after AOE. Perfusion of D-AP5 or elevating the concentration of 

magnesium in the extracellular medium decreased the release probability after AOE.  

Based on these findings, subsets of rats were placed on a high magnesium diet 

(in combination with magnesium injections) immediately after AOE. This reduced the 

behavioural evidence of tinnitus measured as deficits in silent gap detection.  

 In conclusion, following AOE, the absence of LTP induction in the DCN due to an 

increased release probability constitutes an in vitro deficit prior to the later onset of 

tinnitus. Decreasing release probability at DCN multisensory synapses after AOE 

allowed AOE induced tinnitus to be targeted and reversed in an animal model.  
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I.1. The auditory system 

The auditory pathway is responsible for enabling our perception of sound. It stretches 

from the pinna of the outer ear to the auditory cortex where sound processing is 

achieved. The auditory system is divided into two pathways: the peripheral auditory 

system which is responsible for transforming the mechanical stimulation of the sound 

waves into action potentials and the central auditory system which processes the 

generated action potentials and retrieves the information it encodes.  

I.1.1. Physical properties of sound 

Sound can exist as a sinusoidal waveform travelling through a medium with two 

measureable components: The frequency (measured in Hz) which is related to sound 

pitch and the amplitude which is related to loudness (Fig. I.1).  

The amplitude of a sound wave is more commonly expressed as decibels (dB) relative 

to a specific or implied reference level. This can be in volts (dB V), sound intensity level 

(dB SIL) or sound pressure level (dB SPL). When travelling through air the implied 

reference is the sound pressure level. Under these circumstances the sound intensity is 

calculated as shown: 

              
 

    
  

Time

Wavelength

A
m

p
li

tu
d

e

Figure I.1: Sound represented as a 
sinusoidal waveform. The measurable 
components of the sound wave have been 
indicated. The sound intensity can be 
measured as the peak to peak amplitude. 
The frequency is measured as the number 
of complete waves per second.  
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where ‘P’ is the pressure exerted by the sound and ‘Pref’ is sound pressure level in air 

(20 μPascals). All sound measurements in this report will be referred to as dB SPL. 

I.1.2. The peripheral auditory system 

The peripheral auditory system is inclusive of all structures involved in sound 

processing from the pinna of the outer ear to the hair cells of the inner ear (Fig. I.2). 

Sound channelled into the ear canal by the pinna causes vibrations of the tympanic 

membrane which transmits these vibrations to the ossicles (malleus, incus and stapes) 

of the middle ear. These ossicles convert low pressure sound vibrations into high 

pressure sound vibrations, necessary to progress through the fluid (endolymph and 

perilymph) filled chambers of the inner ear (Merchant, 1997). The organ of Corti within 

the cochlea contains inner and outer hair cells lying on a thin basilar membrane which 

are responsible for the electrical transduction of sound waves.  

 

 

 

Figure I.2. The peripheral auditory system. Sound waves are channelled down the auditory 
canal and directly vibrate the ear drum (tympanic membrane). Vibrations are transferred via 
the three ossicles of the middle ear (malleus, incus and stapes) to the cochlea. The organ of 
Corti is located in the cochlea where inner and outer hair cells respond to mechanical 
stimulations induced by the sound waves. Glutamate is released at the hair cell roots onto 
spiral ganglion neurons which propagate action potentials along the auditory nerve (AN).  
Picture adapted from http://www.alpinehearingprotection.com/ 
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Inner hair cells (IHCs) form a single row of cells covering the entire length of the 

cochlea and are innervated by myelinated spiral ganglion cells also known as type I 

primary auditory neurons. These neurons represent more than 90% of the spiral 

ganglion cell population that project to the cochlear nucleus in the central auditory 

system (Berglund and Ryugo, 1987, Brown, 1987, Echteler, 1992) and are involved in 

the transduction of sound into action potentials. On the other hand, outer hair cells 

(OHCs) run parallel to the IHCs in three rows (Fig. I.3) and are innervated by 

unmyelinated spiral ganglion cells also known as type II primary auditory neurons 

(Berglund and Ryugo, 1987, Brown, 1987, Echteler, 1992). These neurons represent 

only a small proportion (10%) of the auditory nerve propagating to the cochlear 

nucleus (Berglund and Ryugo, 1987, Brown, 1987, Echteler, 1992) and have been 

shown to act as amplifiers, necessary to increase the cochlear sensitivity to sound 

(Liberman et al., 2002). 

The cochlea displays a tonotopic organisation meaning that each hair cell responds to 

a specific sound frequency dependent on its location. Hair cells at the base of the 

cochlea respond to high frequencies and those located at the apex respond to low 

frequencies (Rose et al., 1959). Both IHCs and OHCs have mechanosensitive organelles 

Figure I.3. Scanning electron micrograph 
showing the basal segment of a rat 
cochlea. The image shows a single row of 
inner hair cells (IHCs) and three rows of 
outer hair cells (OHCs). Courtesy of 
Kathryn Francis and Benjamin Tanner (Dr. 
Martine Hamann’s lab). 

 

10 µm

OHC IHC
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called stereocilia which are organised into hair bundles projecting perpendicularly 

from the apical cellular surface. The length of the stereocilia in the hair bundle 

increases from one edge to the other, giving it a distinctive slope like appearance 

(Hudspeth, 1989) (Fig. I.4A).  

The stereocilia are also connected to each other by tip link molecules, and have a 

potassium permeable, wide diameter pore at one or both tip link ends (Fig.I.4B) 

(Ohmori, 1985, Tsuprun and Santi, 2002, Farris et al., 2004). The stereocilia are 

deflected when there is a movement of the endolymph and as such the tension 

between the tip link molecules is altered (Fig. I.4B). The change in tension physically 

opens mechanosensitive channels resulting in an influx of positive ions that depolarize 

the cell. The depolarisation opens voltage gated calcium channels (Tucker and 

Fettiplace, 1995) resulting in an increase of the intracellular calcium concentration 

which leads to the release of glutamate from synaptic vesicles and activation of spiral 

ganglion neurons (Kataoka and Ohmori, 1994). Glutamate released results in the 

activation of NMDA receptors (NR1 and NR2A-D subunits) (Kuriyama et al., 1993), 

Stereocilum

Tip link

K+

Stereocilum

K+

A B
Figure I.4: Functional properties of hair 

cells. (A) An electron micrograph showing 
three stereocilia on a guinea pig OHC and 
revealing its slope-like arrangement. 
Adapted from (Fettiplace and Hackney, 
2006) (B) Schematic representation of the 
stereocilia connected by tip links. Under 
resting conditions (above) the tip links are 
relaxed and the potassium channels are 
closed. When a positive stimulus deflects 
the stereocilia towards its tall edge (below), 
the tension between the tip links is 
increased and this mechanically opens the 
ion channels allowing an influx of ions. 
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AMPA receptors (GluR 2-4 subunits), and kainate receptors (GluR5, GluR6, KA1 and 

KA2 subunits) (Safieddine and Eybalin, 1992, Niedzielski and Wenthold, 1995, 

Matsubara et al., 1996). All these receptor types have been identified at the 

postsynaptic terminal of spiral ganglion neurons (Kuriyama et al., 1993, Matsubara et 

al., 1996).  

I.1.3. The central auditory system 

Auditory signals are carried along the auditory nerve (AN) to the first site of neuronal 

processing, known as the cochlear nucleus which is located in the brainstem and 

subdivided into the dorsal cochlear nucleus (DCN) and the ventral cochlear nucleus 

(VCN) (Fig. I.5). As mentioned in the previous section, the tonotopic organisation of 

the cochlea is maintained in the central auditory system and the cochlear nucleus is no 

different. The DCN and the VCN process high frequency sounds in their dorsal regions 

and low frequency sounds in their ventral regions (Langner, 1992). Both structures are 

also involved in sound localisation. The DCN contributes to localisation of sound in the 

vertical plane by detecting spectral notches in the acoustic signal (Nelken and Young, 

1994, Sutherland et al., 1998b, May, 2000). The DCN neurons decussate and project to 

the inferior colliculus (IC) and the medial geniculate nucleus (MGN). The VCN localises 

sound in the horizontal plane via bilateral projections to the medial superior olivary 

nuclei (MSO) and lateral superior olivary nuclei (LSO) which are involved in processing 

the inter-aural time difference and the inter-aural intensity difference respectively 

(Goldberg and Brown, 1969, Tsuchitani, 1997). The VCN also projects to structures 

such as the contralateral medial nucleus of the trapezoid body (MNTB), the 

contralateral IC and to the nuclei of the lateral lemniscus (LL). The LL projections 
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ascend further up the auditory pathway, making inhibitory connections in the IC 

(Adams, 1979). The IC is a midbrain structure that integrates indirect binaural signals 

from the MSO, the LSO and the LL (Stotler, 1953, Elverland, 1978, Adams, 1979, Kelly 

et al., 1998) with direct monaural signals from the DCN (Adams, 1979, Oliver, 1984).  

 

 

 

 

Figure I.5. The auditory pathway. Schematic representation of the ascending auditory 
pathway from the cochlea to the auditory cortex. Contralateral projections have been shown 
for only the left hand side but these projections are also mirrored by the structures on the right 
hand side. Abbreviations shown here are defined in the text. 
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The bulk of IC afferent fibres project to the superior colliculus with a small percentage 

projecting to the MGN (Oliver and Hall, 1978, Kudo and Niimi, 1980). The MGN then 

sends final projections to the auditory cortex (AC) located in the Sylvian fissure of the 

temporal lobe (Fig. I.5). The auditory cortex maintains the tonotopic organisation of 

the auditory system and is surrounded by several structures required for the complex 

interpretation of sound.  

Parallel to the ascending pathway is also a descending pathway which provides 

auditory feedback modulation to various structures. In particular activity of the OHCs 

in the cochlea can be negatively modulated by the MSO (Spangler et al., 1987, Puel, 

1995) whereas the IHC activity can also be modulated by the LSO (Spangler et al., 

1987, Puel, 1995). Feedback modulation of the cochlea activity has been linked to 

auditory deficits such as tinnitus (Nodar, 1996, Goldstein et al., 2005). In particular, 

efferent feedback to the cochlea from the olivo-cochlear system can enhance 

acoustically evoked responses (Kawase and Liberman, 1993) which can translate into 

an oversensitivity or misrepresentation of sound. 

I.2. The dorsal cochlear nucleus 

I.2.1. Structural organisation of the dorsal cochlear nucleus  

The DCN is subdivided into three layers, namely the molecular, fusiform and deep layer 

(Fig.I.6). The molecular layer is the superficial layer comprising of parallel fibres 

(unmyelinated axons) projecting from granule cells in the deep layer which carry both 

auditory (from OHCs i.e. type ‘II’ AN fibres) and non auditory inputs. Parallel fibres 

make contact with the apical dendrites of fusiform, cartwheel and stellate cells 
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(Mugnaini, 1985) in the molecular layer. Stellate cells send inhibitory projections onto 

cartwheel and fusiform cells (Hackney et al., 1990). Cartwheel cells also send inhibitory 

projections which are glycinergic in nature onto fusiform cells, giant cells and other 

cartwheel cells (Golding and Oertel, 1997, Tzounopoulos et al., 2004). 

 

 

GrC

S
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T

D-stellatescells 
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Figure I.6. Schematic representation of synaptic connections within the dorsal cochlear 
nucleus. Fusiform cells (FC) are responsible for the main output of the DCN to the IC. Giant 
cells (Giant) also form a small proportion of this output. Fusiform cells receive 
glutamatergic excitatory input from two main sources; parallel fibres projections of 
granule cells (GrC) which are further excited by unipolar brush cells (UBC) and can be 
inhibited by Golgi cells (G) in a feedback mechanism and the AN which enters the fusiform 
cell layer from the deep layer. Fusiform cells receive inhibitory input from stellate (S) and 
cartwheel cells (CwC) which are also excited by parallel fibres. Cartwheel cells are also 
inhibited by stellate cells and other cartwheel cells. Fusiform cells receive further inhibition 
from VCN stellate cells and gabaergic tuberculoventral cells (T).  
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The fusiform cell layer contains fusiform cells. These are the principal output cells 

which are bipolar fusiform shaped neurons, having their apical dendrites in the 

molecular layer and basal dendrites in the deep layer (Osen, 1969, Brawer et al., 1974, 

Pilati et al., 2008). Fusiform cells integrate multisensory information from parallel 

fibres in the molecular layer and auditory information from the type ‘I’ AN fibres 

(projections from IHCs) in the deep layer (Hackney et al., 1990, Zhang and Oertel, 

1994). The fusiform cell layer also contains some giant cells and clusters of granule cell 

domains which are the most numerous cell types in the cochlear nucleus. They are 

scattered across the DCN surface but also mark the medial border of the DCN and VCN, 

separating the two structures (Mugnaini et al., 1980). 

The deep layer, which is the last of the three DCN layers, contains giant cells, 

tuberculoventral cells and granule cell domains (Zhang and Oertel, 1993b, Zhang and 

Oertel, 1993a). Giant cells receive afferent inputs from the AN and the VCN (Cohen et 

al., 1972), and project efferent fibres to the IC (Adams and Warr, 1976). 

Tuberculoventral cells also receive inputs from the AN and the VCN but these send 

inhibitory GABAergic projections to the fusiform and giant cells (Oertel and Young, 

2004). Granule cells previously identified as the source of the parallel fibres are also 

located in the deep layer alongside Golgi cells (Ferragamo et al., 1998) and unipolar 

brush cells (Mugnaini et al., 1997).   

I.2.2. Synaptic integration in the dorsal cochlear nucleus  

Along the auditory pathway, the DCN is considered a major site of auditory and 

multisensory integration. Inputs from AN onto fusiform, giant and tuberculoventral 

cells are made up solely of type ‘I’ AN fibres which maintain the tonotopic organisation 
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found in the cochlea. Fibres that encode low frequency sounds innervate cells in the 

ventral region of the DCN whereas fibres encoding high frequency sounds innervate 

the same cell types in the dorsal region (Rose et al., 1959, Cohen et al., 1972). In vivo 

electrophysiological recordings of DCN neuronal activity in response to single tone 

stimuli confirmed this tonotopic arrangement and was also used to classify the 

neurones into five groups (type I to V) based on activity in responses to broadband 

noise (BBN) and inhibition of activity by single tones (Evans and Nelson, 1973, Davis et 

al., 1996). Type I neurones exhibited no inhibition whereas type V neurones were 

predominantly inhibited. Types II, III and IV neurones exhibited various degrees of 

inhibition by single tone stimuli (Evans and Nelson, 1973). It is thought that a 

combination of these response types allows the DCN to detect specific spectral cues 

for sound localisation in the vertical plane such as narrowband sounds and spectral 

notches (Sutherland et al., 1998a, Sutherland et al., 1998b, May, 2000). 

In addition to type II AN fibres, the DCN receives multisensory inputs which originate 

from various non auditory structures including the spinal trigeminal nucleus, the dorsal 

column nuclei, the pontine nuclei, the vestibular complex and the Raphe nuclei. The 

spinal trigeminal nucleus processes sensory information from the head and face (Shore 

et al., 2000). It is involved in the mediation of pain (Usunoff et al., 1997) as well as non-

noxious stimuli such as gentle pressure and jaw movements (Zhou and Shore, 2004). 

Stimulation of this pathway has been shown capable of modulating the DCN response 

to acoustic stimuli and it has been suggested that this allows the DCN to suppress 

internally generated sounds such as chewing and respiration (Shore, 2005, Shore and 

Zhou, 2006, Zhou and Shore, 2006). The dorsal column nucleus receives information 
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relative to tactile sensation, proprioception and temperature coming from the head, 

limbs and trunk. Electrical stimulation of the dorsal column nucleus modulates activity 

in the DCN and has effects similar to the effects of manual manipulations of the pinna 

suggesting that the dorsal column nucleus is involved in minute pinna movements to 

sound which optimize auditory perception (Kanold and Young, 2001). The pontine 

nuclei principally serve as an intermediate relay structure in the sensory motor 

pathway (Brodal and Bjaalie, 1992, Schwarz and Thier, 1999). Stimulation of this 

structure has been shown to elicit both inhibitory and excitatory responses in the DCN, 

however its role in sound processing remains unknown (Babalian, 2005). The vestibular 

system processes information in relation to posture, balance and coordination of head 

and eye movements (Herdman, 1998, Cullen and Roy, 2004). This system which is 

located in the semicircular canals also responds to acoustic stimulations (Cazals et al., 

1983) and sends projections directly or via central vestibular nuclei to the DCN, the 

cerebellum and the spinal cord (Burian and Gstoettner, 1988, Bukowska, 2002Barker, 

2012 #418). Its role in the DCN is unclear but as projections from the vestibular nerve 

constitute one half of the vestibulo-cochlear nerve (the AN constitutes the other half), 

it is most likely involved in mediating reflexes in response to sound location (Saunders 

et al., 1985, Barker et al., 2012). Lastly, the Raphe nucleus which is involved in the 

regulation of muscle tone and pain perception is located in the brainstem and projects 

to the forebrain, the spinal cord and other brainstem nuclei including the DCN. 

Projections from the Raphe nucleus into the DCN have been shown to release 

serotonin and sound induced serotonin release in the DCN could modulate auditory 

processing (Cransac et al., 1998). 



13 
 

I.3. Deficits related to the auditory system  

The peripheral and central auditory systems are susceptible to damage which 

manifests itself as hearing disorders, the most common of which are hearing loss and 

tinnitus. These two conditions can occur simultaneously or independently.   

I.3.1. Hearing loss 

Hearing loss describes an inability to perceive sound or a loss of sensitivity to it and be 

either conductive or sensorineural. Conductive hearing loss is associated with the 

peripheral auditory system and occurs when there is an inability to effectively conduct 

sound waves. Sensorineural hearing loss which is the more common of the two is 

associated with damage of the inner ear (including damage to the hair cells) or central 

auditory system which could be due to physical head trauma, acoustic overexposure 

(AOE), ear infections, aging effects, drug reactions or genetic defects (Spoendlin, 1971, 

Shehata et al., 1991, Weil et al., 1995).  Acoustic overexposure is considered the most 

prevalent cause of hearing loss due to increasing levels of recreational and 

occupational exposures to loud sounds. Sounds above 85 dB SPL have the potential to 

induce hearing loss following a prolonged exposure. However louder exposure 

intensities require less exposure time to damage the auditory system (Yates et al., 

1983, Nordmann et al., 2000). This is exemplified in reports of near instant hearing loss 

following exposure to sounds above 120 dB SPL caused by explosions or gunshots 

(Abaamrane et al., 2009).  
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Sound intensity (dB SPL) Maximum duration (hrs) 

< 85 Minimal risk 

90 8 

92 6 

96 2 

98 1.5 

102 0.5 

>105 Extreme risk 

 

 

The damaging effect of AOE has been related to time and intensity of exposure (Table 

I.1). One of the earliest changes consistently characterised after AOE is a loss of OHCs 

(Boettcher et al., 1992) which are more susceptible to damage than IHCs (Jastreboff 

and Hazell, 1993). The mechanisms underlying hair cell damage have been shown to 

include increased calcium entry within the cytoplasm of OHCs (Fridberger et al., 1998), 

changes in the mechanical properties of sensory hair cells (Saunders et al., 1985), 

increased permeability of the endolymph-perilymph barrier to potassium and sodium 

ions (Johnstone et al., 1989, Konig et al., 2006) and more recently, there is evidence 

suggesting that mitogen-activated protein kinases (MAPKs) are involved by playing a 

role in apoptotic cell death (Tabuchi et al., 2010). Dendritic damage which is observed 

in spiral ganglion cells following AOE (Spoendlin, 1971, Robertson, 1983, Puel et al., 

1995) has also  been linked to excitotoxic glutamate damage via AMPA and kainate 

receptors (Puel et al., 1995). In the guinea pig model, an exposure to a loud (130 dB 

SPL) single tone for 15 minutes was sufficient to induce hair cell degeneration leading 

to hearing loss (Saunders et al., 1985). A slow but progressive loss of hair cell 

Table I.1. Guidelines of maximum safe exposure times in relation to sound intensity. The 
information above outlines daily maximum exposure times advised by the Occupational 
Safety and Health Administration. Sound intensities below 85 dB SPL are considered of 
minimal risk whereas working in acoustic environments above 85 dB SPL requires hearing 
protection to be worn. 
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innervations by type I and II primary auditory neurones has also been described 

(Kujawa and Liberman, 2009). All the factors considered above could contribute to 

raising the hearing threshold and as such decreasing sensitivity to sound (Dallos and 

Harris, 1978).   

I.3.2. Tinnitus 

Acoustic overexposure has been shown to generate tinnitus (Kaltenbach et al., 2004) 

which can be described as the perception of sound in the absence of a corresponding 

external acoustic stimulus. Tinnitus is often associated with hearing loss (Temmel et 

al., 1999, Ochi et al., 2003) and the severity has been shown to increase with the 

degree of hearing loss (Guppy and Coles, 1988). Tinnitus is found to be prevalent 

among the aging population, war veterans and in countries with increased noise 

pollution, making tinnitus a major problem of public health (Henry et al., 2005, Belli et 

al., 2008, Muluk and Oguzturk, 2008, Folmer et al., 2011). The charity organisation 

‘Action on Hearing Loss’, estimates that about 10 % of the UK population suffer from 

various degrees of tinnitus. Despite tinnitus having an immense impact on the 

sufferer’s quality of life, no effective therapeutic strategy exists because the 

mechanisms underlying tinnitus are not fully understood (Belli et al., 2008, Muluk and 

Oguzturk, 2008). Although it is not known for certain whether tinnitus is induced 

peripherally or centrally, there is a higher correlation between sufferers of 

sensorineural hearing loss and tinnitus than conductive hearing loss and tinnitus 

(House and Brackmann, 1981, Savastano, 2008, Hazell, 1990). This suggests that 

sensorineural hearing loss which is normally associated with damage within central 

auditory system has greater tinnitus inducing potential than conductive hearing loss 
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which is associated with deficits of the peripheral auditory system (Eggermont and 

Roberts, 2004).  

Nonetheless, a combination of both dysfunctional IHCs and OHCs representing a 

peripheral deficit as the cause of tinnitus has been considered. Acoustic overexposure 

has been shown to trigger IHC dysfunction by increasing the contact between IHC cilia 

and the tectorial membrane in areas where OHCs are damaged (Canlon, 1987, 

Nordmann et al., 2000). In addition hair cell damage due to high concentrations of 

salicylate treatment induces tinnitus in animal models of investigation (Cazals, 2000, 

Guitton et al., 2003). Furthermore, distortion product otoacoustic emissions (DPOAEs) 

which measure the functional status of OHCs has been used to show that patients with 

tinnitus in conjunction with a degree of hearing loss, have lower DPOAE amplitudes 

when compared to DPOAEs from normal hearing patients (Liu and Fechter, 1996, Satar 

et al., 2003). Additionally, in a classical study, DPOAEs in tinnitus sufferers were 

abolished without having any recordable effect on their perception of tinnitus (Penner 

and Burns, 1987). This suggests that tinnitus perception is unrelated to abnormal hair 

cell activity in the peripheral system. Furthermore, tinnitus persists after the functional 

recovery of OHCs or surgical sectioning of the AN (House and Brackmann, 1981). This 

further suggests that peripheral auditory system deficits alone cannot be responsible 

for the perception of tinnitus. Therefore it has been hypothesised that the initial 

deficits leading to tinnitus may occur in the peripheral auditory system and then be 

consolidated as a memory in the central auditory system (Guitton and Dudai, 2007). 
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Evidence in favour of a central origin of tinnitus is based on the correlation of DCN 

hyperexcitability and tinnitus (Kaltenbach and Afman, 2000, Kaltenbach, 2006). A 

central origin of tinnitus would explain why tinnitus can be perceived as a combination 

of various sounds and not a single tone, as would be the case if the deficit was 

localised to an area within the peripheral auditory system (Kaltenbach and Godfrey, 

2008). This is because despite the central auditory system having a tonotopic 

arrangement, sound is re-integrated during processing in the auditory cortex 

(Schreiner et al., 2000, Wehr and Zador, 2003). In addition changes in the perception 

of tinnitus can occur over time such as changes in the intensity (Mitchell et al., 1993) 

and/or changes in the pitch (Penner, 1983). Although OHC deficits could account for 

changes in sound intensity perception over time, OHC activity is also under modulatory 

control of feedback mechanisms originating from the central auditory system (Ciuman, 

2010). Therefore changes in the intensity and pitch of tinnitus are suggestive of a 

central origin of tinnitus as perception of all these factors requires a degree of central 

processing. If tinnitus is indeed generated centrally, the structure responsible would 

have to integrate auditory and non auditory information because it has been shown 

that tinnitus perception can be modulated by actions processed by non auditory 

structures such as mastication, muscle tension and head positioning (Brodal and 

Bjaalie, 1992, Wright and Bifano, 1997). After AOE, there are several changes that 

occur within DCN as a result of plasticity, these include a decrease in DCN fusiform cell 

excitability (Pilati et al., 2012a), differential expression of vesicular glutamate 

transporters in the DCN (Barker et al., 2012) and an increase in the spontaneous 

activity of the DCN (Zhang and Kaltenbach, 1998, Kaltenbach et al., 2000). Therefore, 

the DCN fulfils the requirements previously laid out for a structure involved in tinnitus 
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perception and has been implicated in the generation of tinnitus, making the DCN a 

model of investigation.    

I.4. The dorsal cochlear nucleus and its role in tinnitus 

I.4.1. Synaptic plasticity in the central nervous system 

Plasticity is responsible for the ability of synapses to change in response to experience 

and the underlying mechanisms can be either short or long term. Short term plasticity 

which enhances transmission includes facilitation occurring on a millisecond timescale 

and post-tetanic potentiation (PTP) which occurs on a time scale of seconds to minutes 

(Zucker, 1989). Both these mechanisms are triggered by trains of synaptic stimulations 

and are expressed presynaptically. These mechanisms are also reliant on the residual 

calcium at the presynaptic terminal following each action potential (Katz and Miledi, 

1968, Zucker and Regehr, 2002). Synapses can also experience a short term depression 

of activity which normally follows periods of elevated activity. This short term 

depression is largely due to vesicular depletion as well as inactivation of postsynaptic 

receptors (Betz, 1970, Miller, 1998, Zucker and Regehr, 2002). 

Long term plastic changes include the functional rewiring of circuits alongside 

morphological changes (Bear et al., 1987, Katz and Shatz, 1996, Feldman, 2009). The 

most prevalent and studied forms of long term plastic changes are classified based 

upon their induction and functional consequence. These include long term 

potentiation (LTP), long term depression (LTD), spike timing dependent plasticity, 

homeostatic plasticity and metaplasticity (Feldman, 2009).  Long term potentiation or 

depression represents the use dependent enhancement or weakening of a synaptic 
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connection (Malenka and Bear, 2004). Both LTP and LTD can be expressed either pre- 

or postsynaptically and have been shown to be mediated by various receptor types 

including NMDA receptors, metabotropic glutamate receptors (mGluRs) and 

endocannabinoid receptors (Feldman et al., 1998, Egger et al., 1999, Tzounopoulos, 

2008, Feldman, 2009). Together, LTP and LTD are the most studied forms of plasticity 

due to their role in learning and memory (Sossin, 2008, Schonewille et al., 2011). Spike 

timing dependent plasticity (STDP) describes a form of plasticity which drives LTP or 

LTP expression, dependent on the temporal sequence and interval between pre- and 

postsynaptic spikes (Meliza and Dan, 2006, Jacob et al., 2007). Metaplasticity describes 

an experience dependent change in the rules that govern synaptic plasticity (Abraham 

and Bear, 1996). This form of plasticity has been shown in many structures including 

the visual system where visual deprivation leads to a bias system which supports 

induction of LTP over LTD (Bienenstock et al., 1982, Clem et al., 2008). Homeostatic 

plasticity describes a global adjustment of neuronal excitability and synaptic strength 

to maintain a set level of mean cellular activity (Turrigiano and Nelson, 2004). This 

form of plasticity is normally triggered by an over- or under-usage of specific synaptic 

inputs which function as part of a wider network (Yang et al., 2011).  

I.4.2. Role of DCN in hearing loss and tinnitus 

In the DCN, both LTP (a prolonged strengthening of the synapse) and LTD (a prolonged 

weakening of the synapse) can be induced at the synapse of fusiform and cartwheel 

cells (Fujino and Oertel, 2003, Tzounopoulos, 2008). However this plasticity is 

restricted to the synapses involving parallel fibres and cannot be induced by AN fibres 

(Fujino and Oertel, 2003). This is of relevance because plasticity of the parallel fibres 
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could be essential when integrating multisensory information to allow differentiation 

between self generated noise from the trigeminal nucleus (e.g. chewing) and acoustic 

signals generated by the hair cells (Shore, 2005). Plasticity at these synapses could 

include homeostatic plasticity as a means of compensating for the sensory deprivation 

experienced during AOE-induced hearing loss (Norena and Farley, 2013). It has 

previously been reported that during AOE-induced hearing loss, there is a decreased 

excitability of DCN principal cells (Pilati et al., 2012a). In addition, there is also an 

increase of the lateral vestibular nuclei connections into the DCN (Barker et al., 2012). 

This is also associated with increased DCN responses to somatosensory stimulations 

(Dehmel et al., 2012b) and an increased expression of the vesicular glutamate 

transporter type 2 (VGluT2) in relation to the vesicular glutamate transporter type 1 

(VGluT1) in the molecular layer of the DCN (Barker et al., 2012). Cochlear 

deafferentation also triggers the same differential expression of VGluT1 and VGluT2 in 

the DCN (Zeng et al., 2009) showing that the changes in VGluT1 and VGluT2 expression 

is a consequence of the loss of AN inputs.  

In the longer term following AOE, there is a significant increase in the DCN 

spontaneous activity which has been correlated with the onset of behavioural 

evidence of tinnitus (Kaltenbach et al., 2000, Kaltenbach, 2006, Zhang and Kaltenbach, 

1998). Non auditory structures which exhibit altered activity during tinnitus have been 

shown to extend projections to the DCN. For example the perception of tinnitus can be 

modulated by head and neck movement involving the dorsal column nuclei which 

projects to the DCN (Levine, 1999, Levine et al., 2003). In addition, vagal nerve 

stimulation which alters activity in the DCN has been shown to permanently alleviate 
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the behavioural evidence of tinnitus (Engineer et al., 2011). Furthermore trans-

electrical nerve stimulation of skin areas close to the ear was shown to increase the 

somatosensory activation of the DCN which alleviated tinnitus in half of patients tested 

(Herraiz et al., 2007). Direct electrical stimulation of the DCN surface was also shown 

to elicit hearing behaviour in otherwise deaf rats (Zhang and Zhang). All this is 

suggestive of the DCN playing an integral role in the perception of sound and provides 

evidence of a compensatory response of the multisensory system to deficits which 

could lead to tinnitus. 

As the DCN is the first site of integration along the auditory pathway, plasticity leading 

to an altered output of the DCN could result in the alteration of synaptic function at all 

subsequent structures along the auditory pathway, in a bid to restore levels of 

previous activity (Turrigiano, 1999, Norena, 2011). Indeed plasticity within other 

auditory structures such as the IC which is also a multisensory site of integration and 

receives inputs directly from the DCN has been identified (Szczepaniak and Moller, 

1996, Vale and Sanes, 2002). A consequence of altered DCN synaptic activity could be 

the mis-representation of transduced sounds in the central auditory system. The 

changes induced by AOE are widespread and since structures within the auditory 

system are integrated with one another, it is highly plausible that deficits within one 

structure would have a knock-on effect on another structure. This could account for 

the delayed onset and progressive nature of tinnitus following AOE, as deficits across 

multiple structures accumulate. In my study I specifically investigate changes in DCN 

synaptic properties which could account for the switch from decreased excitability 

during hearing loss (Pilati et al., 2012a) to increased excitability during tinnitus 
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(Kaltenbach et al., 1998).  Early changes within the DCN could underpin all subsequent 

changes identified in the auditory system and ultimately be responsible for the 

perception of tinnitus.  
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II. MATERIALS AND METHODS 

 

 

 

 

 

 

 

 

 

 



24 
 

II.1. Subjects 

Male and female Wistar rats were aged between 16 and 19 days at the time of 

commencing this study. Rats were initially anaesthetised prior to recording ABRs and 

subsequently exposed to prolonged periods of loud sound (AOE). A second set of ABRs 

were recorded 3 to 5 days after the first day of AOE, at which time point in vitro 

electrophysiological recordings were performed.  In a separate set of experiments, in 

vitro electrophysiological recordings were performed concurrently with a third set of 

ABR recordings either 4 weeks or 11 to 13 weeks after the initial AOE. Behavioural gap 

detection tests were also performed in another set of experiments. Tests commenced 

when rats were aged 19 to 25 days and run for 12 to 16 weeks.  All morphological 

studies were carried out using rats aged 25 days. All experiments were carried out in 

accordance with home office regulations as described in the Animals Act (Scientific 

Procedures) 1986.  

II. 2. In vitro methodology 

II.2.1. Cresyl violet staining 

Cresyl violet is a neuronal stain that binds to the acid components of the neuronal 

cytoplasm such as ribosomes, nuclei and nucleoli (Tureyen et al., 2004). Cresyl violet 

staining reveals the cytoarchitecture of the brainstem slice and allows identification of 

the different layers within the DCN (Pilati et al., 2008). Twenty five day old Wistar rats 

were killed by decapitation and the brain was removed from the head cavity, 

transferred into tissue tek (Sakura, Tokyo Japan) and frozen using hexane and dry ice. 

Coronal brainstem slices (20 µm thick) were obtained using a cryostat (OTF 5040, 
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Bright) and mounted on polysine slides. All sections were fixed in a paraformaldehyde 

solution (5% paraformaldehyde dissolved in phosphate buffer solution – a mixture of 

Na2HPO4 and NaH2PO4; pH 7.4) for 15 mins at room temperature. The staining 

procedure was performed as follows: slides were hydrated in distilled water for 30 

mins then placed under agitation in a cresyl violet tank for 5 mins. Slides were then 

transferred into a distilled water tank for 2 mins to remove excess stain before being 

dehydrated in a 100% ethanol tank for another 2 mins. The slides were finally placed in 

xylene for 2 mins before mounting the cover slips using the synthetic resin dibutyl 

phthalate xylene (DPX). Pictures of the mounted slides were then taken using a Nikon 

DXM1200F digital camera connected to a Nikon eclipse TE2000-U inverted microscope.  

II.2.2. Dissection and slicing 

Wistar rats were killed by decapitation as described above, however all rats weighing 

over 60 g received a lethal overdose of pentobarbitone (sodium 20% w/v, tartrazine 

1409 (E102) 0.004% w/v) before decapitation. After decapitation, the brain was 

removed from the skull and placed with its ventral surface up in a cold low Na+ 

artificial cerebrospinal fluid (aCSF) containing in mM: KCl 2.5, NaH2PO4 1.2, D-Glucose 

10, ascorbic acid 0.5, sucrose 250, NaHCO3 26, CaCl2 0.1 and MgCl2 4, bubbled with 

95% O2 and 5% CO2, pH 7.4. The low Na+ concentration of the solution suppresses 

neuronal activity while the cold temperature maintains cellular structure (Aghajanian 

and Rasmussen, 1989). The meninges were removed from the brainstem with forceps 

and an incision at a 45 degree angle was made to separate the brainstem and 

cerebellum from the rest of the brain. The brainstem and cerebellum were glued onto 

the slicing platform (Fig.II.1) which was secured in a slicing chamber filled with the low 



26 
 

Na+ aCSF described above.  Coronal brainstem slices (300 μm for extracellular 

recordings and 180 µm for patch clamp recordings) were obtained using a vibroslicer 

(Leica VT1000) with a stainless steel blade (Campden Instruments, UK. Fig. II.1). 

 

 

 

Slices were transferred into a bubbling chamber with oxygenated normal aCSF 

containing in mM: NaCl 125, KCl 2.5, NaH2PO4 1.2, D-glucose 10, ascorbic acid 0.5, Na 

pyruvate 2, myo-inositol 3, NaHCO3 26, CaCl2 2 and MgCl2 1, bubbled with 95% O2 and 

Figure II.1. The slicing procedure. (A). Top view of the brainstem and cerebellum (left) 

dissected from a 25 day old Wistar rat. The tissue is mounted on the slicing platform (right) 

and secured by glue. (B) The mounted brain is submerged into the slicing chamber filled with a 

low Na+ aCSF slush solution that is constantly gassed with a mixture of 5 % CO2 and 95 % O2. 

To further maintain low temperatures, the slicing chamber is held in an ice bath throughout 

the slicing procedure. A binocular lens located above the chamber helps in identifying the DCN. 

The stainless steel blade used to cut the slices is also shown. 

 

Gas inlet

Low Na+

aCSF slush

Ice bath

Binocular

Steel blade

B

A
Cerebellum

Brainstem



27 
 

5% CO2, pH 7.4. The bubbling chamber was held in a water bath at 37 ⁰C for an hour 

then at room temperature for the remainder of the experimental day. Slices used for 

recording were transferred to the recording chamber of a Zeiss Axiovert upright 

microscope and were perfused with a normal aCSF as described above with the 1 mM 

MgCl2 been replaced with 0.1 mM MgCl2. Classical methods pair a presynaptic 

stimulation with a postsynaptic depolarisation to remove the voltage dependent block 

of NMDA receptors by magnesium ions (Mayer et al., 1984, Jahr and Stevens, 1987, 

Danysz and Parsons, 2003). In this study, performing a high frequency stimulation 

(HFS) protocol may not be able to achieve the same effect of removing the magnesium 

block. This explains the choice to reduce meagneisum concentrations in the 

extracellular medium to 0.1 mM.   

II.2.3. Electrophysiological recording setup 

Field potentials were recorded in the fusiform cell layer of the DCN in response to 

parallel fibre stimulation in the molecular layer. The electrophysiological setup used 

comprises a patch clamp amplifier (Multiclamp 700A, Axon instruments, USA) 

connected to an analogue to digital converter (Digidata 1322A). A digitimer stimulation 

unit connected to the analogue to digital converter was used to directly stimulate the 

surface of the brain slices via a concentric stimulation electrode. A Cv-7A headstage 

which contains a voltage follower was used to record field potentials in current clamp 

mode. The headstage was connected via a silver chloride wire to the recording 

electrode filled with normal aCSF for field potential recordings or an intracellular 

solution for patch clamp recordings and housed in an appropriate holder. The 

headstage was attached to a micromanipulator (Newport, Burleigh) which allowed for 
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precise positioning of the electrode (Fig. II.2). A silver chloride earth electrode also 

linked the headstage to the perfusion chamber on the stage of the upright microscope 

(Zeiss, Axioskop). Slices were placed in the perfusion chamber and their location 

maintained using a custom made harp composed of a platinum wire and nylon 

filaments. A 4x objective and a charge coupled device (CCD) camera fitted to the 

microscope were used to enable the visual localisation of the DCN. The microscope 

was mounted on an X-Y translation table (Mechanical and electronic joint workshop, 

University of Leicester) which allowed the objective to be positioned around the 

perfusion chamber (Fig. II.2). The microscope and manipulators were surrounded by a 

homemade Faraday cage and supported by an anti-vibration table (Wentworth 

Laboratories Ltd).  The same setup was used when performing whole cell recordings. 

Figure II.2: Electrophysiological setup. (A) An upright microscope (Zeiss, Axiovert) with two 

Burleigh manipulators fixed to its X-Y platform for positioning of recording and stimulating 

electrodes. A Hamamatsu CCD camera connected to the microscope allows brain slices to be 

viewed on a monitor for cellular recognition. (B) A closer view of the area surrounding the 

recording chamber with the various electrodes and the perfusion inlet and outlet lines.  
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II.2.4. Stimulating and recording electrodes 

Parallel fibres in the DCN molecular layer were stimulated using a concentric bipolar 

stimulating electrode (FHC Inc, Bowdoinham, ME, USA) connected to a constant 

voltage isolated stimulator (Digitimer Ltd).  The stimulation electrode was attached to 

a micromanipulator for precise positioning in the DCN molecular layer. Parallel fibres 

were stimulated with 100 µs pulses from 0 to 50 V when using a voltage stimulator and 

0 to 2 mA when using a current stimulator with frequencies at 0.3 Hz or 50 Hz. 

Recording electrodes were pulled from borosilicate glass capillaries (GC150F 7.5, 

Harvard apparatus, UK) using a two stage puller (PB-10 Narishige, Tokyo, Japan). Final 

pipette resistance was measured between 4 and 7 MΩ for all experiments as changes 

in the pipette resistance can interfere with the measurements of currents 

II.2.5. Perfusion of solutions 

Slices in the perfusion chamber were perfused at a rate of 1 ml/min using a peristaltic 

pump (Gilson). Solutions passed through 5 ml syringes before being transferred to the 

chamber to avoid the occurrence of bubbles. The incoming perfusion was warmed to 

36⁰C with a Peltier thermostatic controller device with a resulting bath temperature of 

34.5⁰C. Performing experiments in a raised bath temperature rather than at room 

temperature served to mimic physiological conditions and as such allow the data 

obtained to be related to in vivo conditions. Separate perfusion lines were required to 

allow the rapid change over of the bath solution without contamination when drug 

effects were being tested. A zero calcium aCSF solution was also made which was 

similar in constitution to the normal aCSF except for the 2 mM CaCl2 and 1 mM MgCl2 

been replaced with 2 mM EGTA and 2 mM MgCl2. 
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II.2.6. Extracellular field potential recordings 

II. 2.6.1.  Analysis of field potentials 

Slices in the recording chamber were held in place by a harp and the DCN visualised 

under an upright microscope. Upon placement of both electrodes (stimulation 

electrode: molecular layer, recording electrode: fusiform cell layer), the 1 mM Mg2+ 

aCSF perfusion solution was exchanged for a 0.1 mM Mg2+ aCSF. Recordings were 

carried out at 0.3 Hz to avoid run down of the synaptic response that could result from 

vesicular depletion (Schneggenburger et al., 2002). Recording field potentials in 

response to parallel fibre stimulation resulted in a multiphasic response, in accordance 

with a previous study performed in the guinea pig (Manis, 1989).  

Each peak in the field potential is identified as a negative or positive deflection. All 

negative and positive peaks after the artefact of stimulation were numbered 

sequentially from the first (N1 or P1) through to the last (Fig. II.3). The amplitude of 

each negative deflection was calculated as the average amplitude of the positive peaks 

on either side of the baseline minus the amplitude of the negative deflection (Fig. II.3). 

For example, the N1 amplitude was calculated as shown below: 

              
       

 
     

1 ms
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N2N1
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Figure II.3. Field potential response 
components. An average of ten individual 
traces recorded at 0.3 Hz stimulation. The 
response consists of an initial triphasic 
wave (P1-N1-P2), followed by a fast 
negative (N2) and a slower positive P3. 
The N1 and N2 amplitudes were measured 
as indicated by the double arrowed line 
between the peaks and the baseline 
indicated by the dotted line.    
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An alternative analysis was also performed where the N1 amplitude was calculated as 

the difference in amplitude from the baseline (pre-artefact of stimulation) to the N1 

peak (Appendix 1). This alternate measurement could not be applied to the N2 

component because of the wide variety in form of the N2 component between 

experiments. Indeed, the form of the N2 component has been to shown to be sensitive 

to the position of the recording electrode within the DCN (Manis 1989; See results 

section 2.2.1 and Fig. 2.4). Furthermore, in some experiments, the N2 peak was above 

the baseline preceding the stimulation artefact. Therefore applying this alternate 

analysis method would result in negative amplitudes which do not accurately reflect 

the field potentials recorded.   

II.2.6.2. Separation of the pre- and postsynaptic components   

It has previously been shown that the spatial distribution of the field potentials can 

give an indication of the pre- and postsynaptic components (Manis, 1989). Therefore 

recordings were performed where the stimulation and recording electrodes were 

initially placed in the molecular and fusiform cell layer respectively.  Once a suitable 

response was obtained, the stimulation electrode was no longer moved. The 

microscope view was then switched to the CCD camera and the position of the 

recording electrode in the DCN fusiform cell layer was noted. Ten traces were captured 

in this position and the recording electrode was then moved by a distance of 50 µm 

along the transverse axis to capture another average of ten traces. This was repeated 

until the position of the recording electrode was in the heart of the molecular layer 

and a further average of ten traces recorded. Three of the recording electrode 

positions have been identified in Fig. II.4. 
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Figure II. 4: Cresyl violet image showing positioning of stimulating and recording electrodes. 

A coronal brainstem slice (left) 300 μm thick with the DCN location indicated (dotted line). A 

blown up section of the DCN (right) indicates the positioning of the electrodes in relation to 

each other. The stimulation electrode (STIM) was placed in the molecular layer (ML). The 

recording electrode was initially placed at position (A) in the fusiform cell layer and then moved 

along the transverse axis to position (B) and then position (C). 

 

II.2.6.3. Determination of the conduction velocity   

To record the conduction velocity along parallel fibres, both stimulating and recording 

electrodes were placed in the molecular layer to record presynaptic field potentials 

(N1) in isolation (Manis, 1989). To record the conduction velocity along the AN, both 

the stimulating and recording electrode were placed in the deep layer for the same 

reason. In both cases, the recording electrode was sequentially moved in the 

longitudinal plane away from the stimulation electrode to allow a longer onset latency 

of the action potential and to calculate the conduction velocity of the action potential 

using the formula below: 

                             
            

        
 

Where ‘Distance’ is the distance between the stimulation and recording electrodes in 

meters (m) and ‘Time’ is the duration from the artifact of stimulation to the onset of 

the presynaptic response in seconds (s).  
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II.2.6.4. Stimulus intensity relationships 

Preliminary experiments revealed that the minimum voltage intensity to elicit a 

recordable field potential was between 5 and 10 V. Therefore in this study the 

minimum intensity of all recordings started from 10 V to maintain uniformity in the 

data sets.  Once a response was established, the stimulation intensity was stepped up 

in increments of 10 V in order to recruit additional fibres and increase the proportion 

involved in the evoked response. An average of 10 sweeps was recorded at each 

stimulation intensity and the intensity eliciting half the maximal amplitude of the N2 

response was applied for the remainder of the experiment. The reason for this was not 

only to avoid neuronal damage which has been shown to occur as a result of over 

stimulation (Puel, 1995) but also to avoid saturation of the postsynaptic receptors. It is 

possible that an increase in the response amplitude as a consequence of plasticity 

could be occluded if recordings are performed at a stimulation intensity which 

saturates the postsynaptic receptors. The data obtained from recording responses 

evoked by multiple stimulation intensities was used to plot an input-output graph 

which was fitted with a linear function (y = mx + c: where ‘y’ is the response amplitude, 

‘m’ is the gradient, ‘x’ is the stimulation intensity and ‘c’ is the y intercept). 

Alternatively, the Hill equation was used (y = 
   

     
; where ‘y’ is the response 

amplitude, ‘a’ is the maximum of y, ‘b’ is a free parameter adjusted to obtain an 

optimal fit , ‘c’ is the value on the x-axis corresponding to 50% of the y-max and ‘x’ is 

the stimulation intensity). From this fitted input-output curve, threshold stimulation 

was deduced as the minimal stimulation intensity eliciting 5% of the maximum 

response amplitude (a). Slope was calculated as the linear rising component of the fit 
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and the maximum response amplitude was the maximum point derived from the Hill 

equation. 

II.2.6.5. Paired pulse facilitation  

Paired pulse stimulations were used to confirm the postsynaptic component of the 

field potentials. Paired pulse facilitation (PPF) is a phenomenon that is unique to 

postsynaptic response (Eccles et al., 1967, Manis, 1989) and is explained by a Ca2+ 

dependent elevation of transmitter release (Abbott and Regehr, 2004). Residual Ca2+ 

that remains in the presynaptic terminal from the calcium influx induced by an initial 

stimulation primes some vesicle release sites (Katz and Miledi, 1968, Zucker, 1993). A 

second stimulus arriving shortly after also induces a Ca2+ influx which causes an 

increase in the amount of neurotransmitter released and as such a larger response at 

the postsynaptic terminal (Muller et al., 2008). Paired pulse stimulations at 0.3 Hz were 

applied with interval gaps ranging from 200 ms to 10 ms with an average of 10 sweeps 

recorded for each interval gap. The response amplitude evoked by the second stimulus 

was calculated as a ratio of the response amplitude evoked by the first stimulus.  

                    
                                                

                                              
 

Paired pulse facilitation was described as a significant increase in this ratio.  

II.2.6.6. Long term potentiation of field potentials  

The effect of HFS (2 x 50 Hz for 15s with a 1s respite) was used to investigate synaptic 

plasticity in the DCN (Manis and Molitor, 1996, Fujino and Oertel, 2003). A 10 min 

stable baseline period in response to 0.3 Hz stimulation at half maximal N2 amplitude 

was established prior to the HFS. Following the HFS protocol, recordings at 0.3 Hz were 
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carried out for a further 30 mins or 90 mins to assess the levels of synaptic plasticity. 

The role of NMDA receptors in DCN synaptic plasticity was also investigated by 

applying 25 μM D-(-)-2-Amino-5-phosphonopentanoic acid (D-AP5) prior to or 30 mins 

after the HFS. 

II.2.6.7. Pharmacological tests under field potential recordings 

Field potentials were recorded in 0.1 mM Mg2+ aCSF medium and in zero Ca2+ aCSF to 

identify pre- and postsynaptic responses. The effects of blocking excitatory and 

inhibitory transmission in the DCN were also investigated by carrying out recordings in 

the presence of 10 μM 2,3-dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-

sulfonamide (NBQX) to block AMPA receptors, 25 μM D-AP5 to block NMDA receptors, 

10 μM strychnine to block glycine receptors, 10 μM gabazine to block GABA receptors 

or 1 μM tetrodotoxin (TTX) to block Na+ channels and therefore action potentials. 

Drugs were made up to 1 mM stock concentration and diluted in 0.1 mM Mg2+ aCSF on 

the day of testing to the final concentrations described. Recordings were also 

performed to test the effects of perfusing a high magnesium (10 mM) extracellular 

solution. Pharmacological testing required the complete changeover of the perfusion 

solution for which a 4 to 5 min period was allowed. Upon switching perfusion, 

recordings lasted 5 to 10 minutes before applying a wash.  

II.2.7. Whole cell recordings  

II.2.7.1. Whole cell voltage clamp technique 

The whole cell patch clamp (Neher and Sakmann, 1992) requires the formation of a 

giga-ohm seal between the tip of a glass micropipette and the cell membrane. The 

pipette is filled with an intracellular solution designed to maintain cell viability upon 
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‘break-in’. This intracellular solution is kept in contact with a silver chloride wire to 

conduct electrical currents to the patch clamp amplifier. Upon forming a high 

resistance giga-ohm seal between the pipette tip and the cell membrane, a strong 

negative pressure or suction is applied to rupture the membrane section under the 

pipette tip without disrupting the giga-ohm seal or cell viability. This successful ‘break-

in’ into the cell is indicated by a negative shift in the recorded cell membrane potential 

and a large reduction in the measured resistance. The decreased resistance which is 

currently recorded will now be due only to the input resistance of the cell and the 

series resistance of the pipette. When currents flow across the membrane, the series 

resistance causes an error between the true cell potential and the measured potential. 

The MultiClamp 700A amplifier used here has an inbuilt system for correcting errors 

associated with the series resistance. This involves measuring the series resistance and 

predicting the ensuing error values. The system then adds a proportional voltage signal 

to correct for the predicted errors which is defined by the user as a percentage of the 

series resistance (series resistance compensation). In my experiments, I recorded a 

typical series resistance of 10 to 20 MΩ which I compensated by 60 to 70%. I used the 

whole cell recording technique to record ionic currents in voltage clamp mode 

(Hodgkin and Huxley, 1952) while holding cells at a fixed voltage potential of -70 mV. 

All electrophysiological data was acquired using the software Clampex 9.2 and 

analyzed using Clampfit 9.2. Field potentials and whole cell EPSCs were collected via 

PClamp 9.2 at a sampling rate of 20 kHz and filtered at 6 kHz using an in-built 4-pole 

Bessel filter. Final graphic representations were performed using Sigmaplot 2000 and 

Excel 2007. 
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II.2.7.2. Intracellular solutions 

The electrodes were filled with an intracellular solution containing in (mM): Cs-

gluconate 130; EGTA 5.4 HEPES 10; MgCl2 1; NaCl 2; QX314 2 and adjusted to pH of 

7.1-7.3 with CsOH. This solution was used to achieve a chloride equilibrium potential of 

-90 mV. The use of caesium instead of potassium allowed for reduction of the leak 

currents underlined by potassium fluxes. This increased the cell viability when 

recording for prolonged periods in different release probability states. QX314 was 

added to the intracellular solution to block sodium channels and prevent unwanted 

unclamped action potentials (Oleskevich et al., 2000). The intracellular medium was 

filtered using a 0.2 µm filter (Millipore, UK). 

II.2.7.3. Recording excitatory postsynaptic currents  

Fusiform cell excitatory postsynaptic currents (EPSCs) were evoked by either 

stimulation of the AN or parallel fibres at intensities between 0.1 to 2 mA. All 

recordings were performed in the presence of strychnine (20μM), gabazine (10μM) 

and D-AP5 (25μM) to allow the isolation of EPSCs mediated by AMPA receptors alone. 

Reported EPSC amplitudes are an average of 5 to 10 individual traces recorded at a 

stimulation frequency of 0.3 Hz. 

II.2.7.4. Functional segregation of synaptic pathways 

Fusiform cells receive multisensory inputs via parallel fibres located in the molecular 

layer and auditory inputs via the AN located in the deep layer (Mugnaini, 1985). Both 

inputs are theoretically spatially segregated (Osen, 1969, Brawer et al., 1974). 

However, the cell bodies of the parallel fibres which are the granule cells are also 
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located in the deep layer. This raises the possibility that placing the stimulation 

electrode in the deep layer to stimulate the AN may inadvertently stimulate the 

multisensory inputs. Cross facilitation tests were therefore carried out to confirm the 

functional segregation of the two pathways (Tzounopoulos et al., 2004). In these tests, 

two stimulation electrodes were used and the stimulation of the multisensory pathway 

was preceded by 60 ms with a stimulation of the AN pathway (Fig. II.5).  
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Figure II.5. Stimulation of the AN fibres specifically activates AN synaptic inputs. (A) The 
EPSCs evoked by a paired pulse stimulation of multisensory inputs (MS(1) and MS(2)) at 0.4 mA 
and 60 ms intervals leads to PPF. (B) EPSCs evoked by 0.4 mA stimulation of the MS inputs 
were preceded 60 ms by either a low (0.4 mA) AN stimulation (EPSC(2’)) or no AN stimulation 
(EPSC(2)). The amplitude of the EPSC evoked by MS input stimulation is unaffected by a 
preceding low stimulation intensity of the AN. (C) Same protocol as (B) shows that the 
amplitude of the EPSC evoked by MS input stimulation is unaffected by a preceding high 
stimulation intensity (1.6 mA; EPSC(2’’)) of the AN. (D) Bar charts of PPRs show a significant 
facilitation only with a paired multisensory pathway stimulation (** P < 0.01, One way ANOVA 
on Ranks, Dunnett’s test). All traces are averages of ten individual traces. Overlay of EPSCs 
have been shifted and stimulation artefacts removed for clarity. 
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Stimulation of the AN pathway was carried out at both high and low intensities 

because it is known that high intensity stimulations lead to fibre recruitment (Sims and 

Hartell, 2005). Functional segregation was confirmed if the low or high intensity 

stimulation of the AN did not affect the EPSC amplitude evoked by stimulation of the 

parallel fibres 60 ms later. The use of cross facilitation tests led to a total of 5 cells 

being discarded during this project.  

II.2.7.5. Stimulation of synaptic inputs  

Auditory nerve fibres in the deep layer or parallel fibres in the molecular layer were 

stimulated with a concentric bipolar electrode to evoke recordable EPSCs in fusiform 

cells. A current stimulator was used in these experiments with a minimal stimulation 

intensity of 0.1 mA which was increased to a maximal intensity of 2 mA to recruit 

additional inputs to the cell. Ten traces were averaged together and the EPSC peak 

amplitude was calculated on the averaged trace. The EPSC amplitude elicited at each 

stimulation intensity was used to plot an input-output graph which was fitted with a 

Hill function as previously described. Paired pulse facilitation tests were also 

performed when recording fusiform cell EPSCs.  

II.2.7.6. Quantal analysis 

Quantal analysis was used to calculate the number of functional release sites (N), the 

quantal size (Q) and the release probability (P) at a synapse. These three parameters 

are directly linked to the size of the EPSC response by the equation below (Castillo and 

Katz 1954): 

Mean EPSC = N x P x Q 
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The technique of variance-mean (VM) analysis also known as multiple probability 

fluctuation analysis was used to estimate N, P and Q (Clements and Silver, 2000). The 

technique requires EPSCs to be recorded over a range of extracellular calcium 

concentrations to alter the probability of release between the ranges of 0 and 1. The 

mean EPSC amplitude and variance are then calculated over a stable epoch of a 

minimum of twenty events after wash in of each extracellular solution. The VM 

relationship can then be fitted with a parabola using the equation 

y = Ax – Bx2 

where y and x are the EPSC variance and mean amplitude respectively, whereas A and 

B are free parameters adjusted to optimally fit the parabola to the VM plot. The shape 

of the parabola is closely linked to the three quantal parameters (N, P and Q).  The 

initial slope of the parabola provides an estimate of Q, the degree of curvature 

estimates P and the size of the parabola is related to N (Clements and Silver, 2000). 

Upon fitting the data with the parabola function, P and Q can be calculated using the 

equations below: 

P = x(B/A)(1+CV2) 

Q = A/(1+CV2) 

Where CV2 is the square of the coefficient of variation of the EPSC amplitude at a given 

calcium concentration and calculated as : 

CV2 = ( 
                  

    
 )2

 

A minimum estimate N can also be calculated using the equation below: 

N = 1/B 
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The VM analysis was used to calculate quantal parameters because it does not require 

the assumption that release probability and quantal amplitude are uniformly 

distributed at all release sites of a given axon (Clements and Silver, 2000). In addition 

by performing recordings in the presence of D-AP5, gabazine and strychnine, I blocked 

NMDA, GABA and glycinergic receptors, therefore effectively isolating transmission via 

AMPA receptors. There are also some limitations to the successful use of this method 

which were taken into consideration. Firstly, the method requires a constant number 

of independent release sites to be activated over the course of the experiment to help 

ensure that both ‘Q’ and the coefficient of variation of the synaptic response remain 

unaltered over time (Reid and Clements, 1999). Therefore the stimulation intensity 

was constant throughout the recording period. The stimulation intensity of 0.4 mA was 

chosen when studying parallel fibre evoked EPSCs because previous reports from this 

lab showed that AOE induced deficits at parallel fibre synapses pertaining to the firing 

rate of cells, persisted at low stimulation intensities and was overcome at high 

stimulation intensities. When studying AN evoked EPSCs, AOE significantly decreased 

the EPSC amplitude at 0.2 mA and 2 mA stimulation intensity. Quantal analysis tests 

were performed at 2 mA stimulation intensity because preliminary experiments 

showed that upon switching to a low calcium perfusion solution with a 0.2 mA 

stimulation intensity, there was an unwanted increase in the number of failures which 

would impede the accurate fitting of a parabola to the VM plot. The second limitation 

to be considered was that the VM method of quantal analysis requires a minimum 

number of 20 events per epoch to be collected (Clements and Silver 2000). In line with 

this, a stable number of 30 to 60 events were collected at each extracellular calcium 

concentration tested. Lastly, it has been shown that when release probability is 
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increased closer to 1 due to high extracellular calcium concentrations, the VM 

relationship becomes skewed and no longer fits a parabola (Oleskevich et al., 2000). 

Preliminary tests revealed that at extracellular calcium concentrations of 4 to 5 mM, 

the VM relationship became skewed. For this reason, extracellular calcium 

concentrations in the range of 0.5 to 3 mM were used. At these concentrations the VM 

relationship did not deviate from its parabola form so I could confidently use the 

above equations to derive values for N, P and Q.  

II.3. In vivo methodology 

II.3.1. Anaesthesia and sedation 

Rats were anaesthetised during the recording of auditory brainstem responses (ABRs) 

and also during the AOE period. The anaesthesia used was a mixture of fentanyl and 

fluanisone (marketed as Hypnorm; VetaPharma Ltd) and midazolam (marketed as 

Hypnovel; Roche). Intraperitoneal injections were carried out with a combination of 

drugs at the following doses: fetanyl (0.15 mg/kg), fluanisone (5 mg/kg) and 

midazolam (2.5 mg/kg). Fentanyl is a highly potent μ opiod agonist with a rapid onset 

but relatively short duration (Inoue et al., 1994). The side effects of fentanyl include 

central nervous system and respiratory depression as well as bradycardia (Smydo, 

1979, McLoughlin and McQuillan, 1997). Fluanisone, a tranquilizer belonging to the 

butyrophene group potentiates the analgesic effect of fentanyl while also antagonising 

its negative side effects (Inoue et al., 1994). The combination of fentanyl and 

fluanisone ensures that rats are under anaesthesia for at least 60 minutes. Midazolam  

is a benzodiazepine which acts as a potent sedative analgesic agent. Midazolam has a 

rapid onset and a short duration due to its rapid rate of metabolism (Flecknell and 
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Mitchell, 1984). On its own midazolam does not induce anaesthesia in rodents; 

however it potentiates the effects of fentanyl (Pieri et al., 1981). A combination of 

these three drugs produces neuroleptanalgesia with skeletal muscle relaxation in many 

rodents (Flecknell and Mitchell, 1984). This combination ensured that sedation lasted 

for about 90 minutes and a 50% top up dose was applied if the rat showed signs of 

regaining consciousness (e.g. pedal reflex withdrawal). Saline (200 μl) was also 

administered hourly via subcutaneous injection to maintain fluid balance. 

II.3.2. Acoustic overexposure  

Acoustic overexposure (AOE) was performed on anaesthetised rats aged between 16 

and 19 days in a sound insulated box with a loudspeaker delivering a 14.8 kHz, 110 dB 

SPL sound for 2 or 3 sessions, of 3 hours across 2 to 3 consecutive days (Fig. II.6). 

 

 

Figure II.6. Acoustic overexposure setup. (A) A single tone function generator connected to 
an amplifier was used to deliver 110 dB SPL, 14.8 kHz tone. (B) The signal was transmitted to 
a noise insulated enclosure via a loudspeaker (indicated by arrow) located above the 
anaesthetized rat. Rats were placed on a heating pad to maintain the body temperature. 
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 Although of a longer duration, the intensity of the exposure used falls within the range 

of intensities utilised by other researchers (Wang et al., 2009; Kujawa and Liberman 

2009). The acoustic signal was generated by a TG550 function generator (Thurlby 

Thandar instruments, UK) linked to loudspeakers via an amplifier (px-iii, Eminence; Fig. 

II.6). Littermates that were only anaesthetised for the same period as AOE served as 

controls.  

II.3.3. Auditory brainstem response recordings 

II.3.3.1. The recording setup  

Anaesthetised Wistar rats were placed on a heated pad and exposed to short tone pips 

(5ms) of varying frequencies (8 to 30 kHz) delivered via an acoustic driver placed 

directly above the ear of the rat. (Fig. II.7). 

Figure II.7. Placement of the 
acoustic driver and the recording 
electrodes. The acoustic driver (AD) 
is placed directly above the rat ear 
and delivered short tone pips of 
varying frequencies and intensities. 
The ABR triggered by these tone 
pips was recorded by three 
subdermally placed electrodes (a 
positive (+) and negative (-) 
electrode in close proximity to the 
ear and an earth electrode (E) on 
the rump. 

The tone signal was generated by a Thurlby Thander arbitrary waveform generator 

(TGA 1230, 300 MHz, Tucker Davis, US) which had a peak to peak amplitude of 20 V 

corresponding to an intensity of 94 dB SPL. The generator was controlled via the 

analogue to digital converter (ADC) output of a computer at a stimulus rate of 10 Hz.  

AD

+ E-
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Figure II.8. Auditory brainstem response recording setup. A waveform generator 
(A) produces short tone pips of varying frequencies (8-30 kHz) at 94 dB SPL which 
can be attenuated in 10 or 3 dB SPL steps (B). Tone pips are delivered to the rat ear 
via an acoustic driver (C) and the elicited ABR is recorded by three subdermally 
placed electrodes (D), connected to an amplifier (E). The resulting signal is viewed 
as an ABR trace via a custom made software (GlaxoSmithKline) (F). 
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The stimulus signal was fed into two programmable digital attenuators (Tucker Davis 

technology, USA), the first of which attenuated the signal in 10 dB SPL steps and the 

second in 3 dB SPL steps before being delivered by a reverse driven battery-operated 

B&K microphone (B&K 4134) serving as an acoustic driver. The final ABR trace was an 

average of 100 to 400 responses (depending on signal resolution) recorded by 

subdermally placed electrodes (Fig. II.7) with an input gain of 20 μV/div connected to 

an amplifier (Medelec Sapphier 2A). The amplifier feeds the analogue signal via the 

ADC input of the ADC sampler at a rate of 16 kHz (Fig. II.8). 

II.3.3.2. Analysis 

Auditory brainstem response recordings are a representation of the auditory pathway 

activity in response to a brief acoustic stimulus such as a single tone frequency (tone 

pip) or a click (broadband stimulus). The ABR provides an estimation of the hearing 

threshold or the subject’s sensitivity to sound and can be used to identify neurological 

abnormalities along the auditory pathway (Starr and Achor, 1975). The rat ABR begins 
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to develop by postnatal day 12, it comprises  2 distinct peaks (peak I and II) by 

postnatal day 14 and 5 peaks (peak I to V) by postnatal day 36 (Blatchley et al., 1987). 

At the time of first ABR recordings (P16 - 25), the rat ABR comprised 2 – 4 peaks. 

However due to their distinct and constant nature, only the presence of peak I and II 

were used as a measure of the hearing threshold.  The ABR peaks are generated by a 

series of action potentials and postsynaptic potentials ascending the lower portion of 

the auditory pathway and occurring within 6 ms of onset (Church et al., 1984) (Fig. 

II.9) . The neurogenerators of the rat ABR have not been determined, however in mice 

they reflect activity along the AN (peak I), the cochlear nucleus (peak II), the superior 

olivary complex (peak III) and the LL and/or IC (peak IV) and the auditory cortex (peak 

V) (Sulkowski, 1988). 
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Figure II.9. Identifying the 

hearing threshold using ABRs. 
The example traces shown were 
recorded from an anaesthetized 
Wistar rat (P16)   prior to 
performing an AOE. The ABR 
recordings were evoked by a 24 
kHz single tone frequency at 
varying intensities (31-94 dB 
SPL). The dashed lines indicate 
peak I and II position at 94 dB 
SPL. The lowest intensity at 
which peak one (I) and two (II) 
are detected is defined as the 
threshold, indicated here by the 
circled T at 34 dB SPL. Notice 
that the latency of the peaks 
increases as the sound intensity 
decreases. 
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 The ABR recordings were used to assess changes in the hearing threshold induced by 

AOE and/or administration of specific drugs (memantine: 5mg/g/day or MgCl2: 

5µl/g/day). In this study the hearing threshold was defined as the minimum sound 

intensity where ABR peaks ‘I’ and ‘II’ can be clearly elicited. A typical example of how 

this was carried out is shown in Fig. II.9. In the short term following AOE, some 

subjects exhibited a flat ABR trace with no discernible peaks at 94 dB SPL and were 

therefore assigned a theoretical hearing threshold of 95 dB SPL for the purpose of 

statistical analysis.  To track the changes of the hearing threshold, ABR threshold shifts 

were calculated as the difference between the hearing thresholds recorded from two 

separate ABR sessions. Short term threshold shifts were calculated as the hearing 

threshold recorded on day 3 to 5 (second set of ABRs) minus the hearing threshold 

recorded on day 0 (first set of ABRs). Long term threshold shifts were calculated as the 

hearing threshold recorded at the third set of ABRs (either 4 weeks or 13 weeks after 

first ABRs) minus the hearing threshold recorded at day 0 (first set of ABRs). In addition 

to the hearing threshold and threshold shifts, parameters such as the peak ‘I’ 

amplitude and the latency to peak ‘I’ were also calculated (Fig. II.10). Changes to these 

parameters between the first, second and third set of ABR recordings were also 

analysed. 

Figure II.10.  Analysis of auditory 
brainstem responses. The example 
trace shown was recorded from an 
anaesthetised Wistar rat (P16)   prior 
to performing an AOE and elicited by 
a 24 kHz tone at 94 dB SPL.  The peak 
‘I’ latency (ms) and amplitude (µV) 
are measured as indicated by the 
arrows.  
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II.3.4. Tinnitus screening via the gap detection method  

Behavioural tests used to screen for tinnitus have always required the training of 

animals to respond distinctively to the absence or presence of an acoustic stimulus 

(Bauer et al., 1999, Guitton et al., 2003). These tests require complex behavioural 

manipulations and months of behavioural training making it difficult to implement. 

More recently a novel tinnitus screening method which requires no such training has 

been described (Turner et al., 2006). The technique is based on the modulation of the 

acoustic startle reflex using background sounds (Koch and Schnitzler, 1997, Braff et al., 

1999).    The acoustic startle reflex is a contraction of the skeletal and facial muscles in 

response to an abrupt and intense (> 80 dB SPL) auditory stimulus (Leumann et al., 

2001). The force of the reflex is linked to the amplitude of the startle stimulus 

intensity. The startle reflex can also be attenuated by preceding the startle stimulus 

with a non-startling stimulus (< 80 dB SPL); this is better described as a pre-pulse 

inhibition (Hoffman and Donovan, 1994). A variant of this pre-pulse inhibition is to 

embed a short silent gap into a continuous background tone which precedes the 

startling stimulus. Rats are capable of detecting silent gaps in a background tone (Ison 

et al., 1991, Threlkeld et al., 2008) and this can serve as the non-startling stimulus to 

cause pre-pulse inhibition. The duration of the silent gap used was 50 ms and this has 

previously been shown capable of attenuating the startle reflex in rats 

(Fig.II.11.)(Turner et al., 2006, Gaese et al., 2009).  
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Rats with tinnitus are unable to detect the silent gap if the background frequency 

closely matches the frequency of the perceived tinnitus (Turner et al., 2006, Wang et 

al., 2009). This provided a basis to use the gap detection tests as a method to screen 

for rats with tinnitus. 

II.3.5. The gap detection setup  

Two different gap detection setups were used in these experiments. The first gap 

detection setup provided by Panlab industries was later replaced by one which was 

provided by Kinder Scientific and used to collect data reported in Chapter 3. 

II.3.5.1. The Panlab gap detection setup  

Gap detection tests were first performed using a system acquired from Panlab. Tests 

were conducted with a broadband or single tone background sound and startle stimuli 

presented through a speaker placed in the ceiling of a testing chamber located within a 

noise insulated box. The loudspeakers received computer generated signals delivered 

via an interface (LE 118-8 start & fear interface, Panlab, Spain). The platform of the test 

chamber was connected to a transducer (LE 111 load cell coupler, Panlab, Spain) linked 

BT 

SG 

BT 

SR2 

SR1 

SS 

SS A

B 50 ms

0
.1

 N

Figure II.11. Attenuation of the 
acoustic startle reflex. Screen shots 
captured from the StartleFear 
Panlab system for gap detection. 
Activity of the rat is recorded in the 
presence of a 60 dB SPL 
background tone (BT). (A) The 
startle reflex (SR1) in response to 
the startle stimulus (SS) is 
indicated. (B) Preceding the startle 
stimulus (SS) with a 50 ms silente 
gap (SG) in the background tone 
(BT) attenuates the amplitude of 
the startle response (SR2). 
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to a computer via the LE 118-8 interface. The transducer gave a measure of motion 

and force applied to the grid platform on the floor of the enclosure. A homemade 

Perspex holder (Mechanical and electronic joint workshop, University of Leicester) 

with holes to allow sound passage was placed onto the grid platform to limit the 

movement of rats during testing. Sound delivery and recording of the startle response 

elicited was controlled by the programme StartFear V1.02 (Panlab, Spain). 

II.3.5.2. The Kinder Scientific gap detection setup 

As the Panlab system was limited to delivering frequencies up to 10 kHz, experiments 

were later conducted using a system acquired from Kinder Scientific. Gap detection 

tests performed with this setup were conducted with background sound which was 

either a BBN or one of various octave based sounds centred at specific frequencies (8, 

10, 12, 16, 20 and 24 kHz) 

Control 
chassis

Startle monitor 
cabinet

Host PC Auxillary amplifier

External 
soundcard

B

Pressure 
plate

C
Speakers

Animal 
holder

Host PC
Control 
Chassis

Startle monitor 
cabinet

External 
soundcard

Auxillary
amplifier

A

Figure II.12. Kinder 
Scientific gap detection 
setup. Schematic 
representation (A) and 
visual image (B) of 
connections between 
components of the setup as 
described in the text. Tests 
were carried out in a noise 
insulated box (C) with a 
loudspeaker above and a 
motion sensory plate 
below. To limit movements, 
the rat was placed within a 
holder with holes for sound 
passage. 
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 The system comprises a startle monitor cabinet connected to the host PC via the 

control chassis which serves as an interface (Fig. II.12). High frequency sounds were 

generated by an external sound card which is connected via an auxiliary amplifier to 

loudspeakers located in the ceiling of the cabinet. Rats were kept in a Perspex holder 

mounted on a pressure plate in a sound insulated box (Fig. II.12B). Sound delivery and 

recording of the startle response was controlled by the programme StartleMonitor 

(Kinder Scientific). The Perspex holder used in this study had larger holes on all sides to 

allow better sound passage. Nonetheless it was worthwhile to bear in mind that high 

frequency sounds will be attenuated to a higher degree compared to lower frequency 

sounds. This means that errors in behavioural measures of the startle response would 

be greater for high frequency stimuli compared to low frequency stimuli.   

II.3.6. Gap detection protocols 

Gap detection tests were carried out in one of multiple background sounds dependent 

on the gap detection system been used. Specific frequencies were used to screen for 

tinnitus whereas BBN was used to test for hearing loss. At the time of first gap 

detection tests, rats were aged between 20 and 25 days old and testing continued for 

up to 12 weeks. The amplitudes of the background sound and startle stimulus were 

calibrated to be 60 dB SPL and 110 dB SPL respectively at the level of the rat ear using 

a B&K 4134 microphone. Each test consisted of 24-trials presented with a 20 to 30 s 

variable inter-trial interval where only the background sound of choice was played. 

Each session began with a 2 minute acclimatisation period to the background sound 

followed by two trials consisting of an abrupt startle eliciting noise burst (BBN, 110 dB 

SPL, 20 ms duration). The session consisted of 12 startle only trials where no silent 
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gaps were presented, pseudo-randomly mixed with 12 trials where the silent gap was 

embedded in the background tone. The silent gaps were 50 ms in duration and began 

100 ms before the startle stimulus. This has previously been shown to produce stable 

levels of gap induced inhibition of the startle reflex in rats (Turner et al., 2006). To 

obtain a gap detection ratio (GDR) for the purpose of identifying animals with deficits, 

the amplitude of the startle reflex when the startle stimulus was preceded by a silent 

gap (G) was divided by the amplitude when there was no preceding silent gap (NG).  

                     
 

  
 

Testing of the startle reflex does not cause a temporary or permanent shift in the 

hearing threshold, making it possible to use this technique when investigating deficits 

of the auditory pathway (Turner et al., 2006). 

Using the Panlab system, gap detection tests were carried out with either a 10 kHz 

background sound or a BBN (the system was unable to generate higher frequency 

tones). Rats were tested once a week for 7 weeks following the first gap detection 

tests. On the other hand when using the Kinder scientific system, gap detection tests 

were carried out with a background sound which was either one of the various octave 

based sounds centred at specific frequencies (8, 10, 12, 16, 20 and 24 kHz) or a BBN. In 

addition, Wistar rats aged between 19 and 22 days were initially screened for good gap 

detection in both a BBN and octave based frequency background. Only rats with a GDR 

below 0.85 in the BBN background were selected and tested again every 3 weeks for 

up to 12 weeks. This value of 0.85 is higher than the value used by other researchers 
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because of the under developed auditory system of the young rat which leads to 

relatively higher GDRs. 

II.4. Modelling 

A  model of a mammalian myelinated axon (McIntyre et al., 2002) was adapted from 

the database archive of the NEURON simulation environment and was used to 

estimate the effects of physiological changes in the lamella number, the node length 

and diameter, the paranode length and diameter, the juxtaparanode length and 

diameter (McIntyre et al., 2002).  The axon was modelled as a multicompartmental 

double cable, with separate representations of the axolemma and the myelin sheath. 

Nodes of Ranvier, paranodes and juxtaparanodes segments were included as separate 

compartments with different geometry and electrical properties. Action potentials 

were generated at the nodes with modified Hodgkin–Huxley equations that 

incorporate nonlinear fast Na+, persistent Na+, slow K+ conductance, a linear leak 

conductance, and membrane capacitance. The axolemma and myelin sheath in 

paranodal and juxtaparanodal segments each have a passive linear conductance in 

parallel with membrane capacitance. Data from all segments were used to simulate 

the conduction velocities. The model axons propagated an action potential in response 

to a supra-threshold, depolarizing current step delivered to the node at one end. 

Conduction velocity was measured as the distance between the 10th and 20th nodes, 

divided by the action potential conduction time between those nodes. All simulations 

were run in NEURON.  
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II.5. Experimental conditions 

In vivo drug administration to alleviate the deficits induced by AOE was carried with 

either memantine or magnesium. Subcutaneous memantine (5mg/kg) injections were 

carried out immediately after each AOE session for three days. After 3 to 5 days the 

benefits of this drug administration on the shifts in ABR hearing threshold and 

identified AOE deficits in vitro were assessed. Subcutaneous MgCl2 injections (5 µl/g) 

were also carried out immediately after each AOE session. In addition some rats had 

the normal drinking water supplemented with magnesium threonate (604mg/kg/day) 

which contained 50mg/kg/day elemental magnesium (Scheibe et al., 2001, Abaamrane 

et al., 2009, Abumaria et al., 2011). The average drinking water was monitored daily 

and determined to be ~35 ml per day. This allowed the administration of the right daily 

dose. The following section details the treatments of the various animal groups used in 

this study.  

Unexposed conditions (Un) comprise data from rats unexposed to sound but 

anaesthetised for the same duration which overexposed rats (AOE) were exposed to 

sound. During that time, unexposed rats were kept in a recovery enclosure and on a 

heating pad to help maintain body temperature. In experiments investigating the 

induction of tinnitus, unexposed rats had ABRs obtained at the time of commencing 

the study and repeated 3 to 5 days later. The first 3 days following the initial ABR, rats 

received a daily subcutaneous saline injection (3µl/g). Rats had free access to normal 

drinking water and diet with a base magnesium content of 0.2%. Gap detection tests 

were performed every 3 weeks for the next 12 weeks, after which a final ABR was 

performed at completion of tests. In tests designed to investigate the effects of 
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specific drugs or compounds, subsets of unexposed rats received subcutaneous 

injections of memantine (Un-Mem), injections of magnesium chloride (Un-Mg), a high 

magnesium diet (Un-MgT) or a combination of magnesium chloride injections and the 

high magnesium diet (Un-MgC). Auditory brainstem responses and gap detection tests 

were performed similar to the unexposed group. Daily subcutaneous injections were 

carried out for the first 3 days, after which animals were allowed free access to normal 

drinking water or drinking water containing magnesium threonate. 

Overexposed rats (AOE) had ABRs and gap detection tests performed at similar time 

points as described for the unexposed group. Immediately following each AOE session, 

rats received a subcutaneous saline injection and subsequently allowed free access to 

normal drinking water and diet.  Some overexposed rats received memantine 

injections (AOE-Mem), magnesium chloride injection (AOE-Mg), a high magnesium diet 

(AOE-MgT) or a combination of magnesium chloride injections and a high magnesium 

diet (AOE-MgC).   

II.6. Calibration of acoustic equipment 

The sound intensities emitted by the acoustic driver used to evoke ABR responses were 

calibrated using a B&K 4134 microphone. The microphone was placed ~0.5 cm away from 

the acoustic driver which corresponds to the same distance between the rat’s ear and the 

acoustic driver when recording ABRs. The output from the microphone was connected a 

digital oscilloscope (PicoScope ADC200 sys V6.2) which gave a read out of sound intensity 

in dB Volt. This value was then converted into dB SPL using the software sound level 

calibrator (CAL73). The values obtained are detailed in the table below: 
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Acoustic driver signal Intensity of sound measured 

kHz dB dB V dB SPL 

8 94 -35 83 

8 84 -46 72 

8 74 -58 60 

24 94 -32 86 

24 84 -44 74 

24 74 -58 60 

 

 

The sound emitted by the speakers located in the startle box was also calibrated to 60 

and 110 dB SPL for all frequencies to be tested. In addition to the sound calibration, 

the pressure plate in each of the all four startle boxes was calibrated every day before 

use to record ± 0.004 N in response to a 1 N force applied by a force generator. 

II.7. Statistical tests 

All data sets were tested for normality using the Shapiro-Wilk test. When data groups 

were normally distributed, the Student’s T test was used to establish significant 

differences between two data sets. A ‘paired’ or ‘unpaired’ T test was used when data 

was compared between the same population or two populations respectively. For 

tests where the mean of three or more groups were being compared, a one way 

analysis of variance (ANOVA) was used.  Repeated measures (RM) ANOVA tests were 

also used to identify changes of a specific parameter over time from the same 

population of data. When a significant difference was detected (P < 0.05), Tukey or 

Student-Newman-Keuls (SNK) post hoc tests were performed. To investigate how GDR 

Table II.1. Acoustic driver calibration. Various intensities emitted by the acoustic 
driver at both low and high frequencies with the respective measure in dB V and dB 
SPL as recorded by a B&K 4134 microphone.  
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changes over time in relation to treatment group (Un, UnMgC, AOE and AOEMgC) at 

multiple frequency backgrounds (8 kHz, 12 kHz, 16 kHz, 20 kHz, 24 kHz and BBN) and 

time points, the linear mixed model (LMM) analysis was used. The LMM determines 

the mean, variance and covariance between factors. The LMM analysis also takes into 

account fixed effects which are the treatment variables and random effects which are 

mainly due to the correlation that occurs from having multiple observations from the 

same subject in the data set (West, 2009). The LMM analysis was run using a restricted 

maximum likelihood procedure in SPSS 20. The GDR was selected as the dependent 

variable, the treatment group as the categorical factor and the time in weeks as the 

continuous covariate which was analysed using a first order autoregressive covariance 

structure. The test of fixed effects was performed to identify significant interactions 

between time and treatment group on GDR at each frequency (P<0.05). Pairwise 

comparisons and adjustments for multiple comparisons with Bonferroni test (P < 0.05) 

were used to identify differences between groups.    

For non-parametric data sets, the Wilcoxon test was used to test for significance 

following a treatment in the same group. The Mann Whitney test was used to test for 

significance between two different populations. When testing for significance between 

three or more populations, the one ANOVA on Ranks test was used instead.  When the 

ANOVA test detected that a difference between the groups (P<0.05), post-hoc tests 

Student-Newman-Keuls (SNK) or Dunnett’s tests were then used to identify which 

specific groups differed from one another.  Significant difference are reported when P 

< 0.05(*) or P < 0.01 (**). In addition a non significance (NS, P > 0.05) is also reported. 

All results shown are presented as a mean ± the standard error of mean (SEM).   
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CHAPTER 1 

 Effects of acoustic overexposure                                       

on action potential propagation and synaptic responses 

evoked by auditory nerve stimulations 
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1.1. INTRODUCTION: Effects of acoustic overexposure 

Acoustic overexposure (AOE) raises the hearing threshold and induces deficits of 

synaptic transmission along the AN.  Following AOE, peak ‘I’ of the ABR which is 

indicative of the propagation of action potentials along the AN exhibits significantly 

lower response amplitudes and delayed latency to onset (Starr and Achor, 1975, 

Sulkowski, 1988, Ito et al., 2004). In addition, AOE also triggers a reduction in the AN 

firing rate (Liberman, 1984, Shepherd et al., 2004), degrades the AN tonotopic 

representation of acoustic stimuli (Miller et al., 1997, Wong et al., 1998), decreases the 

number of functional myelinated AN fibres (Lin et al., 2011, Pilati et al., 2012a) and 

promotes demyelination of peripheral AN fibres (Pilati et al., 2012a). Deficits also alter 

the neuronal activity of cells in DCN (Zhang and Kaltenbach, 1998, Pilati et al., 2012b), 

the IC (Szczepaniak and Moller, 1996, Ma et al., 2006) and the auditory cortex (Seki 

and Eggermont, 2003). All the aforementioned deficits could also underlie the 

subsequent occurrence of tinnitus (Roberts et al., 2010). In this chapter I tested 

whether AOE affected AN responses to electrical stimulation and whether this 

influenced the synaptic activity at AN synapse onto fusiform cells in the DCN. I used a 

combination of in vivo and in vitro recording techniques to investigate the effects of 

AOE on the functional properties of the AN. I used ABRs to assess the effect of AOE on 

the hearing threshold of Wistar rats and also field potential recordings (in vitro) to 

assess deficits to the propagation of action potentials along the AN. Finally, I 

performed whole cell voltage clamp recordings to quantify changes in synaptic activity 

at the synapses between the AN and fusiform cells.   
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1.2. RESULTS 

1.2.1. A typical effect of acoustic overexposure on ABRs  

Hearing threshold was assessed by ABRs to measure a subject’s sensitivity to single 

tone frequencies. Changes in a subject’s sensitivity to sound were assessed by 

measuring changes in peak ‘I’ amplitude, peak ‘I’ latency, the hearing threshold and 

the shift in hearing threshold 3 to 5 days after anaesthesia only (unexposed) or the 

initial AOE (overexposed). An example of ABR recordings obtained at 24 kHz from an 

unexposed and overexposed animal is shown in Fig. 1.1.   

In the unexposed subject, the first recording evoked by 24 kHz tones at 94 dB SPL (Fig 

1.1A left) revealed a peak ‘I’ amplitude of 1.96 µV, the latency to peak ‘I’ (which is 

measured as the interval from onset of the ABR response to peak ‘I’) was 1.6 ms, and 

the hearing threshold was 31 dB SPL. Four days after the initial recording (Fig. 1.1B), 

the peak ‘I’ amplitude was 1.84 µV, peak ‘I’ latency was 1.3 ms, the hearing threshold 

was 38 dB SPL and the calculated shift in hearing threshold was 7 dB SPL (calculated as 

the ‘hearing threshold at second recording’ minus ‘hearing threshold at first 

recording’).  Analysis of the parameters listed above was repeated for overexposed 

subjects to determine significant differences induced by the AOE protocol. Between 

day 0 before AOE and day 4 after AOE, the peak ‘I’ amplitude decreased from 1.26 µV 

to 0.2 µV, the peak ‘I’ latency increased from 1.4 ms to 2.15 ms and the hearing 

threshold increased from 34 dB SPL to 81 dB SPL resulting in a calculated threshold 

shift of 47 dB SPL.  
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Figure 1.1. Acoustic overexposure raises the hearing threshold. (A) An example of ABR 
recordings obtained from an unexposed rat aged 19 days, on day 0 (left) and day 4 (right) of 
tests. ABR traces were elicited by short tone pips at 24 kHz and varying intensities (in dB SPL) as 
indicated.  The threshold values are shown as a circled T which was 31 dB SPL on day 0 and 38 
dB SPL on day 4. (B) Similar recordings obtained from an overexposed rat prior to and following 
an AOE protocol reveal threshold values of 34 dB SPL on day 0 before AOE and 81 dB SPL on 
day 4 following AOE. 
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1.2.2. Effect of acoustic overexposure on ABR peak ‘I’ amplitude 

The peak ‘I’ amplitude was recorded for other rats in both the unexposed and 

overexposed conditions. In the unexposed condition, there was no significant change 

in the peak ‘I’ amplitude between day 0 and day 4 at all frequencies tested (Paired T 

tests, n = 9). In the overexposed condition, there was also no significant change in the 

peak ‘I’ amplitude at 8 kHz (from 1.82 ± 0.43 µV to 1.32 ± 0.22 µV; n = 9, P > 0.05, 

Paired T test) and at 12 kHz (from 2.37 ± 0.4 µV to 1.5 ± 0.3 µV; n = 9, P > 0.05, Paired T 

test). However there was a significant decrease in the peak ‘I’ amplitude at 16 kHz 

(from 1.85 ± 0.21 µV to 0.91 ± 0.25 µV; n = 9, P < 0.05, Paired T test), 24 kHz (from 1.51 

± 0.3 µV to 0.35 ± 0.12 µV; n = 9, P < 0.01, Paired T test) and 30 kHz (from 1.28 ± 0.25 

µV to 0.53 ± 0.14 µV; n = 9, P < 0.05, Paired T test). A bar chart summarising all the 

changes in peak ‘I’ amplitude is shown in Fig. 1.2.   
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Figure 1.2. Acoustic overexposure decreases the peak I amplitude at specific frequencies. (A) 
In the unexposed condition (n = 9) there is no change in the ‘peak I’ amplitude 3 -5  days after 
first ABR recordings. (B) Following AOE (n = 9) there is a significant decrease in the peak ‘I’ 
amplitude at all frequencies tested above the frequency of the AOE protocol which was 15 kHz 
(*P < 0.05, **P < 0.01, Paired T tests. 8kHz: P=0.3; 12kHz: P=0.09; 16kHz: P=0.03; 24kHz: 
P=0.002; 30kHz: P=0.01).   
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1.2.3. Effects of acoustic overexposure on ABR peak ‘I’ latency 

Between day ‘0’ and day ‘4’, unexposed rats exhibited a decrease in the peak ‘I’ latency 

at all frequencies tested (n = 9, P < 0.05, Paired T tests, Fig. 3.3). Conversely, 3 to 5 

days following AOE, there were changes to the peak ‘I’ latency which were not uniform 

across all frequencies. Indeed, the latency decreased at 8 kHz (from 1.59 ± 0.03 ms to 

1.47 ± 0.05 ms; n = 9, P < 0.05, Paired T test), but was unchanged at 12 kHz (from 

1.52±0.03 ms to 1.57 ± 0.06 ms; n = 9, P > 0.05, Paired T test,) and also at 30 kHz (from 

1.34 ± 0.05 ms to 1.44 ± 0.07 ms; n = 9, P > 0.05, Paired T test,). However, the latency 

increased at 16 kHz (from 1.52 ± 0.04 ms to 1.85 ± 0.11 ms; n = 9, P < 0.05, Paired T 

test) and 24 kHz (from 1.4 ± 0.4 ms to 1.77 ± 0.13 ms; n = 9, P < 0.05, Paired T test).  

 

   

 

Figure 1.3. Acoustic overexposure (AOE) increases the latency to peak I. In the unexposed 

condition (black circles, n=9) there is a decrease in the latency to peak ‘I’ 3 to 5 days after first ABR 

recordings. However following AOE (blue squares, n = 9), latencies are decreased at 8 kHz, 

increased at 16 and 24 kHz whereas they remain unchanged at 12 and 30 kHz. Each point plotted 

represents data collected from one animal. Points on the left represent control values before Un or 

AOE treatment on day 0 whereas points on the right represent values collected 3 to 5 days after 

treatments associated with each group.* P < 0.05, NS: P > 0.05, Paired T tests. 
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1.2.4. Effects of acoustic overexposure on hearing thresholds 

Unexposed subjects serving as controls exhibited no significant change in the hearing 

threshold for all frequencies tested (Table 1.1; Paired T tests). However following AOE, 

changes in hearing thresholds were observed at frequencies of 12 kHz and above (Fig. 

1.1B; Tab 1.1). These results were in accordance with previous publications showing 

that an increase in the hearing threshold occurs at frequencies close to the frequency 

of the AOE (Spoendlin, 1971). 

Group Frequency 
Threshold at day 0 

(dB SPL) 
Threshold at day 3-5 

(dB SPL) 
P value 

(Paired T test) 

 

Unexposed 

(n = 6) 

8 kHz 

12 kHz 

16 kHz 

24 kHz 

30 kHz 

49 ± 8 

45 ± 8 

42 ± 7 

42 ± 5 

44 ± 5 

50 ± 6 

41 ± 7 

44 ± 6 

39 ± 4 

46 ± 5 

0.651 

0.93 

0.916 

0.224 

0.856 

 

AOE  

(n = 9) 

 

8 kHz 

12 kHz 

16 kHz 

24 kHz 

30 kHz 

41 ± 4 

32 ± 3 

37 ± 4 

36 ± 4 

37 ± 4 

43 ± 6 

52 ± 5 

80 ± 4 

91 ± 2 

90 ± 2 

0.449 

0.003(**) 

8 x 10-8 (**) 

2.6 x 10-6(**) 

7.6 x 10-7(**) 

Table 1.1. Average hearing thresholds. Hearing thresholds (dB SPL) are shown for both 
unexposed and overexposed rats at five frequencies tested. A significant difference between 
the means has been identified between day 0 and day 3 to 5 (** P < 0.01, Paired T tests). 

The differences between the hearing thresholds  at the time of first ABRs and 3 to 5 

days later in both the unexposed and AOE conditions were calculated as a threshold 

shift. In the unexposed condition (n = 6), these values were -2 ± 3 dB SPL at 8 kHz,  -4 ± 

5 dB SPL at 12 kHz, 0 ± 3 dB SPL at 16 kHz, -4 ± 3 dB SPL at 24 kHz and -1 ± 3dB SPL at 

30 kHz. After AOE (n = 9) threshold shifts were 2 ± 3 dB SPL at 8 kHz, 20 ± 6 dB SPL at 

12 kHz, 43 ± 3 dB SPL at 16 kHz, 54 ± 5 dB SPL at 24 kHz and 53 ± 4 dB SPL at 30 kHz. 

Threshold shifts calculated after AOE were significantly higher than the values 
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reported for the unexposed condition at 12, 16, 24 and 30 kHz (Fig. 3.4; P < 0.05, 

Unpaired T tests).  

 

In summary, the AOE protocol used in this study at 15 kHz raises the hearing threshold 

at frequencies of 12 kHz and above. 

1.2.5. Effects on auditory nerve compound action potentials  

It has previously been reported that cochlear damage induced by acoustic trauma or 

an ototoxic drug is capable of triggering a plethora of AN deficits such as a decrease in 

the compound action potential (CAP) amplitude (Wang and Dallos, 1972, Salvi et al., 

1980, Salvi et al., 2000), demyelination of the peripheral AN fibres (Pilati et al., 2012a) 

and more recently, unpublished data obtained by Matt Barker in this lab indicated that 

AOE can also induce demyelination of the central AN fibres. The next question was 

therefore to confirm deficits related to the AN such as changes in the action potential 

conduction velocity in my model of acoustic trauma. In the unexposed conditions, 

stimulating the AN at 40 V evoked a presynaptic volley (or CAP) with a mean amplitude 

of 0.4 ± 0.08 mV (n = 6). Following AOE (n = 7), the amplitude was significantly lower at 

0.12 ± 0.03 mV (Fig. 3.5; P < 0.05, Unpaired T tests).  

Figure 1.4. Effects of acoustic 
overexposure on hearing threshold shifts. 
Mean threshold shifts ± SEM (dB SPL) 
measured from 16 rats (Control: black, 
n=6, AOE: blue, n=9) at various 
frequencies. The increase in hearing 
threshold was significant at frequencies of 
12 kHz and above (** P < 0.01, Unpaired T 
tests). There was no significant difference 
in the hearing threshold shifts calculated 
at 8 kHz (P >0.05, Unpaired T tests). 
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The effect of AOE on the conduction properties of the AN CAP was also assessed. As 

before, the AN was stimulated at an intensity of 40 V in both conditions and the 

evoked CAP were recorded at multiple positions along the length of the AN section in 

coronal brainstem slices. In the unexposed condition, CAPs were recorded at varying 

intervals between the stimulation and recording electrode ranging from 1 to 1.8 mm. 

Recordings at shorter interval gaps could not be obtained due to a merging of the CAP 

with the stimulation artefact. Interestingly, after AOE, CAPs could never be recorded at 

intervals exceeding 1 to 1.2 mm. (Fig. 1.6). At intervals exceeding this distance, the 

CAP could not be distinguished from the background noise. 

Figure 1.6. Acoustic overexposure 
decreases the length for which AN fields 
potentials can be recorded. The CAP 
amplitude was plotted against the interval 
between stimulation and recording 
electrode. The AN CAPs can be recorded 
between 1 and 1.8 mm intervals in the 
unexposed condition (black; n = 7) and 
between 0.5 and 1 mm intervals in the 
overexposed condition (blue; n = 7).  
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Figure 1.5. Acoustic overexposure decreases the size of AN (pre-synaptic) field potentials. 
(A) Average of 10 AN field potentials evoked at a 40 V stimulation intensity in both the 
unexposed (left) and overexposed (right) conditions. (B) Bar chart showing a significantly 
lower field potential peak amplitude in the overexposed (AOE) condition (UN: n=6; AOE: 
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In addition a lower conduction velocity of 0.79 ± 0.03 ms-1 (n = 7) was recorded after 

AOE, in comparison to a conduction velocity of 3.2 ± 0.01 m.s-1 (n = 7) in the 

unexposed condition (Fig. 1.7; P < 0.05, Unpaired T test).   

Previous experiments carried out in this lab made available morphological data 

detailing changes in the myelin structure and axonal domains of the AN following AOE 

(APPENDIX 1). I took advantage of this data and using a modelling program based on 

modified Hodgkin–Huxley equations, run in NEURON 7.2 (see section II.4). The 

conduction velocity was calculated by using morphological data in Appendix 2 and 

modelling the action potential propagation through nodes 0 to 5 considering an 

unchanged intermodal length of 200 µm. The action potential latency obtained at 

those two distances allowed a conduction velocity of 11.1 m.s-1 and 7.1 m.s -1 to be 

determined for the unexposed and overexposed conditions respectively. This 

corresponded to a 35 % reduction in conduction velocity after AOE. Subsequently, 

individual domains of the axon were altered in the modelling program to identify how 

each parameter contributes to the conduction velocity.  By altering individual 

parameters, I was able to identify that the decrease in conduction velocity was largely 

due to a decrease in myelin thickness or lamella number, an increase in node length 

and an increase in paranode diameter (Fig. 1.8). 

Figure 1.7. Acoustic overexposure decreases 
the conduction velocity of action potentials 
recorded along a segment of the AN (Un: 
black circles, CV = 3.2 m.s-1, n = 7; AOE: blue 
squares, CV = 0.8 m.s-1, n = 7; P < 0.05, 
Unpaired T test). Insert shows examples of 
CAPs evoked a distance of 1 mm by 40 V AN 
stimulation in unexposed (black) and 
overexposed (blue) conditions.  
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1.2.6. Effects on fusiform cell excitatory postsynaptic currents  

Having shown in the previous section that AOE affects the action potential properties 

of the AN, I proceeded to investigate the effects on AN evoked EPSCs in fusiform cells. 

Auditory nerve evoked EPSCs were recorded at various stimulation intensities ranging 

from 0.2 to 2 mA in both the unexposed and overexposed condition (Fig. 1.9A). 

 

 

 

Figure 1.8. Multiple AN morphological deficits contribute towards a decreased conduction 
velocity. (A) Schematic representation of the morphological changes to the axonal domains 
induced by AOE (unexposed: above; overexposed: below). (B) Modelling shows how 
alterations in each axonal domain after AOE contribute towards the overall decreased 
conduction velocity along the AN. 

Figure 1.9. Acoustic overexposure decreases AN evoked EPSCs in fusiform cells. (A) Average 
of ten EPSCs in fusiform cells evoked at minimal (0.2mA) and maximal (2mA) intensities in 
both conditions. (B) Relationship between stimulation intensities and EPSC amplitudes fitted 
with a Hill Function in the unexposed (black circles, n=6) and overexposed conditions (blue 
squares, n=8). EPSC amplitudes at minimal and maximal stimulation intensities are 
significantly lower following AOE when compared to the unexposed condition (Unpaired T 
tests; * P < 0.05). 
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In the unexposed condition, 0.1 mA stimulations always elicited an EPSC response with 

a mean amplitude of 0.08 ± 0.02 nA (n=6). However after AOE, 0.1 mA stimulations 

failed to evoke an EPSC in 25% of cells tested and stimulations at 0.2 mA were required 

to evoke EPSCs in all cells. Therefore I compared the amplitude of evoked EPSCs in 

both the unexposed and AOE conditions at a stimulation intensity of 0.2 mA and found 

that cells responded with an EPSC amplitude of 0.16 ± 0.04 nA (n = 6) in the unexposed 

condition and a lower amplitude of 0.06 ± 0.01 nA after AOE (n=8; P < 0.05, Unpaired T 

test). The maximum EPSC amplitude evoked at 2 mA stimulation was also significantly 

lower after AOE (Unexposed: 0.51 ± 0.12 nA; Overexposed: 0.22 ± 0.05 nA; P < 0.05, 

Unpaired T test). There was no significant difference in the EPSC amplitudes evoked at 

stimulation intensities between 0.4 – 1.6 mA (P > 0.05 Unpaired T test). 

1.2.7. Effects of acoustic overexposure on presynaptic release 

It is accepted that synaptic alterations which decrease release probability can 

simultaneously increase the PPR (Schulz, 1997, Oleskevich and Walmsley, 2002). A 

likely mechanism behind the decrease in EPSC amplitude shown above could be a 

decrease in the synaptic release probability, as such I tested for significant differences 

in the PPR between the unexposed and overexposed conditions. I performed paired 

pulse tests with a pulse interval of 60 ms which falls within the range where facilitation 

has been reported in the cerebellum and at DCN parallel fibre synapses (Tzounopoulos 

et al., 2004, Sims and Hartell, 2005). At this interval, PPF was absent in both conditions 

(Fig.1.10; Unexposed: 1.06 ± 0.09, n = 6; AOE: 1.12 ± 0.03, n = 6).  This lack of 

facilitation suggested that a decrease in release probability was not responsible for the 

overall decrease in EPSC amplitude witnessed after AOE.  
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However AN synapses have been described as been non plastic in nature (Oertel, 

2004), therefore to assess the mechanism behind the decrease in EPSC amplitude, I 

used the VM method of quantal analysis to deduce the N, P and Q values in both the 

unexposed (Fig. 1.11A&C) and overexposed (Fig.1.11B&C) conditions. Experimentally 

decreasing the release probability (by decreasing extracellular calcium concentration) 

led to a decrease in the EPSC amplitude whereas an increase in the release probability 

(by increasing extracellular calcium concentration) increased the EPSC amplitude (Fig 

1.11A left and 1.11B left). This pattern of change in EPSC amplitudes in relation to 

release probability was the same in both the unexposed and overexposed conditions. 

In the unexposed condition (n = 6), N, P and Q values were 186 ± 47, 0.37 ± 0.07 and 

4.3 ± 1.04 pA respectively. In the overexposed condition, N, P and Q values were 83 ± 

20, 0.44 ± 0.06 and 2.8 ± 0.4 pA respectively (n = 7). There was a significantly lower 

number of release sites in the overexposed condition (P < 0.05, Unpaired T test; Fig. 

3.11C); however release probability and quantal size remained unaffected. In 

conclusion, 3 to 5 days following AOE there was a decrease in the amplitude of AN 
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Figure 1.10. Lack of paired pulse facilitation at AN synapses. (A) Average of ten traces 
obtained when paired pulse tests were carried out at 60 ms intervals in both the unexposed 
(left) and overexposed (right) conditions. (B) Bar charts representing the PPR as shown in (A) 
for both the unexposed (UN: black bar, n = 6) and overexposed (AOE: blue bar, n = 6) 
conditions. There was no difference between the PPR values (P > 0.05, Unpaired T test). 
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evoked EPSCs in DCN fusiform cells which was linked to a decrease in the number of 

release sites at the synapse.  

 

 

 

  

Figure 1.11. Acoustic overexposure decreases the number of release sites at AN synapses. 
Amplitude of AN evoked EPSCs in fusiform cells of slices from unexposed (A:left) and 
overexposed (B:left) rats at the various calcium concentrations indicated. Variance-mean graph 
fitted with a parabola function to calculate N, P and Q in both the unexposed (A:right) and 
overexposed (B:right) conditions. (C) Bar charts showing the mean ± SEM values obtained for 
N, P, Q in both unexposed (UN) (black , n = 6) and overexposed (AOE, blue, n = 7) conditions. 
VM analysis reveal a significant decrease in the number of release sites at AN-fusiform cell 
synapses following AOE (* P < 0.05, Unpaired T test). There was no significant difference 
between the calculated ‘P’ or ‘Q’ values (NS). 
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1.3. DISCUSSION 

1.3.1. Characteristics of ABR properties in the unexposed condition 

In this project, ABRs were first recorded between P 16 and P 19 and subsequently 

repeated 3 to 5 days afterwards. The ABR can be evoked in rats as early as P 12 with 

characteristics developing until P 36 (Blatchley et al., 1987). Although the properties of 

the ABR reach a steady level by P 36, peaks ‘I’ and ‘II’ were well developed by the time 

point at which I tested ABRs, i.e. between P 16 and P 24 days (Blatchley et al., 1987). 

Therefore I was able to confidently use peak ‘I’ to assess the hearing thresholds. At 

time of first ABR recordings (prior to allocation into the unexposed or overexposed 

group), Wistar rats had ABR thresholds between 30 and 40 dB SPL at all frequencies 

tested. These thresholds are closely related to the ABR hearing threshold of Wistar rats 

reported in other studies (Church et al., 2007, Zheng et al., 2012). It has been reported 

that prior to P 16, rats respond preferentially less to high frequency stimulus and after 

this age, there is a reduction in the peak ‘I’ amplitude elicited by 8 kHz tones (Blatchley 

et al., 1987). I did not find this in my model of investigation, at the time of first ABR 

recordings, there was no significant difference in the hearing thresholds recorded at all 

frequencies.   

1.3.2. Changes in auditory brainstem response properties  

Results presented here show a shift in the hearing thresholds 3 to 5 days after AOE. 

Past research has shown that the ABR is temperature sensitive and a fall in 

temperature results in significantly higher ABR thresholds (Brown et al., 1983, Rossi 

and Britt, 1984). This could lead to false threshold shifts being calculated when ABRs 

were performed on different days. Therefore in this project all rats were kept on a 
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heated pad during ABR testing to help minimise the drop in body temperature due to 

anaesthesia. This safety measure allowed changes in the body temperature to be 

excluded when considering factors that led to elevated ABR thresholds following AOE.  

Following AOE at 15 kHz, the ABR threshold was significantly elevated at four 

frequencies tested (12, 16, 24 and 30 kHz), providing evidence of poor auditory acuity 

at these frequencies. At 24 and 30 kHz the hearing threshold was above 94 dB SPL in 

50 to 60 % of the rats exposed. This suggests that the greatest shift in the hearing 

threshold occurred at these frequencies. This conclusion is supported by previous 

studies showing that the maximal effect of AOE occurs between half an octave and one 

octave above the frequency of overexposure (Salvi et al., 1980, Brozoski et al., 2002). 

This is attributed to the optimal vibration point of the cochlear basilar membrane 

being maximally amplified at frequencies half an octave above their incoming rate 

(Puel et al., 1988).  Nonetheless, there was also a significant increase of about 20 dB 

SPL in the hearing threshold at 12 kHz, which is below the frequency of AOE. This 

threshold shift was less than the hearing threshold shifts of about 40 dB SPL calculated 

at the other frequencies. Similar results have been reported in the literature where a 

tonal AOE has induced threshold shifts at frequencies both above and below that of 

insult (Gourevitch et al., 2009, Browne et al., 2012, Yang et al., 2012). In addition it has 

also been shown that following cochlear damage by AOE, axonal degeneration in the 

cochlear nucleus is greatest in frequency regions lower than the site of cochlear 

damage (Kim et al., 1997, Morest et al., 1998). 

Results in the unexposed condition show a developmental shift in the peak ‘I’ latency, 

3 to 5 days after commencing tests. Normal developmental processes such as axonal 
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growth and further myelination of axons in the central nervous system could account 

for the decrease in peak ‘I’ latency, as further myelination will increase the conduction 

velocity (Morell et al., 1972, Blatchley et al., 1987). Changes in the peak ‘I’ latencies 

after AOE were found to be frequency specific. A decreased peak 1 latency was 

observed at 8 kHz. As thresholds were unaffected at this frequency, this could be due 

to the aforementioned developmental processes (Morell et al., 1972, Blatchley et al., 

1987). By contrast, at 16 and 24 kHz, hearing thresholds and peak ‘I’ latencies were 

increased. From Fig1.3 it can be seen that 2 rats exhibited no change or a decreased 

peak I latency at 16 kHz and 24 kHz. Therefore, it is possible that individuals possess 

various levels of resilience to AOE induced deficits to auditory processing. An increase 

in the hearing threshold alongside an increase in peak I latency can be attributed to 

changes such as a loss of OHCs (Liberman et al., 2002), demyelination (El-Badry et al., 

2007) and/or a reduction in the number of myelinated AN fibres (Pilati et al., 2012a). 

Interestingly, although there was a significant increase in the hearing threshold at both 

12 and 30 kHz, there was no change in the peak ‘I’ latency. Concerning the lack of a 

latency shift at 12 kHz, limited latency shifts have been reported when the threshold 

shift induced by the acoustic trauma was below 40 dB SPL (Boettcher et al., 1993, 

Sohmer et al., 1991).  The threshold shift reported at 12 kHz in this study was about 20 

dB SPL and this could explain why there was no latency shift at 12 kHz. However, 

contrary to this finding, human studies report a prolonged latency even when the 

threshold shift was below 40 dB SPL (Rosenhamer et al., 1981, Janczewski et al., 1988, 

Markand, 1994). Another reason for the lack of a latency shift even with a reported 

threshold shift at 12 and 30 kHz could be that changes in hearing threshold and peak 

latency can be dissociated (Donaldson and Ruth, 1996, Gourevitch et al., 2009). This 
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dissociation could be due to the type of threshold shift which has occurred, whether it 

is a temporary or a permanent threshold shift. These two types of threshold shifts 

have been shown to be mediated by different mechanisms (Nordmann et al., 2000, 

Yang et al., 2011, Yang et al., 2012). Temporary shifts in the hearing threshold were 

associated with a buckling of the pillar bodies whereas permanent shifts in the hearing 

threshold correlate with permanent hair cell damage and loss of hair cells (Nordmann 

et al., 2000). Furthermore the induction of temporary or permanent threshold shifts is 

not only dependent on the intensity and duration of the AOE protocol but also marred 

by inter-animal variability (Cody and Robertson, 1983, Maison and Liberman, 2000).  

1.3.3. Effect of AOE on the compound action potentials  

Over the years there has been an increased amount of research to further our 

understanding of AN responses to both acoustic and electrical stimulus. This has been 

driven by the need for cochlear implants to help treat all manner of auditory system 

deficits. In line with this, recording of AN activity has been carried out in multiple 

species both in vivo (Shepherd and Javel, 1997, Noguchi et al., 1999, Brown and 

Patuzzi, 2010) and in vitro (Babalian et al., 2003, Buran et al., 2010). In vivo studies 

investigating AN activity utilise techniques such as electrocochleography, magnetic 

resonance imaging and DPOAEs (Kaga et al., 1996, Polak et al., 2004, Poma et al., 2008, 

Buran et al., 2010). These techniques are preferable as information gained can be 

easily translated and applied to human studies. In vitro AN recordings include both 

single fibre (van den Honert and Stypulkowski, 1984) and CAP recordings (Salvi et al., 

2000). These allow stable recordings in a controlled environment with the possibility to 

manipulate the composition of the perfusion solution. Over the years, a combination 
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of both in vivo and in vitro techniques have been able to yield results showing that 

cochlea damage (either by AOE or ototoxic drugs) results in a reduction of the AN CAP 

(Salvi et al., 2000), increases the jitter of action potential timing (Kim et al., 2013) and 

promotes asynchronous firing of the AN fibres (Zeng et al., 2005). In my model of 

acoustic trauma, AOE induced three distinct deficits in the properties of the AN all of 

which can be considered a consequence of AN demyelination or a reduction in the 

number of AN myelinated fibres. The deficits reported in this study were (i) a decrease 

in AN CAP amplitude, (ii) a decrease in effective CAP propagation distance and (iii) a 

decrease in the CAP conduction velocity along the AN.  

Electrically evoked population field potentials depend on the synchronous firing of a 

large population of neurones. Therefore a decrease in AN field potential amplitude 

could be attributed to a desynchronisation of the neuronal firing caused by 

demyelination (Bostock et al., 1983). The raised hearing threshold and the decrease in 

the ABR peak ‘I’ amplitude after AOE predicts a decreased drive of AN inputs into the 

DCN which was confirmed by the decrease in CAP amplitudes. Furthermore, decreased 

CAP amplitude could also be due to a decreased number of myelinated AN fibres (Pilati 

et al., 2012a) and demyelination of the peripheral AN (Pilati et al., 2012a) which have 

all been shown to be a consequence of AOE.   

Another consequence of demyelination is an increase in membrane time constants 

(Bostock et al., 1983) and decreased membrane resistance (Cragg and Thomas, 1964) 

which could in turn promote conduction blocks and be responsible for the decrease in 

the effective CAP propagation distance (Bostock et al., 1983). In addition the exposure 

and redistribution of juxtaparanodal potassium channels can contribute to the loss of 
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axonal conduction (Wang et al., 1993; Rhodes et al., 1997; Polak and Peles 2003). This 

could explain why following AOE, CAPs could not be recorded when distances 

exceeded 1 to 1.2 mm.  Alternatively, loss of myelin after AOE could promote the 

desynchronisation of CAPs which will also contribute to the decreased CAP amplitudes 

reported and cause recordings to be lost in the noise of the background signal. 

Desynchronisation of the evoked CAPs would also increase variability in the spike 

timing which would be especially evident at longer intervals between the stimulation 

and recording electrodes. Therefore the lack of recordable CAPs at longer distances 

following AOE may not be evidence of conduction block but rather of asynchronous 

activity which is magnified at longer distances due to deficits in the conduction velocity 

(Javel and Shepherd, 2000, Javel and Viemeister, 2000, Manschot et al., 2003, Kim et 

al., 2013). This suggests that the modelling program to simulate AN action potentials 

as a support for the physiological findings was incomplete, because modelling single 

fibre action potentials following AOE could not reproduce the supposed conduction 

block reported at distances exceeding 1 to 1.2 mm. Indeed the model did not take into 

account AOE induced deficits affecting the expression and distribution of ionic 

channels at the node (England et al., 1990, Vabnick et al., 1997). In addition, 

morphological data on the internode length was unavailable and this value (200 µm) 

had to be inferred from other nerves. Although incomplete, the modelling data 

supports the physiological data to reach the conclusion that AOE induces a decrease in 

AN conduction velocity. The functional consequence of which is a decreased AN input 

to the DCN.  
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Experiments showed that myelin was altered after AOE. This has been shown by other 

studies reporting a decreased number of myelinated nerve fibres in subjects with 

sensorineural hearing loss (Spoendlin and Schrott, 1989). Under normal physiological 

conditions myelinated fibres with a rapid conduction velocity display action potentials 

with a short refractory period and typically have nodes with 1 µm in length (Rydmark, 

1981, Imennov and Rubinstein, 2009). Demyelination has been reported to decrease 

the length of the internodes (Lasiene et al., 2008) and also change the expression 

pattern of both voltage gated sodium and potassium channels leading to deficits in the 

action potential propagation (England et al., 1990, Vabnick et al., 1997). The 

conduction velocity of myelinated AN fibres has previously been reported in the range 

of 6 to 14 ms-1 (Poma et al., 2008, Imennov and Rubinstein, 2009). However, in this 

study a slower conduction velocity of 3.2 ms-1 was recorded in the unexposed 

condition. The reason for this discrepancy could be due to other studies being 

performed in vivo or recording activity along fewer nerve fibres when performed in 

vitro (Poma et al., 2008, Imennov and Rubinstein, 2009). Recording single fibre activity 

will avoid certain variabilities and factors which could affect conclusions reached when 

recording CAPs. Such factors include the number of fibres recruited to the CAP 

response, the firing threshold of individual fibres recruited and the dissipation of the 

CAP response with distance as single fibres branch out or synchronisation of fibres is 

lost. Fibre damage occurring during the slicing procedure and performing recordings at 

room temperature rather than physiological temperature could also contribute to a 

slower conduction velocity been recorded. However the AN conduction velocity 

following AOE was also recorded under the same conditions, therefore even if the 

conduction velocities recorded are lower than physiological values, it still remains that 
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AOE significantly reduces the AN conduction velocity. It can also be argued that the 

slower AN conduction velocity recorded after AOE might arise entirely from the 

difference in appearance of the compound action potential. However this is unlikely, 

due to the fact that the all other evidence points to AOE triggering a deficit in action 

potential propagation. These lines of evidence include the increased ABR peak I 

latency, auditory nerve demyelination and the modelled decrease in conduction 

velocity. 

1.3.4. Is hearing loss linked to deficits identified in the DCN? 

Fusiform cells receive multisensory inputs via parallel fibres located in the molecular 

layer and auditory inputs via the AN located in the deep layer (Mugnaini, 1985). Both 

inputs are spatially segregated as parallel fibres project onto fusiform cell apical 

dendrites and the AN inputs project onto fusiform cell basal dendrites (Osen, 1969, 

Brawer et al., 1974). However, stimulations of the AN can inadvertently also stimulate 

cell bodies of the parallel fibres which are the granule cells (Mugnaini, 1985, Zhang and 

Oertel, 1994). Cross facilitation tests as previously described (see section II.2.7.4.) 

were therefore carried out to confirm the functional segregation of the two pathways. 

Data were discarded when cross facilitation was observed and this allowed for only 

pure AN evoked EPSCs to be collected. 

The identification of fusiform cells was based on previously published criteria 

describing the cell morphology, location in the DCN and resting membrane potential 

(Pilati et al., 2008, Pilati et al., 2012a). In the unexposed condition, increasing stimulus 

intensity up to 2 mA resulted in a graded increase in the evoked EPSC amplitude 

without a plateau at the maximal stimulation intensity. This confirms the recruitment 
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of AN fibres with increasing stimulus intensity (Magee, 2000, Phillips, 1987) and 

suggests that the maximal EPSC response is evoked at stimulation intensities higher 

than 2 mA. This will explain why the response amplitudes do not plateau. Paired pulse 

tests showed that AN synapses onto fusiform cells do not exhibit PPF, this is in line 

with our current understanding of the non-plastic nature of the AN synapse onto 

fusiform cells. (Fujino and Oertel, 2003, Oertel and Young, 2004).   Subsequently, the 

VM method of quantal analysis revealed that AOE induced a decrease in the number of 

functional release sites. Auditory nerve stimulations during my experiment were 

carried out using a concentric bipolar electrode which stimulates an area of AN fibres 

whereas other researchers using the VM method of quantal analysis, performed tests 

with single fibre evoked EPSCs in their cells of interest (Oleskevich and Walmsley, 

2002). However this does not affect the reliability of the results because the VM 

method can be applied to multi fibre synaptic inputs (Clements and Silver, 2000). The 

decrease in the number of release sites identified can be linked to other morphological 

changes such as a decrease in synaptic vesicle density which have been identified at 

the calyx of Held following ototoxic drug induced deafness (Ryugo et al., 2010).  

Previous work performed in this lab reported that AOE reduced the number of 

myelinated AN fibres resulting in smaller AN evoked EPSPs in fusiform cells (Pilati et al., 

2012a). In this study I performed voltage clamp recording of fusiform cells and 

obtained further evidence to support this finding. Following AOE, AN evoked EPSCs in 

fusiform cells exhibited smaller response amplitudes at threshold (0.2 mA) and 

maximal (2 mA) stimulation intensity in comparison to cells from unexposed rats. The 

advantage of performing these tests in voltage clamp mode is that I am able to limit 
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the indirect activation of unwanted voltage dependent conductances. Another benefit 

is that the fundamental parameters that determine the size of an EPSC could be 

separated and analysed using the VM method of quantal analysis (Del Castillo and 

Katz, 1954, Clements and Silver, 2000). This method was used to identify a decrease in 

the number of AN release sites onto a given fusiform cell. This data can be interpreted 

in light of previous results indicating that AOE decreases the number of myelinated AN 

fibres (Pilati et al., 2012a). Therefore it can be concluded that after AOE, there is a 

reduction in the number of fibres that are recruited at a given stimulation intensity. 

This in turn leads to a reduction in the number of activated terminals that synapse 

onto a given fusiform cell, thereby reducing the number of functional release sites that 

contribute to the EPSC subsequently evoked in a fusiform cell. Without corresponding 

morphological and structural analysis, it will be inaccurate to conclude that the 

reported decrease in the number of functional release sites represents either a 

decrease in the total number of synaptic projections onto a given fusiform cell or a 

decrease in the number of release site at a given synaptic terminal. 

Changes in the PPR are a good indicator of release probability modulations; however 

there was an identical lack of PPF in both conditions which is typical of non-plastic 

nature of the AN synapse (Tzounopoulos et al., 2004). It is not fully understood why AN 

evoked EPSCs in fusiform cells do not exhibit PPF whereas parallel fibre evoked EPSCs 

do exhibit PPF. One reason could be if AN synapses had an intrinsically higher release 

probability as synapses with high release probability do not exhibit PPF (Zucker, 1993, 

Dobrunz and Stevens, 1997, Oleskevich et al., 2000). However my results show that AN 

synapses onto fusiform cells have a release probability between 0.4 and 0.6 which falls 
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within what has previously been described as a mid-range (Clements and Silver, 2000) 

and synapses with a release probability within this range have been shown capable of 

PPF (Oleskevich and Walmsley, 2002, Sims and Hartell, 2005). Another reason could be 

the expression of specific synaptic proteins at the AN synapse which prevent the 

expression of PPF. This hypothesis is strengthened by the fact that AN synapses onto 

fusiform cells do not undergo modulation of plasticity (Fujino and Oertel, 2003). This 

could have a functional significance, for example, isoforms of the vesicular glutamate 

transporter (VGluT1 and VGluT2) are differentially expressed between somatosensory 

and AN inputs into the DCN. The AN synapses specifically express VGluT1 whereas 

somatosensory inputs via the parallel fibre synapses expresses VGluT2 (Zhou et al., 

2007, Zeng et al., 2009). A functional consequence is that AN synapses exhibit a faster 

recycling rate helping to maintain spike timing intervals and the information encoded 

within (Blaesse et al., 2005). In addition to PPF being dependent on the residual 

calcium from a previous stimulation (Katz and Miledi, 1968), it has also been 

postulated that saturation of intracellular local calcium buffers could also contribute to 

PPF (Klingauf and Neher, 1997). Therefore differential expression of intracellular 

calcium buffering proteins could affect how quickly these proteins are saturated and 

modulate the expression of PPF. All the aforementioned factors could contribute to 

the non-plastic nature of the AN. However the precise mechanism remains a matter of 

speculation. It has been postulated that the non-plastic nature of the AN is key to 

maintaining the timing of action potentials which is essential to convey specific aspects 

of the acoustic environment (Trussell, 1999).  
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1.3.5. Is tinnitus linked to auditory nerve action potential deficits?    

Acoustic overexposure triggering hearing loss has been shown to increase 

spontaneous activity within the DCN which correlates with behavioural evidence of 

tinnitus (Kaltenbach et al., 1998, Kaltenbach and Afman, 2000, Brozoski et al., 2002). 

The correlation between DCN hyperactivity and tinnitus persists even after recovery 

from hearing loss (Brozoski et al., 2002) suggesting that the decrease in AN activity 

during hearing loss triggers long lasting plastic adjustments in the DCN which could 

underlie the perception of tinnitus (Norena and Eggermont, 2003, Kaltenbach et al., 

2004, Lanting et al., 2009). Indeed it has been shown that a loss of synaptic inputs from 

the AN to the DCN triggers changes in the expression of protein kinase C at the 

synaptic terminal which has been linked to modulation of neuronal activity (Garcia et 

al., 2000). Another link between AN deficits and tinnitus has been shown in 

experiments using ototoxic drugs which specifically target and degrade myelin (Cazals, 

2000, Yang et al., 2007). In other studies, demyelination of AN fibres has been 

proposed to be one of the underlying deficits leading to auditory neuropathy, a 

condition that manifests as a deficit in temporal processing and auditory perception 

despite intact hair cells (Starr et al., 1996, El-Badry et al., 2007). Interestingly enough, 

some of principal features of auditory neuropathy such as impaired speech 

discrimination are also present in tinnitus patients (Flor et al., 2004, Norena, 2011). 

This further enforces the relation between AN deficits and tinnitus.  

One of the proposed mechanisms underlying tinnitus is homeostatic plasticity which is 

a regulation of cellular excitability to restore mean neuronal activity across a network 

following a period of overuse or deprivation (Turrigiano and Nelson, 2004, Kuba et al., 
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2010). Homeostatic plasticity within the auditory network will therefore be triggered 

by hearing loss and reduction in AN inputs (“deprivation”). Neurons become 

hyperactive in an effort to counteract the decreased activity and restore normal mean 

levels of firing activity (see Chapter 2 for a more detailed discussion on plasticity). In 

conclusion, AN deficits reduce the amount of excitatory inputs into the DCN upsetting 

the balance of excitation and inhibition of fusiform cells. This change in neuronal 

activity of the DCN could trigger a series of plasticity-like mechanisms which culminate 

in the perception of tinnitus. Such possible changes would be driven by homeostatic 

plasticity and have been shown to include the down regulation of inhibitory synapses 

(Yang et al., 2011) and increased membrane excitability and spontaneous firing rate at 

the axonal initial segment (Kuba et al., 2010).  
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1.4.  CONCLUSION 

In summary, the lower number of release sites reported in the overexposed condition 

ties in with other findings reported here and also with results from previous studies. 

 

 

 

Altogether these findings indicate that in the short term (3 to 5 days) following AOE, an 

increase in the hearing threshold is accompanied by a decrease in myelinated AN 

fibres which is likely to be a consequence of demyelination rather than an overall 

decrease in the number of AN fibres (Appendix 1). The consequences of demyelination 

include a slower conduction velocity and decreased AN CAP amplitude. This in turn 

limits fibre recruitment, decreasing the number of functional release sites which 

Figure 1.12. Summary of AOE induced deficits along the auditory nerve. A schematic 
representation summarising the functional and morphological changes in the auditory pathway 
following AOE. Immediately after AOE, there is an increase in the hearing threshold. Excitotoxic 
damage caused by the AOE alters the myelin domains leading to a decreased CAP amplitude 
and conduction velocity. Inefficient action potential propagation results in less functional release 
sites contributing to an evoked response and as such a smaller evoked EPSC amplitude in the 
DCN. These changes could eventually lead to the perception of tinnitus. 
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contribute to an evoked EPSC and resulting in smaller EPSC amplitudes (Fig. 1.12). The 

decrease in AN input to the DCN has been linked to plasticity of the somatosensory 

inputs, DCN hyperexcitability and the eventual development of tinnitus (Kaltenbach 

and Afman, 2000, Shore et al., 2008, Norena, 2011, Norena and Farley, 2013). 
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CHAPTER 2 

 Effects of acoustic overexposure                                        

on synaptic responses evoked                                               

by multisensory input stimulations 
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2.1. INTRODUCTION 

Multisensory inputs into the DCN (parallel fibres) project onto most identified DCN cell 

types (e.g. fusiform cells, cartwheel cells, stellate cells and giant cells) (Mugnaini, 1985) 

and the evoked synaptic responses have been shown to exhibit various forms of 

synaptic plasticity including long term potentiation (LTP), long term depression (LTD) 

and paired pulse facilitation (PPF) (Fujino and Oertel, 2003, Tzounopoulos et al., 2004, 

Tzounopoulos, 2008). This plasticity can also be modulated by the application of 

endogenous ligands within the DCN (Tzounopoulos et al., 2007). In addition it has 

previously been shown that the direction of plasticity (LTP or LTD) at these synapses is 

dependent on the timing intervals between the co-activation of pre- and postsynaptic 

signalling mechanisms (Tzounopoulos et al., 2007). However it remains unknown if this 

modulation of synaptic plasticity can be achieved by in vivo experiences such as AOE. I 

investigated the effect of AOE on the synaptic properties and plasticity of the 

multisensory (parallel fibre) inputs into the DCN. I identified changes to the 

mechanisms governing the induction of LTP by stimulating the multisensory inputs and 

using field potential recordings of the fusiform cell layer to assess network activity in 

addition to whole cell recordings of fusiform cells to assess single cell activity. This 

approach allowed me to investigate the effects of AOE on synaptic activity and 

plasticity of the responses across the fusiform cell layer of the DCN. I also used the VM 

analysis of EPSCs recorded in the fusiform cells to specifically investigate the effects on 

the presynaptic release mechanisms. Finally pharmacological tests were performed to 

abolish the phenotype associated with AOE rats and restore responses associated with 

the normal unexposed rats.    
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2.2. RESULTS 

2.2.1. Characterisation of field potentials 

First, there was the need to characterise the properties of extracellular field potential 

recordings in the fusiform cell layer of the DCN. Recording field potentials in the rat 

DCN fusiform cell layer in response to 

molecular layer parallel fibre stimulation 

resulted in a multiphasic response (Fig. 

2.1). This is in accordance with a study 

carried out in the DCN of the guinea pig 

(Manis, 1989). Each peak of the field 

potential is identified as a negative or 

positive deflection. All negative and 

positive peaks after the stimulation artefact 

are numbered sequentially from the first 

(N1 or P1) through to the last (Fig. 2.1). 

I first characterised the presynaptic and postsynaptic components of the response 

(Fig.2.2 & 2.3). As extracellular calcium is required to induce the release of 

neurotransmitters at the parallel fibre synapse (Katz and Miledi, 1968, Kataoka and 

Ohmori, 1994), the initial experiment was to record field potentials when calcium was 

absent from the extracellular medium (0 mM [Ca2+]e). After 5 to 10 minutes perfusion 

with a 0 mM [Ca2+]e solution, the initial triphasic wave (P1-N1-P2) remained unaffected 

whereas all subsequent waves were abolished (Fig. 2.2). This confirmed that all 

responses following the initial P1-N1-P2 component were postsynaptic in nature.  

N1

N2

N3

P1
P2

P3

P4

1 ms

0
.2

m
V

Figure 2.1: Identification of field 
potential response components. The 
sample trace shown is an average of ten 
individual traces recorded at 0.3 Hz 
stimulation. The response consists of an 
initial triphasic wave (P1-N1-P2), followed 
by a fast negative (N2) and a slower P3. 
Subsequent N3 and P4 components were 
not always present. The time of 
stimulation is indicated by the arrowhead. 
The stimulation artefact has been 
removed for clarity. 
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To identify which receptors mediated the postsynaptic response, I used D-AP5 and 

NBQX to block NMDA and AMPA receptors respectively. Applying 25 μM D-AP5 

affected neither N1 nor N2 components. However in some preparations, D-AP5 

perfusion blocked a slow and delayed component of the response (Fig. 2.3). The slow 

and delayed nature of this current which has been labelled P4 is in line with the 

functional properties of NMDA receptors at synapses (Clarke and Johnson, 2006) and 

has also been described in other preparations (Manis, 1989). Perfusing 10 μM NBQX 
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Figure 2.2: Separating field potentials into pre- and postsynaptic components. (A) Field 
potentials recorded in normal 0.1 mM Mg2+ aCSF (black) and in test conditions (grey). Changing 
the perfusion to a zero Ca2+ solution or adding 10 μM NBQX did not affect N1 but completely 
blocked N2. Addition of 25 μM AP5 or 10 μM strychnine had no significant effect on either the 
N1 or N2 amplitudes. Recording in the presence of 1 μM TTX abolished the presynaptic action 
potential volley (N1) and the post-synaptic response this would have elicited (N2). (B) Bar chart 
showing the effects of each pharmacological test on both N1 (left)  and N2 (right) components. 
The N1 component was completely blocked by TTX (n = 6; P < 0.01) and the N2 component was 
completely blocked by 0 mM Ca2+(n = 7),  NBQX (n = 7) or TTX (n = 6; P < 0.01). Strychnine and 
gabazine had no significant effect on either N1 or N2 (n = 5; N1: P = 0.35, N2: P = 0.1; Paired T 
tests).  
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resulted in the block of the N2 component and subsequent response components 

whereas the N1 component remained unaffected (Fig 2.2).This suggests that the bulk 

of the postsynaptic N2 response was mediated via AMPA receptors. The inhibitory 

cartwheel cells are also excited by parallel fibres and project onto the DCN fusiform 

cells (Oertel and Young, 2004). Therefore I used the glycine receptor antagonist 

strychnine (10 μM) and the GABA receptor antagonist gabazine (20 μM) to investigate 

their contribution to the field potentials. Application of these drugs did not affect the 

overall amplitude of either N1 (-14 ± 8.6 %, n = 5; P = 0.35 Paired T test) or N2 (5.11 ± 

12.8 %, n = 5, P = 0.1; Paired T test; Fig. 2.2). However it did make the responses less 

smooth, suggestive of a loss of inhibition (Fig 2.2) Lastly the propagation of action 

potentials was blocked by using a sodium channel blocker (1 μM TTX) which also 

abolished all components (Fig. 2.2). 

 

 A final test was carried out to confirm that N1 was the presynaptic action potential 

volley (see section II.2.6.2). The stimulation electrode was kept in the same location 

across the parallel fibres and the recording electrode was placed at three different 

positions (Fig. 2.4; A, B & C) along the transverse axis of the DCN surface. Different 

Figure 2.3: D-AP5 blocks a 
delayed response. The trace 
shows an average field 
potential response of ten 
sweeps on an extended 
timescale. Perfusion of AP5 
blocked a slow outward P4 
component (thin grey  trace), 
therefore the NMDA 
receptors are responsible for 
this delayed current. 
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amplitudes were recorded for both the N1 and the N2 components at these positions 

(Fig. 2.4). 

  

 

  

 

In the example shown above, the N1 amplitude increased from 0.8 mV when recording 

in the fusiform cell layer (Fig. 2.4A) to 5 mV when recording in the molecular layer (Fig. 

2.4C). This is in accordance with the properties of action potentials which are larger in 

amplitude when recorded closer to the site of stimulation (Manis, 1989, Jackson and 

Zhang, 1995). Having shown that action potentials could solely be recorded along the 

parallel fibres (Fig. 2.4C), I proceeded to record the conduction velocity of the action 

potential along these fibres (Fig. 2.5). Parallel fibre conduction velocity could be 

calculated as 0.34 m.s-1and this was similar to a previous study reporting a conduction 

velocity of 0.30 m.s-1 along DCN unmyelinated parallel fibres (Manis, 1989). 
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Figure 2.4. Recordings from differential positions along the transverse axis of the DCN. The 
image in the left panel shows a cresyl violet stained image of the DCN and the position of the 
stimulation (SE) and recording electrode along the DCN surface when each trace was 
recorded (circled A-C). Field potentials were recorded from three locations, (A): in the 
fusiform cell layer (FL); (B): between the fusiform and molecular layer (ML); and (C):  in the 
ML. Note that in the ML only N1 is recorded, consistent with the location of the presynaptic 
parallel fibres. 
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2.2.2. Effect of acoustic overexposure on evoked field potentials and 

paired pulse facilitation 

Parallel fibres were stimulated at a rate of 0.3 Hz with a stimulation intensity which 

was increased from 0 V to a maximum of 50 V in order to recruit additional fibres and 

to establish an input-output relationship. In the unexposed condition, minimum 

stimulation intensity to elicit a recordable field potential response for both N1 and N2 

were consistently found to be between 5 V to 10 V. The N1 and N2 amplitudes evoked 

at 10 V stimulation intensity were 0.24 ± 0.03 mV (n=11) and 0.18 ± 0.04 mV (n=11) 

respectively. The N1 amplitude increased continuously with increasing stimulation 

intensity in contrast to the N2 amplitude which levelled out at, amplitudes that were 

0.42 ± 0.05 mV (n=11) and 0.5 ± 0.05 mV (n=11) at 30 and 50 V stimulation respectively 

(Fig. 2.6). In the overexposed condition (n = 9), the N1 and N2 amplitudes were similar 

to the unexposed condition at both 10 V (N1: 0.24 ± 0.03 mV; N2: 0.16 ± 0.03 mV) and 

50 V stimulation intensity (N1: 1.1 ± 0.14 mV; N2: 0.46 ± 0.08 mV). After AOE, the N1 

amplitude was also continually increased with increasing stimulation intensity and the 
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Figure 2.5. Selective recording of the presynaptic volley allows the conduction velocity of the 
parallel fibres to be measured. Left: Schematic representation of the recording configuration 
where the position of the recording electrode is moved longitudinally (shown here from 1 to 4) 
along the molecular layer (ML) while the position of the stimulating electrode (STIM) is left 
unchanged. Middle: Only presynaptic field potentials are recorded in this condition with N1 peaks 
revealing a latency increase with increasing distance between the recording and the stimulation 
electrodes. Right: Latency to the N1 peak is plotted against the distance between the recording 
and the stimulation electrode and fitted with a linear regression (r2= 0.971).  
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N2 amplitude also levelled out with recorded amplitudes of 0.41 ± 0.08 mV (n=9) and 

0.46 ± 0.08 mV (n=9) at 30 and 50 V respectively (Fig. 2.6). This shows that AOE did not 

change the basic characteristics of the action potentials along the parallel fibres (N1) 

or of the evoked postsynaptic response (N2).  

 

However, the continual increase of the N1 amplitude with increasing stimulation 

intensity in both conditions suggests that fibres can still be recruited at stimulations 

exceeding 50 V. Tests with a supra-50 V stimulation were not performed therefore an 

alternative method of analysing the N1 amplitude was implemented. Using this 

Figure 2.6. Effect of stimulation intensity on the pre- and postsynaptic field potentials (A) 
Average of ten sample traces showing the N1 and N2 responses at minimum (thin traces) and 
maximum (thick traces) stimulation intensities as recorded in both the unexposed (left) and 
overexposed (right) conditions. Characteristics of N1 (B) and N2 (C) were unchanged. Data 
show mean amplitudes recorded in response to graded stimulation intensities in both the 
unexposed (black circles, n=11) and overexposed (blue squares, n=9) condition. The N1 input-
output relationship has been fitted with a straight line whereas the N2 input-output 
relationship has been fitted with a Hill function. 
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method, similar results were obtained as detailed in appendix 1. Furthermore there 

was still no significant difference in fibre recruitment between the unexposed and 

overexposedconditions.  

Paired pulse tests were also performed at intensities that evoked a half maximal 

response of  the N2 amplitude at varying intervals between 10 to 300 ms (Fig. 2.7)  

 

 

 

In the unexposed condition, the postsynaptic N2 component exhibited a significant PPF 

ranging from 1.39 ± 0.07 to 1.1 ± 0.04 at intervals between 20-80 ms (Fig. 2.7). In the 

overexposed condition however, PPF was absent at all intervals tested (Fig. 2.7). 

Previous researchers have linked a lack of PPF to a high release probability at synapses 

investigated (Schulz, 1997, Oleskevich et al., 2000). This suggests that the lack of PPF 

after AOE could be due to a coinciding increase in release probability. 

Figure 2.7. Acoustic overexposure abolishes paired pulse facilitation of postsynaptic 
responses evoked by parallel fibre stimulation.. (A) Average of ten N2 traces obtained in 
response to a paired pulse stimulation with a 50 ms interval gap in both the unexposed (above) 
and the overexposed condition (below). The N1 amplitude has been omitted for clarity. (B) 
Graph summarising the paired pulse ratio at various paired pulse intervals. The range of 
intervals within which PPF was recorded in the unexposed condition (n = 9) is highlighted and 
significance has been indicated (* P < 0.05, Paired T tests). There was no recordable PPF in the 
overexposed condition (n = 8). 
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2.2.3. Effect of acoustic overexposure on long term synaptic plasticity 

Plasticity within the DCN was observed by recording changes in the amplitudes of field 

potentials in the fusiform cell layer following HFS of parallel fibres in the molecular 

layer. Stimulus intensity was first set to generate half the maximal N2 response at 0.3 

Hz frequency and a 10 minute period of stable N1 and N2 responses was established 

(Fig. 2.8). High frequency stimulation (2 x 15 s 50 Hz stimulation with a 1s interval) was 

then carried out and recordings proceeded for a further 30 minutes at 0.3 Hz. Values 

were normalised to the average of the last 5 minute period before HFS and plotted 

against time (Fig. 2.8). Immediately following HFS in the unexposed condition, neither 

the normalised N1 nor the N2 amplitude was significantly changed (N1: 1.05 ± 0.09, P > 

0.05; N2: 0.89 ± 0.09, P > 0.05; n=16; Wilcoxon tests, Fig. 2.8, Appendix 2). However 

after a few minutes, both the N1 and N2 component exhibited a steady increase in 

amplitude and after 30 minutes, the normalised amplitudes of both components were 

significantly increased to 1.17 ± 0.05 (P < 0.01, Wilcoxon test) and 1.39 ± 0.09 (P < 0.01, 

Wilcoxon test) respectively (Fig. 2.8).  This was considered a long term potentiation 

(LTP) due to the increase in amplitude persisting after 30 minutes and in some 

instances up to 90 minutes (data not shown) (Bliss and Lomo, 1970, Nicoll and 

Malenka, 1999, Fujino and Oertel, 2003). Similar HFS protocols were also performed 

following AOE. In the overexposed condition (n = 20), there was no significant change 

in either the N1 (1.02 ± 0.04; P > 0.05, Wilcoxon tests) or the N2 (0.96 ± 0.06;P > 0.05, 

Wilcoxon Test) normalised amplitudes 30 minutes after the HFS (Fig. 2.8). 



97 
 

 

 

 

Comparing the changes in normalised amplitude (N1 and N2) in both conditions 

revealed a significantly higher amplitude in the unexposed condition over the 

overexposed condition (N1: P < 0.01; N2: P <0.01, ANOVA on Ranks, Dunns test).  This 

leads to the conclusion that AOE inhibits the induction of LTP by HFS.   

2.2.4. Mechanisms underlying long term potentiation  

As previously described, N1 represents the presynaptic volley which triggers 

neurotransmitter release and evokes the subsequent N2 postsynaptic response. Thirty 

minutes after HFS in the unexposed condition, both the N1 and N2 amplitudes were 

significantly increased. However the possibility remains that the increase in the N2 

Figure 2.8. Acoustic overexposure abolishes LTP induction by HFS. (A) Examples of averaged 
field potential responses recorded before (grey and cyan) and 30 minutes after (black and 
blue) HFS in both the unexposed (left) and overexposed (right) condition. Graph showing 
amplitudes of the N1 (B) and the N2 components (C) normalised to the average of the last 5 
minutes of baseline recording and plotted against time in both conditions (unexposed, black 
circles, n=16; overexposed, blue squares, n=20). The time of HFS is indicated by the arrow. 
Thirty minutes after HFS, both the N1 and N2 amplitudes recorded in the unexposed condition 
were significantly higher than that recorded in the overexposed condition (** P < 0.05,Mann 
Whitney test).  
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Figure 2.8. Acoustic overexposure abolishes LTP induction by HFS. (A) Examples of averaged 
field potential responses recorded before (grey and cyan) and 30 minutes after (black and 
blue) HFS in both the unexposed (left) and overexposed (right) condition. Graph showing 
amplitudes of the N1 (B) and the N2 components (C) normalised to the average of the last 5 
minutes of baseline recording and plotted against time in both conditions (unexposed, black 
circles, n=16; overexposed, blue squares, n=20). The time of HFS is indicated by the arrow. 
Thirty minutes after HFS, both the N1 and N2 amplitudes recorded in the unexposed condition 
were significantly higher than that recorded in the overexposed condition (** P < 0.05,Mann 
Whitney test).  
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amplitude is simply a result of the increased presynaptic volley (N1). To exclude this 

possibility, the N2 amplitude elicited at a given stimulation intensity (10 – 50 V) was 

plotted against the corresponding N1 amplitude and the relationship was fitted with a 

Hill function. This relationship was then used to predict the N2 amplitude which will 

correspond to the potentiated N1 amplitude recorded after the HFS (Fig. 2.9A).   

 

 

 

 

The predicted N2 amplitude (0.46 ± 0.05 mV, n=16) was significantly lower than the N2 

amplitude recorded after HFS (0.54 ± 0.07 mV, n=16, P < 0.05, Unpaired T test), 

suggesting that the potentiated N2 amplitude was unlikely to be due only to the 

increased presynaptic volley (N1). Previous studies have shown that changes in release 

probability can be inversely related to changes in the PPF (Oleskevich et al., 2000). 

Therefore the significant reduction of the PPR in the unexposed condition from 1.35 ± 

0.08 (n = 9) to 1.09 ± 0.07 (n = 9; P < 0.05, Wilcoxon tests) suggests that the 

potentiation of the N2 amplitude was due to an increase in release probability (Fig. 

2.9B). To further investigate this, input-output relationships were determined before 
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Figure 2.9 Long term potentiation is accompanied by a decrease in the paired pulse ratio 
of the postsynaptic N2 response. (A:left) Plotting N2 amplitude against N1 amplitude 
allowed the fitting of a Hill function between the two responses. The predicted N2 amplitude 
evoked by the potentiated N1 amplitude alone is indicated with the dotted line. (A:right) Bar 
chartss revealed that the N2 amplitude recorded after HFS was significantly higher than the 
amplitude predicted by the fit (P < 0.05, Unpaired T test; n = 16). (B)Upon LTP induction, PPF 
was significantly decreased in the unexposed conditions (Left; Paired T tests, P < 0.05). The 
lack of PPF in the overexposed condition persisted after HFS (right). 
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and during LTP in a subset of experiments. This helped identify the range of 

stimulation intensities where the N2 amplitude remained significantly elevated after 

LTP induction. At low to moderate stimulation intensities (10 – 30 V), N2 amplitudes 

recorded during LTP were higher than that recorded before HFS (Fig. 2.10, P < 0.05, 

Paired T tests), indicative of increased release probability. At higher stimulation 

intensities (40 & 50 V), there was no difference between the N2 amplitudes recorded 

(Fig. 2.10; P > 0.05, Paired T test), indicative of postsynaptic receptor saturation.     

I next tested whether LTP could be further potentiated after the initial induction 

protocol by performing three HFS protocols at 30 minute intervals. In the unexposed 

condition (n = 7) the first HFS induced LTP as the normalised N2 amplitude increased 

by 25 ± 4 % (P < 0.05, Wilcoxon test). However, the N2 amplitude could not be further 

potentiated, with normalised amplitudes varying by 6 ± 3 % (n=7) and 13 ± 7 % (n=7) 

following the second and third HFS protocols respectively (Fig.2.11).   
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Figure 2.10. LTP is evoked at 
submaximal stimulation intensities. 
During LTP the N2 amplitude was 
significantly increased from 0.08 ± 
0.01 mV to 0.14 ± 0.02 mV at 10 V; 
0.16 ± 0.02 mV to 0.33 ± 0.07 mV at 
20 V; and 0.30 ± 0.05 mV to 0.56 ± 0.1 
mV at 30 V (n = 6, Paired T test, P < 
0.05). There was no significant 
increase at 40 and 50 V (P = 0.46 and 
0.44 respectively, Paired T tests).   
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I next investigated the receptors mediating LTP in my model, by performing tests using 

both the AMPA receptor antagonist, NBQX (10 µM), and the NMDA receptor 

antagonist, D-AP5 (25 µM). Addition of NBQX during LTP completely abolished the N2 

response (Fig. 2.12), in a manner similar to that which was witnessed when NBQX was 

added prior to the HFS (Fig. 2.3).  
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Figure 2.11. Multiple high frequency stimulations do not induce further potentiation in the 
unexposed condition. The normalised change in N2 post synaptic field potential amplitudes 
as induced by multiple HFS (indicated by arrows). The first HFS induces LTP (1.25 ± 0.04, n=7; 
P < 0.05; Wilcoxon test). Subsequent HFS at 30 minute intervals did not induce any further 
significant changes in the size of the postsynaptic field potential (Wilcoxon tests). 

Figure 2.12: Effect of NBQX on the long term potentiation of postsynaptic field potentials in 

the unexposed condition. (A) NBQX (10 µM) addition 30 minutes after LTP induced by HFS 

(indicated by arrow) completely abolished the postsynaptic field potential (N2) response. (B) 

Bar chartss show a significant increase in the N2 amplitude 30 minutes following HFS and the 

complete abolishment of the N2 response upon addition of NBQX (right). (One way ANOVA on 

Ranks; SNK tests, P < 0.05; n = 8). 
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Despite this finding suggesting that the N2 response after HFS was expressed solely via 

AMPA receptors, addition of D-AP5 (25 µM) had an unexpected effect as it abolished 

the LTP and returned the normalised N2 amplitude to baseline levels recorded prior to 

the HFS (from 1.46 ± 0.19 to 0.94 ± 0.18; n = 9; Wilcoxon test, P < 0.05; Fig. 2.13A). The 

decrease in amplitude induced by D-AP5 addition also increased the PPR from 1.18 ± 

0.07 to 1.67 ± 0.19 (n = 9; P < 0.05, Wilcoxon test; Fig. 2.13B). This increase in the PPR 

suggests that D-AP5 addition after HFS had a presynaptic effect of decreasing the 

release probability. 

As D-AP5 addition had an effect on the maintenance of LTP, I next investigated its effect 

on the induction of LTP. Perfusing D-AP5 prior to the HFS did not have a significant 

effect on the normalised N2 amplitude (from 1.00 ± 0.05 to 1.02 ± 0.02; n=8; P > 0.05, 

Wilcoxon test, Fig. 2.14). Subsequently performing HFS in the presence of D-AP5 led to 

a significant LTP (from 1.02 ± 0.02 to 1.52 ± 0.2; n=8; P < 0.05, Wilcoxon test, Fig. 2.14), 

which was also accompanied by a significant reduction in the PPR (from 1.71 ± 0.27 to 

1.1 ± 0.04; n = 6; P < 0.05; Wilcoxon test, Fig. 2.14A).  
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Figure 2.13. Addition of D-AP5 abolishes the LTP induced by high frequency stimulation.(A) 
The amplitude of LTP induced by the HFS (arrow) was reversed by the addition of D-AP5 (25 
µM) 30 minutes after the HFS (Left; n=8). (B) Bar chartss show that the LTP (left) was also 
associated with a significant decrease in paired pulse ratio (right). D-AP5 addition reversed the 
LTP and decreased the paired pulse ratio. (* P < 0.05, One way ANOVA on Ranks, SNK tests). 
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This reduction in the PPR was similar to that witnessed with LTP induction in the 

absence of D-AP5. Showing that LTP was maintained via the action of NMDA receptors 

and the inhibition of NMDA receptors inhibited LTP via a decreased release probability. 

2.2.5. Mechanism underlying a lack of LTP after exposure to loud sound   

I next investigated the effect of D-AP5 on N2 amplitudes following AOE. Similar to the 

unexposed condition, addition of D-AP5 30 minutes after HFS led to a decrease of the 

normalised N2 amplitude (from 1.11 ± 0.09 to 0.46 ± 0.14; n =7) while also increasing 

the PPR from 1.06 ± 0.06 to 1.39 ± 0.07 (n = 7; Fig. 2.15B).  

 

 

Figure 2.14. Induction of LTP by high frequency stimulation is independent of NMDA receptor 

activation. (A)Performing HFS in the presence of D-AP5 did not affect the induction of LTP (n = 

8). (B) Bar chartss confirm that LTP (left) was still associated with a significant decrease in the 

PPR (right) (P < 0.05, One way ANOVA on Ranks, Dunnett’s test, n = 6). 

Figure 2.15. Addition of D-AP5 after HFS restores paired pulse facilitation in the overexposed 
condition. (A) D-AP5 (25 µM) addition 30 minutes after HFS reduced the amplitude of the post-
synaptic (N2) response below pre-HFS baseline levels. (B) This significant decrease in amplitude 
(left: P < 0.05, One way ANOVA on Ranks, SNK tests, n = 14) was accompanied by a significant 
increase in the PPR (right: One way ANOVA on Ranks; SNK test P < 0.05, n = 7). 
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Increasing the extracellular magnesium concentration from 0.1 mM to 10 mM, was 

used as an alternative means of blocking NMDA receptors (Coan and Collingridge, 

1985, Petrenko et al., 2003). Indeed, perfusing 10 mM Mg2+ after the HFS significantly 

decreased the normalised N2 amplitude (P < 0.05, Wilcoxon test, n = 5, Fig. 2.16). 

Attempts to confirm that the decrease in N2 amplitude was due to a decrease in 

release probability using paired pulse tests proved futile. This was because whereas 

the first stimulation in the paired pulse evoked a near zero N2 amplitude which could 

not be discerned form the baseline, the second stimulation in the paired pulse elicited 

a recordable N2 amplitude.   

Based on the fact that D-AP5 addition 30 minutes after HFS reversed one of the deficits 

induced by AOE (i.e. lack of PPF), I performed a second HFS protocol during this state 

of decreased release probability in an attempt to reverse the second deficit and induce 

LTP. However performing the second HFS did not induce LTP and the normalised N2 

amplitude remained unchanged: from 0.57 ± 0.07 to 0.56 ± 0.05 when measured 

before and after the second HFS protocol respectively (n = 7; Fig. 2.17). 

Figure 2.16. Perfusing 10 mM 
Mg2+ 30 minutes after HFS 
reduces the normalised N2 
amplitude after acoustic 

overexposure from 0.96 ± 0.07 
to 0.22 ± 0.02 (Mann Whitney 
Test, P < 0.05; n = 5). 
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Although the first of the HFS protocol did not induce any recordable changes in the N2 

amplitude or release probability, this did not exclude the fact that other synaptic 

changes might have occurred. Therefore I repeated the tests in slices which had not 

undergone a previous HFS. Similar to the unexposed condition, perfusing D-AP5 prior 

to the HFS protocol did not alter the normalised N2 amplitude (from 1.06 ± 0.07 to 

1.02 ± 0.01; n = 14; Fig. 4.18) nor the PPR (from 1.17 ± 0.07 to 1.26 ± 0.06; n = 7; Fig. 

4.18).  

Figure 2.18. Addition of D-AP5 leads to the induction of LTP by high frequency stimulation in 
the overexposed condition. (A) Performing HFS in the presence of D-AP5 promoted the 
induction of LTP in the overexposed condition (n = 14). (B) Bar charts show that LTP (Mann 
Whitney tests, P < 0.05, n = 14) was associated with a significant decrease in the PPR (Mann 
Whitney tests P < 0.05; n = 7). 
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Figure 2.17. Multiple HFS do not 
alter the N2 response in the 
overexposed condition. The first 
HFS was performed in the absence 
of D-AP5 and the second in the 
presence of D-AP5. D-AP5 
decreases the release probability 
but does not promote LTP (n = 7; 
Wilcoxon Test, P = 0.83). 
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However, subsequently performing HFS in the presence of D-AP5 promoted the 

induction of LTP (from 1.02 ± 0.01 to 1.23 ± 0.09; n = 14; P < 0.05,Wilcoxon test) 

alongside a decrease in the PPR (from 1.26 ± 0.06 to 1.07 ± 0.04; n = 7; P < 0.05, 

Wilcoxon test, Fig. 2.18B:right). This indicates that blocking NMDA receptors by the 

addition of D-AP5 was capable of reversing the synaptic deficits induced by AOE and 

promoted the induction of LTP. 

2.2.6. Modulation of release probability in the dorsal cochlear nucleus 

To further test whether the lack of PPF and LTP induction after AOE were due to an 

increased release probability, the synaptic release probability was altered by changing 

the extracellular calcium concentration prior to the HFS. In the unexposed condition, 

increasing the extracellular calcium concentration from 2 mM to 3 mM prior to HFS 

increased the N2 amplitude from 0.4 ± 0.09 mV to 0.46 ± 0.09 mV (n = 6; P < 0.05, 

Paired T test) and significantly decreased the PPR from 1.33 ± 0.12 to 0.92 ± 0.07 (n=5; 

Paired T test, P < 0.05; Fig. 2.19A). This increase in N2 amplitude and decrease in PPR 

provided evidence in accordance with an increase in release probability. I next 

investigated the effect of HFS in this state of increased release probability. In the 

unexposed condition, performing HFS in 3 mM Ca2+ did not induce LTP (0.96 ± 0.07; 

n=7; Wilcoxon test, P = 0.51; Fig.2.19B), suggesting that LTP induction by HFS in the 

unexposed condition was abolished when the synapses had a high release probability.  

In the overexposed condition decreasing the extracellular calcium concentration (from 

2 mM to 1 mM) significantly decreased the N2 amplitude (from 0.4 ± 0.06 mV to 0.21 ± 

0.03 mV; n=11; Paired T test, P < 0.05) while also increasing the PPR (from 0.97 ± 0.07 

to 2.45 ± 0.29; n = 5; P < 0.05, Paired T test; Fig. 2.19C). These changes in the N2 
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amplitude and PPR were in accordance with a decrease in release probability. 

Performing HFS in this state of decreased release probability induced LTP as the 

normalised N2 amplitude increased from 1.01 ± 0.01 to 1.27 ± 0.09 (P < 0.05, Wilcoxon 

tests, n=11; Fig. 2.19D).  

Figure 2.19. Altering the release probability reverses the absence of LTP after AOE. (A,B) In 
the unexposed conditions, increasing extracellular Ca2+ increased the basal amplitude of N2 
evoked at 0.3 Hz stimulations (P < 0.05, Paired T test, n = 6) and decreased the PPR (A, P < 0.05, 
Wilcoxon test, n = 7).  It also abolished the LTP (B, P < 0.05, Mann Whitney test, n = 7).   (C,D) 
Decreasing the extracellular Ca2+ concentration after AOE decreased the basal amplitude of N2 
evoked at 0.3 Hz stimulations (P < 0.05, Paired T test, n = 11) and increased the PPR (C, P < 
0.05, Wilcoxon test, n = 5).  It also restored the LTP otherwise absent after AOE (D). (D; n=11; 
Mann Whitney test, P < 0.05).  

Altogether this leads to the conclusion that the lack of LTP induction after AOE can be 

attributed to an increased release probability and experimentally decreasing the 

release probability can reverse this AOE phenotype. 
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2.2.7. Quantal analysis of evoked excitatory postsynaptic currents 

Whole cell recordings of fusiform cells were performed to confirm the effects of AOE 

on the release probability. Parallel fibres were stimulated at a rate of 0.3 Hz with 

increasing stimulation intensity to facilitate parallel fibre recruitment. Results 

presented in Fig. 2.20. show that AOE did not affect the threshold, slope or maximum 

response of the input-output relationship obtained from the evoked EPSCs.   

My previous results obtained while performing field potential recordings have shown 

an absence of PPF following AOE. This suggests that AOE induced a deficit of synaptic 

transmission at the presynaptic level. However field potential recordings are limited 

due to the contribution of multiple cell types to the response. To further investigate 

the mechanisms underlying the modulation of PPF, I performed the same paired pulse 

tests while recording EPSCs from identified fusiform cells within the fusiform cell layer 

of the DCN. In unexposed conditions, paired pulse stimulation of the parallel fibres 
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Figure 2.20. Input-output 
relationships are unaffected 
by AOE. (A:left) Average of 
ten EPSC traces evoked by 
parallel fibre stimulations at 
0.4mA (cyan and grey) and 
1.6mA (black and blue) in 
slices from an unexposed and 
overexposed rat. Right: 
Input-output relationships of 
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elicited a significant PPF of 1.35 ± 0.06 (n = 9; Paired T test, P < 0.01,; Fig. 2.21A). 

However, similar results were found following AOE where paired parallel fibre 

stimulations induced a significant PPF of 1.30 ± 0.4 (n = 7; P < 0.01, Paired T tests; Fig. 

2.21B). There was no significant difference between the PPR in the unexposed and the 

overexposed condition (P > 0.05; Mann Whitney test).  

 

   

 

The VM analysis (see section II.2.7.6.) was next used to measure the number of release 

sites, the release probability and the quantal size (Clements and Silver, 2000).  The 

AMPA receptor mediated EPSCs were recorded by performing tests in presence of 

strychnine, gabazine and D-AP5. Two protocols were used, the first protocol aimed at 

confirming the higher release probability after AOE.  In this protocol VM analysis was 

performed on EPSCs recorded in basal conditions. My previous experiments have 

shown that NMDA receptors were not involved in mediating the basal postsynaptic 

response, however blocking NMDA receptors after HFS abolished the LTP (unexposed) 

or decreased the postsynaptic response below the basal level (AOE). Therefore the 

second protocol was aimed at showing that blocking NMDA receptors (after HFS) 

decreased the release probability.  In this protocol the presence or absence of LTP (in 
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Figure 2.21. Paired pulse facilitation of EPSCs evoked by parallel fibre stimulations in 

unexposed and overexposed conditions.  Sample traces are an average of ten individual traces 

evoked by paired pulse stimulation at 60 ms intervals in the unexposed (A; n = 9) and the 

overexposed (B; n = 7) condition. Bar chartss representing reveal a significant PPF in both 

conditions (P < 0.01; Paired T test). 
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Un and AOE conditions respectively) was first assessed by field potential recordings. 

Fifteen minutes after the HFS, D-AP5 was added to the perfusion already containing 

strychnine and gabazine. The VM analysis was then performed on the EPSCs recorded.    

 

 

 

Using protocol one, there was no significant difference in the number of release sites 

(Un: 365 ± 78, n = 9; AOE: 258 ± 89, n = 9; P > 0.05, Unpaired T test) or the quantal size 

(Un: 2.6 ± 0.4 pA, n = 9; AOE: 2.1 ± 0.4 pA, n = 9; P > 0.05, Unpaired T test) between the 

two conditions (Fig.2.23). However the release probability in the overexposed 

condition was significantly higher than that recorded in the unexposed condition (Un: 

0.43 ± 0.07, n = 9; AOE: 0.64 ± 0.04, n = 9; P < 0.05, Unpaired T test; Fig. 2.23). As the 

mean EPSC amplitude is equal to the product of N, P and Q, (Del Castillo and Katz, 

1954), the increase in release probability in the overexposed group should therefore 

result in a significant increase in the mean EPSC amplitude; however this was not the 

case (Fig. 2.20). I therefore tested whether the apparent absence of effect on the 

amplitude was due to a simultaneous decrease of ‘N’ and ‘Q’, which would 

Figure 2.22. Schematic representation of the two recording protocols used to measure the 
release probability. Protocol 1 referred to as ‘basal’ will allow the normal quantal 
parameters of the synapse to be recorded. Protocol 2 referred to as ‘after HFS’ will give an 
indication of how D-AP5 addition after HFS alters the quantal parameters. Changes in 
extracellular calcium concentrations for the quantal analysis were performed while 
performing whole cell recordings. 

Protocol 2
(i.e after HFS)

D-AP5

EPSCs (VM analysis)
Protocol 1 
(i.e. Basal)

time

time

HFS

D-AP5

EPSCs (VM analysis)Field potential recordings
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compensate for the increased release probability. Although neither ‘N’ nor ‘Q’ were 

significantly decreased after AOE (Fig. 2.23), the product of ‘N’ and ‘Q’ was significantly 

lower in the overexposed condition and as such could account for the lack of altered 

EPSC amplitude after AOE (Unexposed: NQ = 740 ± 128, n = 9; AOE: NQ = 387 ± 80, n = 

9; P < 0.05, Unpaired T test).  
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Figure 2.23. Acoustic overexposure leads to an increased presynaptic release probability. (A) 
Scatter plots show the amplitudes and variation of EPSC amplitudes in various extracellular 
Ca2+ concentrations obtained from a fusiform cell  in both the unexposed (A:left) and 
overexposed (B:left) condition. The corresponding variance (nA2) was plotted against the mean 
EPSC amplitude (Unexposed: A:right; Overexposed: B:right) and fitted with a parabola function 
allowing the synaptic parameters to be deduced. (C) Bar charts showing the average number 
of release sites (N: left), the release probability (P: centre) and the quantal size (Q: right) in the 
unexposed (Black bars; n = 9) and the overexposed (blue bars; n = 9) conditions. Release 
probability is significantly higher in the overexposed condition (P < 0.05, Unpaired T test). 
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The VM analysis was repeated using protocol 2 to test whether D-AP5 addition after 

HFS reduced the N2 amplitude by decreasing the release probability (Fig. 2.24).  

 

 

 

 the unexposed condition, perfusing with D-AP5 15 minutes after the HFS revealed a 

release probability of 0.44 ± 0.09 (n=5) which was equal to the release probability 

deduced from protocol 1 (P > 0.05, Unpaired T test; Fig. 2.23). This is consistent with 

the D-AP5 abolishing LTP and returning the N2 amplitude to pre-HFS baseline. In the 

AOE condition, perfusing D-AP5 after HFS also led to a decreased release probability as 

witnessed in the unexposed condition. However in contrast to the unexposed 

condition, the release probability deduced from protocol 2 (0.36 ± 0.04) was lower 

than that deduced from protocol 1 (0.64 ± 0.04; n =10; P < 0.05, Unpaired T test). 

Figure 2.24: D-AP5 addition after HFS decreases the synaptic release probability. (A) In the 
unexposed condition, similar parameters were measured with either protocol (Basal: ‘N’ = 365 
± 78, ‘P’ = 0.43 ± 0.07, ‘Q’ = 2.6 ± 0.4 pA. After HFS: ‘N’ = 241 ± 94, ‘P’ = 0.44 ± 0.09, ‘Q’ = 3.26 
± 0.9 pA. (B) In the overexposed condition, ‘N’ and ‘Q’ were similar between when assessed 
with protocol 1 or 2 (Basal: ‘N’ = 258 ± 89, ‘Q’ = 2.1 ± 0.4 pA; After HFS: ‘N’ = 161 ± 36, ‘Q’ = 
3.49 ± 0.6 pA). However ‘P’ was significantly lower in protocol 2 (Basal: ‘P’ = 0.64 ± 0.04. After 
HFS: ‘P’ = 0.36 ± 0.04; P < 0.05, Unpaired T test). 
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In conclusion these results show that after AOE, a high release probability is required 

in the DCN to maintain equal amplitudes of postsynanptic responses  witnessed in the 

unexposed condition. This increase in release probability prevents HFS from inducing 

LTP. Following the HFS, NMDA receptor activity is required to maintain a high release 

probability at the synaptic terminal as D-AP5 addition reduced the N2 amplitude by 

reducing the release probability. Therefore AOE induces a form of metaplasticity in the 

DCN which alters the synaptic response to subsequent plasticity inducing stimulation. 
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2.3. DISCUSSION 

2.3.1. Interpretation of field potential recordings 

Field potential recordings make a good method to address the questions posed in this 

study by investigating network activity in the fusiform cell layer of the DCN. Field 

potentials evoked in the DCN by parallel fibre stimulations have previously been 

characterised in the guinea pig (Manis, 1989).  Nonetheless it was essential to 

characterise these potentials in my model of investigation due to possible inter-species 

differences which if unaccounted for, could lead to the false interpretations of data. 

Previous studies have described the role of inhibitory synapses in the DCN particularly 

from cartwheel cell connections (Hackney et al., 1990, Golding and Oertel, 1997). In 

this study, although addition of strychnine and gabazine did not significantly alter the 

amplitude of the field potential responses, in some cases it altered the smoothness of 

the responses in a manner suggestive of a loss of inhibition.. Nonetheless all tests were 

performed in the presence of strychnine and gabazine to confidently exclude any 

contribution of the inhibitory synapses to the field potentials recordings before or 

after plasticity induction.  

As in the guinea pig, the initial triphasic wave of the field potential was a presynaptic 

compound action potential that was unaffected by removal of external calcium but 

abolished by TTX (Manis, 1989).  In addition the conduction velocity could be 

calculated along the axis where parallel fibres have been morphologically identified 

(Mugnaini, 1985, Manis, 1989). This conduction velocity of 0.3 m.s-1 was similar to 

previously reported values for the unmyelinated parallel fibres and far slower than the 

values recorded for myelinated fibres such as the AN (Poma et al., 2008, Imennov and 
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Rubinstein, 2009). All subsequent responses to the N1 were postsynaptic in nature 

based on the calcium dependence, the mediation by AMPA receptors and the 

expression of PPF. The initial negative deflection of the postsynaptic component (N2), 

was due to the population spike of cells in the fusiform cell layer. The ensuing P3 

component was attributed to slow EPSCs in cells with dendrites spanning the 

molecular layer and the fusiform cell layer, principally the fusiform cells (Manis, 1989). 

Previous studies have shown that the size of the N2 and the P3 deflections was 

determined by the number of cells, the synchrony of cellular responses and the size of 

overall postsynaptic response to transmitter release (Manis, 1989, Manis and Molitor, 

1996). It is for this reason that the P3 component was taken into account when 

calculating the amplitude of the postsynaptic response.  

2.3.2. Plasticity in the dorsal cochlear nucleus 

The mechanisms underlying LTP remains a subject of wide research due to its 

proposed role in learning and memory (Stent, 1973, Zajaczkowski et al., 1997, 

Feldman, 2009). Over the years, the induction and maintenance of LTP has been linked 

to both pre- and postsynaptic mechanisms. Presynaptic mechanisms of LTP involve an 

increase in quantal content (Kullmann and Nicoll, 1992) and release probability 

(Buonomano, 1999, Malenka and Nicoll, 1999). Experimental evidence for these 

conclusions was based upon a decreased number of synaptic failures and an increased 

glutamate overflow during LTP (Palmer et al., 2004, Feldman, 2009). However, 

proponents of a postsynaptic mechanism of LTP highlight the phosphorylation and 

rapid AMPA receptor trafficking to the postsynaptic membrane (Malinow and 

Malenka, 2002), recruitment of extrasynaptic receptors (Oh et al., 2006) and the 
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turning on of silent synapses during LTP as mediators of a postsynaptic mechanism of 

LTP (Nicoll and Malenka, 1999, Kullmann, 2003). Silent synapses are of particular 

interest because these are synapses where a postsynaptic response cannot be elicited 

in response to a presynaptic stimulation (Kullmann, 1994, Voronin and Cherubini, 

2004). Silent synapses can in principle be silent through pre- or postsynaptic 

mechanisms. Presynaptic mechanisms that define silent synapses include a low release 

probability or a low concentration of glutamate release which is insufficient to produce 

a detectable quantal response (Choi et al., 2000, Voronin and Cherubini, 2004, Lee and 

Dong, 2011). Whereas postsynaptic mechanisms that result in silent synapses prevent 

channels at the postsynaptic terminal from passing a current without a prior 

depolarisation of the membrane. (Kerchner and Nicoll, 2008). Such synapses are 

therefore thought to express the functional response of NMDA receptors and not 

AMPA receptors (Isaac et al., 1995, Liao et al., 1995). Considering the evidence for both 

pre- and postsynaptic mechanisms underlying the expression of LTP and the action of 

endocannabinoids as a retrograde signalling mechanism, it is also possible that both 

pre- and postsynaptic mechanism are involved in the DCN LTP (Tzounopoulos et al., 

2007). In support of this, a unified model of LTP in the hippocampus combining both 

pre- and postsynaptic mechanisms has recently been proposed, based on the 

proximity of synapses to the area of altered synaptic activity (Lisman and 

Raghavachari, 2006).  

In the DCN, LTP of fusiform and cartwheel cells is well documented (Fujino and Oertel, 

2003, Tzounopoulos et al., 2007). The LTP of fusiform and cartwheel cells can be 

induced using a pairing protocol comprising presynaptic parallel fibre stimulation and 
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postsynaptic depolarisation of the cell. This LTP was dependent on the action of 

NMDARs or mGluRs in fusiform cells and GABA receptors in cartwheel cells (Fujino and 

Oertel, 2003). However in both cell types, LTP was dependent on the postsynaptic rise 

of intracellular calcium mediated by calcium release from intracellular stores (Fujino 

and Oertel, 2003). This indicates that LTP can be mediated by multiple receptor types 

in the DCN and has a postsynaptic site of induction. Nonetheless studies did not 

proceed to identify the site of LTP expression or maintenance. These questions were 

answered by others who showed that similar pairing protocols induced a postsynaptic 

LTP in fusiform and cartwheel cells which was dependent on the rise in intracellular 

calcium leading to the activation of CaMKII and phosphorylation of AMPARs 

(Tzounopoulos et al., 2007, Zhao and Tzounopoulos, 2011). The studies also identified 

a postsynaptically induced LTD mechanism which was expressed presynaptically by the 

retrograde transmission of endocannabinoids acting via CB1 receptors to reduce 

release probability (Zhao et al., 2009, Zhao and Tzounopoulos, 2011). The LTP and LTD 

were expressed concomitantly and the direction of plasticity was dependent on the 

combined size of the LTP or LTD.  

It has been reported in other brain structures that the plasticity induction protocol can 

determine the mechanism by which plasticity is expressed (Kleschevnikov et al., 1997) 

and HFS in the cerebellum and hippocampus results in a presynaptic form of LTP 

(Larkman and Jack, 1995, Salin et al., 1996, Kleschevnikov et al., 1997). Furthermore 

PTP of DCN field potentials induced by tetanic stimulation of parallel fibres, was found 

to be mediated by a temporary presynaptic increase in release probability (Manis, 

1989). In this study I have identified LTP expression as a presynaptic increase of release 
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probability. This conclusion was based on a lack of LTP induction in the unexposed 

condition when HFS was performed in a state of high release probability in addition to 

a decreased PPF during LTP which could be reversed when LTP was also reversed. My 

findings do not necessarily contradict the current literature, which shows fusiform and 

cartwheel cell LTP to be a postsynaptic mechanism, as the LTP induction protocol used 

here was based on a HFS protocol rather than a pairing protocol. Therefore the 

different protocols of LTP induction could result in different mechanisms of LTP 

expression. 

As previously mentioned, a paired protocol induced LTP which was mediated by GABA 

receptors in cartwheel cells whereas LTP in fusiform cells was mediated by NDMARs 

and mGluRs (Fujino and Oertel, 2003). In my model, all recordings were performed in 

the presence of gabazine, which excludes any possible contribution of GABA receptors 

to the induced LTP. Considering that I show LTP induction to be independent of 

NMDARs, it is possible that mGluRs could mediate the induction of LTP although this 

was not tested as part of my study. Nonetheless I showed that the expression and 

maintenance of LTP was dependent on the continued activity of NMDA receptors. This 

suggests that LTP in the DCN comprises of an induction phase and a maintenance 

phase (Reymann and Frey, 2007, Vickers et al., 2005). This further suggests that the 

induction phase is NMDA receptor independent and comprises a fast trigger 

mechanism via unidentified receptors leading to what appears to an early onset of 

increase in the N2 amplitude after HFS. The maintenance phase is likely to consist of 

slower mechanisms mediated by NMDA receptor activation. Furthermore, the 

maintenance phase mechanisms are likely to shut-down the ‘induction phase’ 
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mechanisms. This could explain why the induction of LTP persists in the presence of 

NMDA receptor antagonist while its maintenance is blocked by perfusing the NMDA 

receptor antagonist thirty minutes after HFS. Further tests to identify when LTP 

expression completely switches from the ‘induction phase’ mechanism to the 

‘maintenance phase’ mechanism will require the perfusion of an NMDA receptor 

antagonist at earlier time points after HFS (e.g. 5 mins, 10 mins, 15 mins and 20 mins). 

 The proposed NMDA receptors that maintain the increased release probability which 

underlie LTP  in my model could be localised presynaptically and have a direct effect on 

release probability or postsynaptically and have an effect on release probability via a 

retrograde mechanism. In the DCN, the action of postsynaptic NMDA receptors 

activating the retrograde signalling of the endocannabinoid system has been shown to 

mediate LTD rather than LTP (Zhao and Tzounopoulos, 2011), indicating that a 

retrograde signalling mechanism does exist in the DCN. However further tests will be 

required to identify if the pathway can also mediate LTP expression. An alternative 

mechanism for postsynaptic NMDA receptors activating a retrograde signalling 

mechanism could be the presence of presynaptic NMDA receptors which have been 

identified in the DCN (Petralia et al., 1996, Tzounopoulos et al., 2007, Zhao and 

Tzounopoulos, 2011).  Presynaptic NMDARs have also been identified in other 

structures where their action mediates synaptic plasticity (Madara and Levine, 2008, 

Rodriguez-Moreno et al., 2010) particularly in cortical and hippocampal pyramidal 

neurones where the activity of brain-derived neurotrophic factor via presynaptic 

NMDA receptors increased the release probability (Madara and Levine, 2008).  
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In addition to the postsynaptic response potentiation, the presynaptic N1 component 

also potentiated following the HFS. This was unexpected as LTP is mostly described as 

a mechanism amplifying postsynaptic response amplitudes. Nonetheless, potentiation 

of the presynaptic action potential could be a viable means of increasing the 

postsynaptic response as demonstrated by the input-output relationship, i.e. 

increasing stimulus intensity increased both the N1 and N2 components. However, in 

this study LTP of the postsynaptic component was confirmed as independent of the 

potentiation of the presynaptic action potential (Fig. 2.9). The increase in the N1 

amplitude is most likely a consequence of increased fibre recruitment. Potentiation of 

the N1 response could be achieved by a decreased threshold of presynaptic fibres via 

mechanisms such as altered biophysical properties of the axonal channels (Colbert and 

Pan, 2002) activity of calcium activated chloride channels (Frings et al., 2000).   

2.3.3. Effects of acoustic overexposure on synaptic properties   

The effects of AOE on parallel fibre evoked activity and short term plasticity in the DCN 

was investigated by recording field potentials and fusiform cell EPSCs. Quantal analysis 

of fusiform cell EPSCs reported that AOE increased the release probability at the 

parallel fibre synapses. Such an increase could represent a mechanism of homeostatic 

plasticity compensating for the loss of AN inputs (Pilati et al., 2012b). This increase in  

release probability could also account for the increase in mini EPSC frequency in the 

DCN which has previously been reported after AOE (Rich et al., 2010, Yang et al., 

2011). It also correlates with an increased expression of VGluT2 over VGluT1 after AOE, 

as VGluT2 dominant synapses generally express higher release probabilities (Fremeau 

et al., 2004, Zeng et al., 2009). Interestingly, although the release probability was 
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increased, the size of the field potentials or fusiform cell EPSC was unchanged. This 

could be attributed to a decreased excitability of fusiform cells after AOE (Pilati et al., 

2012a). Therefore a larger release of neurotransmitters will be required to achieve the 

same postsynaptic response as witnessed in the unexposed conditions. Alternatively 

the unaltered size of field potentials and fusiform cell EPSCs after AOE could be due to 

a significant decrease in the product of the other two parameters which determine the 

EPSC amplitude, i.e. the number of release sites (N) and the quantal size (Q). It will be 

of interest to identify whether the increase in ‘P’ is a compensatory mechanism in 

response to the combined decrease of ‘N’ and ‘Q’ or whether the combined decrease 

in ‘N’ and ‘Q’ is rather in response to the increase in ‘P’. It is likely that during the AOE 

protocol, there is a period of intense and continuous activation of the auditory system 

which can be likened to an in vitro tetanic stimulation. Considering that PTP in the DCN 

has been shown to increase the release probability (Manis and Molitor, 1996), it is 

likely that following the AOE protocol, the release probability will be first to change 

which could then trigger all subsequent changes in the DCN synaptic properties. A 

decrease in ‘N’ can be attributed to a decreased number of synaptic inputs following 

AOE whereas a decrease in ‘Q’ can be attributed to the altered phosphorylation state 

of postsynaptic AMPARs which will ultimately lead to a decreased postsynaptic 

response to glutamate release (Malinow and Malenka, 2002). 

Nonetheless it was unexpected that AOE did not have a significant effect on evoked 

synaptic activity in response to graded stimulus intensities. It has previously been 

shown that 3 to 5 days following AOE when hearing loss persisted, there is a reduction 

of the excitatory postsynaptic potentials (EPSPs) evoked by parallel fibre stimulations 
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(Pilati et al., 2012a). Although I obtained contradictory data it is worth mentioning that 

previous data were obtained while recording fusiform cell EPSPs in current clamp 

mode at room temperature whereas the fusiform cell data I report here was obtained 

in voltage clamp mode at a raised bath temperature of 32°C. Recordings in voltage 

clamp mode offer an advantage over current clamp mode as they allow a direct 

measurement of ionic currents independently of voltage fluctuations that could 

activate voltage gated ion channels. In my experiments, cells were held at a potential 

of -70 mV and at this potential, only channels that contribute to the resting membrane 

potential are active. Therefore I can exclude the action of voltage gated ion channels 

which are activated at more depolarising potentials. The same claim cannot be made 

for the previous experiments performed in current clamp mode. Indeed, AOE 

triggering noise induced hearing loss has been shown to alter currents such as Kv3.1 

currents in the DCN and Kv2.2 currents in the central medial olivocochlear system 

(Pilati et al., 2012b, Tong et al., 2013). Furthermore there is a wide array of potassium 

channels which are expressed in the DCN and the effects of AOE on the currents 

mediated by these channels are yet to be investigated (Friedland et al., 2007). 

The second variable between the two sets of experiments is the difference in bath 

temperature. Cellular activity can be increased by increasing temperature, therefore it 

is possible that performing the experiments at physiological temperature might have 

increased the release of transmitters thereby shadowing any deficits effect previously 

observed (Pilati et al., 2012a). This previous study also described that after AOE, the 

decrease in fusiform cell firing frequency following multisensory input stimulation 

could be overcome with increased stimulation intensity (Pilati et al., 2012a). Increased 
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bath temperature can increase activity similar to increasing stimulation intensity and 

as such could account for the absence of AOE-induced deficits in the input-output 

relationship. Nonetheless it would be expected that responses in the unexposed and 

overexposed conditions would increase equally with raised temperature and as such 

maintain the difference in response amplitudes recorded at room temperature in 

current clamp mode. It is likely that recordings in current clamp and voltage clamp 

mode account for the differences observed in previous studies (Pilati et al., 2012a).     

Paired pulse facilitation is the increase in the postsynaptic potential in response to a 

pair of closely timed stimuli (Qian and Delaney, 1997, Varela et al., 1997) and has been 

described in many other brain structures including the hippocampus and the 

cerebellum (Mennerick and Zorumski, 1995, Zucker and Regehr, 2002, Sims and 

Hartell, 2005). In the unexposed conditions, PPF was recorded in the DCN at paired 

pulse intervals between 20 to 100 ms using field potentials and between 20 to 80 ms 

using whole cell recordings. When recording field potentials, PPF was absent following 

AOE suggesting an increased release probability. This is also consistent with an 

increased response to somatosensory inputs in the DCN following AOE (Shore et al., 

2008, Zeng et al., 2009). It has been shown that experimentally increasing synaptic 

release probability can occlude the occurrence of PPF (Oleskevich et al., 2000). Indeed 

increasing the extracellular calcium concentration in the unexposed condition not only 

increased postsynaptic responses amplitudes but also significantly decreased the PPR. 

The opposite also held true as after AOE, decreasing the extracellular calcium 

concentration decreased postsynaptic response amplitudes alongside a significant 

increase in the PPR leading to facilitation. This provided evidence that the lack of PPF 
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of the field potentials in the overexposed condition was indeed due to an increased 

release probability triggered by the AOE protocol. Nonetheless, despite the lack of 

facilitation while recording field potentials, whole cell recordings of fusiform cells 

showed that PPF could be elicited at paired pulse intervals similar to the unexposed 

condition. This suggests that the increased release probability at parallel fibre synapses 

onto fusiform cells was insufficient to occlude and prevent PPF. In addition, it is 

unknown if the release probability was also increased at parallel fibre synapses onto 

other cell types in the DCN and if PPF was occluded at these synapses.  Indeed, 

changes to synaptic properties have been shown to be both cell and input specific. In 

particular, plasticity and PPF have been shown to depend on the initial strength of the 

synapse. Synapses with a low release probability potentiate in response to a tetanic 

stimulation whereas synapses with a higher release probability depress (Hardingham 

et al., 2007). This can also be applied to synapses in the DCN as it has been shown that 

the same plasticity induction protocol that leads to potentiation at fusiform cell 

synapses leads to a depression at cartwheel cell synapses (Tzounopoulos et al., 2004, 

Tzounopoulos, 2008). This could suggest that parallel fibre synapses onto cartwheel 

cells have higher release probabilities than parallel fibre synapses onto fusiform cells. 

Although it is possible that after AOE, a lack of PPF in cartwheel cells and other DCN 

cell types was responsible for the overall lack of PPF of field potentials, this cannot be 

confirmed without performing whole cell recordings of individual cell types in the DCN. 

It is generally accepted that synapses with low release probabilities exhibit PPF and 

any manipulation of the release probability inversely correlates with changes in the 

PPR (Schulz, 1997, Thomson, 2000). However this is not always the case as reported in 
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the cerebellum (Dittman and Regehr, 1998) and the absence of positive correlation 

between PPF and release probability could also occur for specific cell types in the DCN. 

For example in the brainstem of congenitally deaf mice the release probability can be 

decreased without a significant change in the PPR (Oleskevich and Walmsley, 2002). 

Another mechanism for the proposed increase in release probability not translating 

into an absence of PPF could be that the release probability was simply not increased 

sufficiently for PPF to be abolished. Altogether, the higher release probability 

quantified by the VM analysis of EPSCs after AOE suggests that there is indeed an 

increased release probability after AOE.    

2.3.4. Effects of acoustic overexposure on induction of plasticity   

Previous work carried out in this lab reported that AOE decreases the excitability of 

fusiform cells in the early stages following the onset of hearing loss (Pilati et al., 

2012a). This preceded the increase in excitability of DCN cells reported at later stages 

after AOE (Zhang and Kaltenbach, 1998). Studies performed as part of this project 

aimed to establish changes in synaptic properties which could be responsible for the 

hyperexcitability observed at later stages after AOE. Following AOE, an increase in 

release probability at DCN multisensory synapses was linked to an absence of LTP at 

those synapses, probably due to the inability of those synapses to be further 

potentiated. The increase in release probability reported here is supported by the 

enhancement of multisensory inputs to the cochlear nucleus which has previously 

been shown to occur following AOE (Shore et al., 2008, Zeng et al., 2009). 

Furthermore, homeostatic plastic mechanisms to sustain cortical excitability have also 

been reported in the auditory cortex following hearing loss (Kotak et al., 2007), 
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confirming that AOE is capable of inducing long term plastic adjustments at multiple 

levels of the auditory pathway. However, this study is the first to report metaplastic 

changes after AOE, altering the synaptic response to a plasticity inducing stimulus and 

preventing the induction of LTP. The absence of LTP and the lack of PPF after AOE 

could also be reversed by decreasing the extracellular calcium concentration or 

blocking the NMDA receptors to effectively reduce the release probability. 

In both the unexposed and overexposed conditions, blocking NMDARs with D-AP5 did 

not affect responses prior to HFS. However, D-AP5 perfusion after the HFS protocol 

decreased the release probability and as such the amplitude of the postsynaptic N2 

component. In the unexposed condition, HFS led to an increase in release probability 

which was mediated by the continuous action of NMDA receptors. Blocking these 

receptors reduced the release probability and as such abolished LTP, returning the 

postsynaptic response to its initial pre-HFS amplitude. After AOE, the high release 

probability led to an absence of LTP which could have been mediated by the 

continuous activation of NMDA receptors. The pathway by which AOE increased the 

release probability and the pathway by which HFS induces LTP, are likely to overlap 

because blocking NMDA receptors by D-AP5 was still capable of decreasing the release 

probability. In addition, high extracellular magnesium concentration which blocks 

NMDA receptors (Coan and Collingridge, 1985, Petrenko et al., 2003) had a similar 

effect as D-AP5 when perfused after the HFS.  

Although D-AP5 addition prior to the HFS did not reduce the release probability, 

performing HFS in the presence of D-AP5 promoted the induction of LTP. I have 

previously established that a low release probability is a prerequisite for LTP induction 
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by HFS. This suggests that the release probability could have transiently decreased 

during the 30 second period of HFS and as such facilitating the induction of LTP. An 

alternative explanation could be that performing HFS in the presence of D-AP5 

triggered an increase in release probability (and therefore LTP) via an NMDA receptor 

independent pathway. Indeed this would explain why in the unexposed condition, LTP 

induction by HFS persisted even in the presence of D-AP5. Long term potentiation in 

the DCN could therefore be induced via an NMDA receptor independent pathway and 

maintained via an NMDA receptor dependent pathway. Indeed, previous studies have 

shown that LTP in DCN fusiform cells was dependent on either the activation of NMDA 

receptors or mGluRs, whereas the LTP observed in cartwheel cells was independent of 

either pathway (Fujino and Oertel 2003). However it is still unclear how one specific 

pathway is selected over the other. One possibility could be linked to the subset of 

parallel fibres which are stimulated. The little overlap of parallel fibre projections 

(Roberts and Trussell, 2010) could therefore allow for an input specific plasticity. 

Indeed, input specificity has been described in cartwheel cells where it has been 

suggested that feedforward or lateral inhibition of cartwheel cells to their postsynaptic 

targets was dependent on the set of parallel fibres activated by a particular sensory 

stimulus (Roberts and Trussell, 2010).    

2.3.5. Role of NMDA receptors in hearing loss and tinnitus  

As discussed in the previous chapter, AOE triggers an increase in the hearing threshold 

which is principally due to deficits in both the IHCs and OHCs and the AN structural and 

functional properties (Cody and Robertson, 1983, Liberman and Dodds, 1987, 

Shepherd et al., 2004). The deficits identified in this chapter at the parallel fibre 



127 
 

synapses did not alter the overall evoked synaptic activity at these synapses. However 

these deficits did alter the synaptic properties related to plasticity, suggesting that 

changes in the DCN at this time point do not contribute to the hearing loss previously 

discussed. In regards to synaptic properties, acoustic overexposure is known to trigger 

a myriad of deficits in synaptic processing along the auditory pathway. Such changes 

include a decrease of synaptic efficacy at spiral ganglion boutons (Kujawa and 

Liberman, 2009, Norena, 2011), an increased excitability in the AC and IC (Ma et al., 

2006, Eggermont, 2008) and a decreased release probability in the VCN (Wang and 

Manis, 2005). In the DCN particularly, AOE also reduced the membrane resistance of 

granule cells which are the parallel fibre cell bodies and reduced excitability of the 

fusiform cells in the short term following AOE (Pilati et al., 2012a), increased the 

excitability of cells in the fusiform cell layer in the long term following AOE (Zhang and 

Kaltenbach, 1998), introduced burst firing of fusiform cells (Pilati et al., 2012b), 

increased NO production which in turn increased the phosphorylation of Kv3.1 

subunits to decrease channel activity (Song et al., 2005, Brown and Kaczmarek, 2011), 

increased the representation of somatosensory inputs into the DCN (Shore et al., 2008, 

Dehmel et al., 2012b) and increased VGluT2 expression at parallel fibre synapses 

(Shore et al., 2008, Dehmel et al., 2012b). All the deficits listed above point towards 

both structural and functional plasticity induced by AOE. Reducing the release 

probability could potentially reverse all these AOE-induced deficits identified in the 

DCN. Perfusing slices with D-AP5 or a high magnesium extracellular solution also had 

similar effects on the release probability. These findings support a previously identified 

role of NMDA receptors in mediating deficits induced by AOE. Blocking cochlear NMDA 

receptors or administration of memantine (a clinically approved NMDA receptor 
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antagonist) have been shown to prevent or reduce tinnitus induced by acoustic trauma 

(Guitton and Dudai, 2007, Zeng et al., 2009). This suggests that long lasting deficits 

induced by AOE are mediated by NMDA receptor activation. Furthermore, salicylate 

which induces tinnitus in animal models has been shown to increase the open 

probability of some ligand gated ion channels including NMDA receptors (Miller et al., 

1992, Casado and Ascher, 1998). Cochlear injections of NMDA receptor antagonists 

also prevented or reduced the perception of tinnitus induced by salicylate (Guitton et 

al., 2003, Puel and Guitton, 2007).  
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2.4. CONCLUSION 

In addition to previously reported findings of AOE modulating the excitability of 

fusiform cells, I have shown that AOE induced metaplastic changes in the DCN 

translated as an inhibition of LTP induction due to elevation of the release probability 

at parallel fibre synapses onto fusiform cells. I have also shown that decreasing the 

release probability in vitro was capable of reversing all the deficits identified. A single 

mechanism underlying AOE induced deficits at such an early stage (and within a 

structure involved in early sound integration), is pivotal to understanding AOE induced 

deficits leading to tinnitus. The work reported here could serve as a foundation to 

reverse AOE-induced deficits which have been identified in other auditory structures 

and at other time points. Plastic adjustments in the DCN following AOE could represent 

an intermediate state between the decrease in DCN excitability and DCN 

hyperexcitability associated with the onset of tinnitus. Based on this, my next chapter 

will investigate in vivo therapeutic interventions which could be used as therapeutical 

treatments against noise induced tinnitus.   
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CHAPTER 3 

 Modulation of synaptic activity                                             

in the dorsal cochlear nucleus:                                               

a biomarker for tinnitus? 
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3.1. INTRODUCTION 

Over the last two decades, many researchers have carried out studies which have 

improved our current understanding of the mechanisms underlying noise induced 

hearing loss and tinnitus. These studies have identified the functional loss of inputs 

from the hair cells to be a key factor in mediating noise induced hearing loss (Doetsch, 

1998, Norena et al., 2002). This peripheral damage can promote plastic changes in 

various central auditory processing structures which have been proposed to underlie 

the perception of tinnitus (Salvi et al., 2000, Guitton, 2012). Action of NMDA receptors 

are heavily implicated in both hearing loss and tinnitus (Guitton and Dudai, 2007, 

Abaamrane et al., 2009, Zheng et al., 2012). This line of investigation was bolstered by 

findings showing that elevating blood and perilymph magnesium concentrations 

attenuates noise induced hearing loss (Abaamrane et al., 2009). Furthermore blocking 

cochlear NMDA receptors with an NR2B specific antagonist (within a short time 

window after AOE) reduced the number of subjects that later exhibited behavioural 

evidence of tinnitus (Guitton and Dudai, 2007). Other studies have also shown that 

pharmacological interventions which target the action of NMDA receptors in both 

human and animal models can alleviate tinnitus with various degrees of success 

(Guitton et al., 2003, Guitton and Dudai, 2007, Darlington and Smith, 2007, Wu et al., 

2011, Zheng et al., 2012). 

Therefore in this chapter, I investigated the effects of either memantine injections (a 

clinically approved NDMA receptor antagonist) or elevating in vivo magnesium 

concentrations (MgCl2 injections and/or magnesium threonate dissolved in drinking 

water) on hearing loss and tinnitus triggered by AOE. 



132 
 

3.2. RESULTS 

3.2.1. Effects of memantine and MgCl2 injections in unexposed rats  

My previous results showed that the perfusion of D-AP5 allowed the induction of LTP 

after AOE. I next checked whether blocking NMDA receptors in vivo allowed deficits 

specific to hearing loss (threshold shifts) or to tinnitus (gap detection) to be alleviated. 

I first tested memantine which is a clinically approved NMDA receptor antagonist used 

as a treatment against mild to moderate Alzheimer’s diseases (Parsons et al., 2007). 

Memantine has previously been shown to alleviate tinnitus (Zheng et al., 2012), 

however the results are inconsistent and a consensus is yet to be reached (Lobarinas et 

al., 2006, Zheng et al., 2012). I also used MgCl2 injections as it has been shown that 

magnesium is capable of blocking NMDA receptors (Nowak et al., 1984, Danysz and 

Parsons, 2003) and it is protective against the effects of acoustic trauma (Abaamrane 

et al., 2009). To clarify the effect of each compound in control conditions, twenty one 

day old unexposed rats were split into three groups with the first group receiving a 

daily injection of memantine for three consecutive days (Un-Mem), the second group 

receiving a daily injection of MgCl2 instead (Un-Mg) while the third group received 

saline only injections at similar time periods (Un).  

Figure 3.1. In vivo memantine or 
Mg2+ administration leaves the 
hearing threshold in unexposed 
animals unaffected. There was no 
shift when hearing threshold was 
measured between day 0 and day 4, 
for the Un group (black circles; n = 6), 
the Un-Mem group (grey triangles; n 
= 5) and the Un-Mg group (white 
squares; n = 8) at all frequencies 
tested. (One way ANOVA on Ranks). 

Frequency (kHz)

0 5 10 15 20 25 30

T
h

re
s

h
o

ld
 s

h
if

t 
(d

B
 S

P
L

)

-20

0

20

40

60

80



133 
 

Auditory brainstem response recordings before treatments revealed that hearing 

thresholds were all between 20 and 30 dB SPL for frequencies between 8 and 30 kHz 

(Table 3.1) and that those thresholds were unaffected after memantine or magnesium 

administration. Consequently threshold shifts after 3 days were nonexistent and 

similarly unchanged at all frequencies tested in all three sub-groups (Fig. 3.1). 

 Hearing threshold (dB SPL) 

Tone pip 

Frequency 

Un (n = 6) Un-Mem (n = 5)  Un-Mg (n = 8) 

Day 0 Day 4 T test Day 0 Day 4 T test Day 0 Day 4 T test 

8 kHz 35 ± 3 37 ± 3 NS 38 ± 3 39 ± 2 NS 31 ± 2 32 ± 2 NS 

12 kHz 28 ± 4 31 ± 3 NS 27 ± 3 30 ± 1 NS 28 ± 3 25 ± 2 NS 

16 kHz 27 ± 2 31 ± 2 NS 26 ± 4 31 ± 4 NS 34 ± 2 32 ± 2 NS 

24 kHz 26 ± 3 30 ± 4 NS 36 ± 9 32 ± 5 NS 32 ± 4 35 ± 3 NS 

30 kHz 32 ± 3 34 ± 4 NS 36 ± 5 47 ± 8 NS 34 ± 4 33 ± 3 NS 

 

 

In vitro electrophysiological recordings revealed that the amplitude of postsynaptic 

field potential responses (N2) elicited by parallel fibre stimulation in the DCN was 

identical between the groups (Fig. 3.2A). The minimal stimulation intensity to elicit a 

response (stimulation threshold), the slope and the maximal response of the 

postsynaptic N2 component was 2.2±0.2 V, 0.02 ± 0.006 mV/V and 0.69 ± 0.16 mV 

respectively (n = 4-6) for the unexposed group without drug treatment (Un) (Fig. 3.2B). 

Similar values were obtained in the Un-Mem group (stimulation threshold: 3.58 ± 1.09 

V; slope: 0.025 ± 0.004 mV/V; maximum amplitude: 0.78 ± 0.12; n = 5, Fig. 3.2B) and 

the Un-Mg group (stimulation threshold: 4.16 ± 2.4 V; slope: 0.05 ± 0.02 mV/V; 

maximum: 0.85 ± 0.2; n = 4- 5, Fig. 3.2B). Although one way ANOVA tests revealed no 

significant difference in the values recorded between the groups, there appears to be 

Table 3.1. Absence of memantine or magnesium injections effects on hearing thresholds of 
unexposed rats. Three day consecutive daily injection of saline (Un: n = 6), memantine (Un-
Mem: n = 5) or MgCl2 (Un-Mg: n = 8) did not significantly alter the hearing thresholds at all 
frequencies tested. (NS: non-significant, Paired T tests between day 0 and day 4). 
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larger error bar values in the Un-Mg group suggesting an increased variation in 

recordings.  

 

   

 

 The next step comprised testing the effects of memantine and magnesium injections 

on the potentiation of the N2 component after HFS. As previously reported, HFS 

elicited an LTP in the unexposed group and this was true for all the unexposed 

conditions, irrespective of the treatment. The N2 amplitude elicited at half maximal 

stimulation intensity was increased by 26 ± 8% (Un, n = 6), 25 ± 9% (Un-Mem n = 5) 

and 59 ± 2% (Un-Mg n=6) (Fig. 3.3).   

Figure 3.2. The input-output relationship in the DCN of unexposed animals is 
unaltered by memantine or magnesium injections. (A) Input-output relationship of 
the N2 field potential amplitude elicited by various stimulation intensities (black 
circles; n=6), Un-Mem (grey triangles; n=5) and the Un-Mg (white squares; n=5) 
groups. (B) Data points were fitted with a Hill function. Bar chartss showing that the 
stimulation thresholds, the slope of the fitted data and the maximal responses were 

unaffected by the treatments (n=4-6). (P > 0.05, One way ANOVA).  

Figure 3.3. Induction of LTP by HFS 
persists following in vivo memantine 
or magnesium injections. In all 
conditions, HFS (arrow) induced a 
significant LTP after 30 mins. There 
was no significant difference between 
the LTP induced in the Un group 
(Black circles; n = 6), the Un-Mem 
group (grey triangles; n = 5) and the 
Un-Mg groups (white squares; n = 6). 
P> 0.05, One way ANOVA. 
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In summary the in vivo administration of memantine or Mg2+ had no effect on the 

hearing threshold or on the synaptic activity and plasticity in the DCN. 

3.2.2. Effect of memantine injections following exposure to loud sound  

I next investigated the effects of memantine injections on rats that had been 

acoustically overexposed. Saline (AOE) or memantine (AOE-Mem) was injected into 

two sub groups of rats immediately following each day of the AOE protocol.   

 

 

 

 

Memantine administration did not prevent the hearing loss as indicated by large 

threshold shifts in both conditions measured 3 to 5 days after initial exposure and 
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Figure 3.4. Hearing threshold shifts and absence of LTP in the DCN after AOE persists 
following administration of memantine. (A) Hearing thresholds shifts 3 to 5 days after AOE at 
frequencies from 8 to 30 kHz (blue, n=6) persist following administration of memantine (cyan 
n=7). (B) Input-output relationships elicited by parallel fibre stimulations are similar for both the 
AOE group (blue squares, n = 5) and AOE-Mem group (cyan diamonds, n = 9). Data points were 
fitted with a Hill function. (C)The stimulation thresholds, the slope and the maximal N2 
amplitude were unaffected by memantine. (P>0.05; Unpaired T test). (D) High frequency 
stimulations (arrow) failed to induce LTP in both conditions (measured 30 minutes after the HFS). 

The dashed line represents the amplitude normalised to 1. AOE: blue, n=5; AOE-Mem: cyan, n=9.  
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treatment (Fig 3.4A). The size of the postsynaptic N2 amplitude and the parameters of 

the input-output relationship were also unaffected by memantine injections (Fig 3.4B-

C). Lastly, the absence of LTP after AOE was still observed after memantine was 

injected in rats having been exposed to AOE, with normalised N2 amplitudes measured 

thirty minutes after the HFS protocol of 1.05 ± 0.1 (n = 5) and 1.06 ±0.05 (n = 9) in the 

AOE and AOE-Mem group respectively (Fig. 3.4D; Unpaired T tests). Interestingly, the 

N2 amplitude appears to be increased within the first fifteen minutes after HFS in 

comparison to the amplitudes reported in Chapter 2 (Fig. 2.8, 2.15, 2.16, 2.17, 2.19).  

3.2.3. Effects of MgCl2 injections following exposure to loud sound 

Daily injections of magnesium have been reported to be protective in a different 

model of acoustic trauma (Abaamrane et al., 2009), therefore I next investigated the 

effects of daily subcutaneous injections of MgCl2 for 3 to 5 days after AOE. One group 

of rats received MgCl2 injections immediately following each 3 hr AOE session (AOE-

Mg, corresponding to a total of 3 day injections) whereas the other group received a 

control saline injection (AOE). The MgCl2 injections did not prevent AOE induced 

threshold shifts at high frequencies measured 3 to 5 days after the initial AOE and 

MgCl2 injection (frequencies above 16 kHz; Fig 3.5A). However injections of MgCl2 

reduced the threshold shift measured at low frequencies (below 16 kHz) particularly at 

16 kHz (AOE: 51.3 ± 3.6 dB SPL, n = 8; and AOE-Mg: 33 ± 3.6 dB SPL, n=8; P < 0.05, 

Unpaired T test; Fig. 3.5A). Similarly to the conditions reported above whereby the in 

vitro effects of memantine were tested, the size of the postsynaptic N2 amplitude and 

the input-output relationship were unaffected by MgCl2 injections (Fig 3.5B-C).  
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Furthermore, LTP remained absent in the AOE-Mg group. Thirty minutes after the HFS 

protocol, normalised N2 amplitudes were 1.05±0.1 (n = 5) and 1.01±0.1 (n=6) in the 

AOE and AOE-Mg group respectively (Fig. 3.5D).  

3.2.4. Effects of magnesium threonate diet  

I next investigated the effects of chronic oral supplementation of magnesium 

threonate which has been shown to achieve high levels of magnesium in the brain 

after 4 weeks and also capable of altering plasticity in the amygdala (Abumaria et al., 

2011). Unexposed and overexposed rats were maintained on a high magnesium 

threonate diet (Un-MgT and AOE-MgT respectively) for four weeks after which the 

hearing threshold, synaptic activity and plasticity in the DCN were investigated. Other 
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Figure 3.5. Partial protection against hearing loss and absence of LTP following Mg2+ injections. 
(A) Mg2+ injections significantly decreased the threshold shift induced by AOE at 16 kHz (cyan, n = 
8, P < 0.05, Unpaired T test). (B) Input-output relationships are similar for both AOE (blue squares, 
n = 5) and AOE-Mg groups (cyan diamonds, n = 6). Data are fitted with a Hill function. (C) The 
stimulation thresholds, the slope and the maximal N2 amplitude were unaffected by MgCl2 . 
(P>0.05; Unpaired T test). (D) High frequency stimulation (arrow) failed to induce LTP in both 
conditions (measured 30 minutes after the HFS; P > 0.05, Wilcoxon test). The dashed line 

represents the amplitude normalised to 1. AOE: blue, n=5; AOE-Mg: cyan, n=6. 
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unexposed controls (Un) and overexposed rats (AOE) were maintained on a normal 

diet for the same duration. I first tested the effects of magnesium threonate in rats 

unexposed to loud sound (Un-MgT). Performing ABR recordings before the four week 

diet revealed that hearing thresholds were all between 20 and 40 dB SPL for 

frequencies between 8 and 30 kHz and that these thresholds were unaffected after 28 

days on the diet (Table 3.2). 

 

 

The amplitude of the postsynaptic N2 component, the stimulation threshold, slope and 

maximum response were also unaffected by the high magnesium diet (Fig 3.6B-C). In 

addition, HFS induced similar levels of LTP in both conditions with normalised N2 

amplitude of 1.18 ± 0.12, (n = 8) in the Un group and 1.18 ± 0.05 (n= 8) in the Un-MgT 

30 minutes after HFS (Mann Whitney Test, Fig3.6D).Interestingly, although non-

significant, LTP amplitudes appear lower compared to the LTP amplitudes reported in 

previous sections (Chapter 2). This apparent difference could be due to differences in 

age as the animals used in this group were four weeks older than the animals used in 

Chapter 2. 

 Hearing threshold (db SPL) 

Tone pip 

Frequency 

Un (n = 6) Un-MgT (n = 6)  

Day 0 Day 28 T test Day 0 Day 28 T test 

8 kHz 36 ± 3 34 ± 3 NS 33 ± 2 30 ± 2 NS 

12 kHz 25 ± 2 32 ± 4 NS 29 ± 3 26 ± 1 NS 

16 kHz 27 ± 2 36 ± 5 NS 33 ± 3 36 ± 2 NS 

24 kHz 25 ± 3 31 ± 2 NS 37 ± 4 26 ± 2 NS 

30 kHz 32 ± 4 32 ± 2 NS 38 ± 4 31 ± 2 NS 

Table 3.2. The high magnesium diet leaves hearing thresholds of unexposed animals 
unaffected. Four weeks of being on a normal diet (Un: n = 6) or high magnesium diet (Un-MgT: 
n = 6) left the hearing thresholds unaltered at all frequencies tested. (NS: non significant Paired 
T tests between day 0 and week 4). 
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Similar tests were repeated 4 weeks after the AOE procedure in rats that were 

maintained on a normal diet (AOE) or high Mg2+ diet (AOE-MgT). Four weeks after the 

initial AOE, the high Mg2+ diet did not prevent threshold shifts after AOE and this was 

valid at all frequencies tested (Fig 3.7A). Similar to the conditions reported above 

whereby the in vitro effects of memantine and MgCl2 injections were tested, the size 

of the postsynaptic N2 amplitude, the threshold stimulation, slope and maximum 

response were unaffected by MgT (Fig 3.7B-C). In contrast to the absence of LTP still 

observed after memantine or magnesium injections, LTP in the DCN could be induced 

by HFS of the multisensory inputs in rats belonging to the AOE-MgT group. Thirty 

Figure 3.6. Absence of in vivo and in vitro effects following a high Mg2+ diet in unexposed 
rats. A. High Mg2+ diet produces no shifts in hearing threshold between day 0 and day 28  
(Un:black circles, n = 6; Un-MgT: grey triangles; n = 6) at all frequencies tested (P>0.05, Paired 
T test) (B) Input-output relationships are similar for both unexposed group (black circles, n =7) 
and Un-MgT group (grey triangles, n =8). (C) The stimulation threshold, the slope and the 
maximal N2 amplitude are unaffected by the Mg2+ diet. (P>0.05; Unpaired T test). (D) High 
frequency stimulations (arrow) significantly increased the normalised N2 amplitude measured 
30 minutes after the HFS (LTP: P < 0.05, Wilcoxon test).The dashed line represents the 
amplitude normalised to 1. Un: black circles, n = 8; Un-MgT: grey triangles, n = 8. 
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minutes after the HFS protocol, normalised N2 amplitudes were 1.06 ± 0.07 (n = 6, 

P=0.41) and 1.33 ± 0.10 (n = 12, P<0.05, Wilcoxon test; Fig. 3.7D) in the AOE and AOE-

MgT group respectively (Fig. 3.7D). 

 

 

 

 

In summary, short term subcutaneous Mg2+ injections partially protects against AOE-

induced hearing loss without altering central deficits in the synaptic properties within 

the DCN. In contrast, a long term Mg2+ diet to elevate brain magnesium (Abumaria et 

al., 2011), could not protect against AOE-induced hearing loss but prevented central 

deficits in the DCN synaptic properties and promoted the induction of LTP by HFS.   

Figure 3.7. The high MgT diet promotes induction of LTP in the DCN following AOE. (A) 
Similar shifts in hearing thresholds were recorded in both the AOE (n=8) and the AOE-MgT (n= 
8) at all frequencies tested 4 weeks after the exposure protocol (P>0.05, Mann Whitney Test). 
(B) Input-output relationships are also similar for both the AOE (blue squares, n = 7) and the 
AOE-MgT group (cyan diamonds, n = 9). (C) The stimulation thresholds, slope and the maximal 
N2 amplitude represented calculated from the transfer functions fit (Hill equation) were 
similarly unaffected by the Mg2+ diet. (P>0.05; Unpaired T test). (D) High frequency stimulation 
(arrow) fails to induce LTP in the AOE group (n=6) whereas the LTP could be measured in the 
AOE-MgT group (P < 0.05, Wilcoxon test, n = 12). The dashed line represents the amplitude 
normalised to 1 ( * P < 0.05, Mann Whitney test).   
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3.2.5. Effects of combined delivery of magnesium   

The last step comprised of investigating the in vivo effects of combining 3 to 5 days of 

MgCl2 injections with a long term MgT diet (MgC). In vivo tests included performing 

ABR recordings before (day 0), 4 days (day 4) and 90 days (day 90) after the AOE 

protocol. Gap detection tests were also performed as an indicator of tinnitus before 

the AOE protocol (week 0) and repeated every 3 weeks for up to 12 weeks, as noise 

induced tinnitus generally develops after 2 months following AOE (Kaltenbach, 2011, 

Engineer et al., 2011). Thirty three rats were used for these tests and split into four 

groups (Un: n = 7; Un-MgC: n = 6; AOE: n = 10; AOE-MgC: n = 10). 

3.2.5.1. Effects on hearing thresholds 

Hearing thresholds rather than hearing threshold shifts are referred to here to enable 

reference to raw hearing thresholds recorded at day 0, day 4 and day 90.  Hearing 

thresholds were first measured in the unexposed (Un) and Un-MgC groups (Fig. 3.8A).  

 

 

 

Figure 3.8. Effects of combined magnesium delivery on hearing thresholds of unexposed 
rats. (A) In the unexposed condition (n = 7), similar hearing thresholds were observed across 
time at all frequencies except at 12 kHz where the hearing thresholds were elevated at day 90 
(B) With combined Mg2+ treatment (Un-MgC, n = 6), similar hearing thresholds were observed 
across time at all frequencies except at  24 kHz where the hearing threshold was elevated and 
at 16 kHz where the hearing threshold was decreased at day 90.BBN: broadband noise (* P < 
0.05, RM ANOVA, SNK tests). 
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Hearing thresholds in the Un groups were found to be unaffected between day 0 and 

day 90 at 8 kHz, 16 kHz, 30 kHz and BBN (One way ANOVA tests). However at 12 kHz 

and 24 kHz, hearing thresholds were increased from 25 ± 2 dB SPL (day 0) to 37.7 ± 4 

dB SPL (day 90) and from 22 ± 2 dB SPL (day 0) to 31.1 ± 1.4 at 24 kHz (day 90) 

respectively (n = 7; P < 0.05, One way ANOVA, SNK tests). Hearing thresholds in the 

Un-MgC group were also unaffected between day 0 and day 90 at 8 kHz, 12 kHz, 16 

kHz, 30 kHz and BBN. However in contrast to the Un group, hearing thresholds were 

increased at only 24 kHz from 21 ± 2 dB SPL (day 0) to 34 ± 5 dB SPL (n = 6; P < 0.05, 

One way ANOVA, SNK tests; Fig. 3.8B). Increased hearing thresholds overtime is 

compatible with presbycusis observed in aging animals (Derin et al., 2004, Chen et al., 

2012). Following on from this, hearing thresholds were also measured in rats exposed 

to loud sound (AOE and AOE-MgC; Fig. 3.9). As previously reported (Fig. 3.5A), AOE-

induced shifts in hearing thresholds were less pronounced at 16 kHz in rats that 

received only MgCl2 injections. This was also the case when a combined delivery of 

magnesium was performed after AOE. Four days after AOE, rats in the AOE-MgC group 

exhibited lower ABR thresholds at 16 kHz, (73 ± 5 dB SPL, n=10) compared to hearing 

thresholds measured in the AOE group at the same time point (87 ± 1 dB SPL n=10, Fig. 

3.9, P < 0.05, Unpaired T tests).   
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Figure 3.9. Effects of combined 
magnesium delivery on hearing 
thresholds four days following 
acoustic overexposure. Combined 
magnesium treatment (injections + 
diet)partially protect against the 
hearing deficits at 16 kHz (AOE: Blue, 
n = 10; AOE-MgC: Cyan, n = 10). * P < 
0.05, Unpaired T test. 



143 
 

In addition to the hearing thresholds recorded before the AOE protocol (day 0) and at 

day 4, recordings were also performed at day 90 after AOE (Fig. 3.10). Auditory 

brainstem response thresholds measured on day 90 in AOE group showed a partial 

recovery from 87 ± 1 dB SPL (day 4 after AOE) to 63 ± 6 dB SPL (n = 10, P < 0.05, One 

way ANOVA, SNK tests, Fig 3.10A) at 16 kHz and from 70 ± 5 dB SPL (day 4 after AOE) 

to 55 ± 4 dB SPL by for BBN (P < 0.05, One way ANOVA, SNK tests Fig. 3.10A). In the 

AOE-MgC group, a partial recovery of the hearing thresholds was only observed for the 

BBN (n = 10; Fig. 3.10B).  

 

 

 

Despite this, hearing thresholds measured at 16 kHz on day 90 were similar between 

the AOE and the AOE-MgC groups (P > 0.05, Unpaired T test).  

 

 

Figure 3.10. Effects of combined magnesium treatment on hearing thresholds of rats at 
multiple time following acoustic overexposure. Hearing thresholds at day 0, day 4, and day 90 
were recorded in both the AOE (n = 10) (A) and AOE-MgC (n = 10) (B) groups. A partial recovery 
observed at day 90 at specific frequencies is denoted by * (P < 0.05, One way ANOVA test SNK 
tests). Note that hearing thresholds measured 4 days after AOE were lower at 16 kHz in the 
AOE-MgC group. 
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3.2.5.2. Effects on gap detection 

Prior to the experimental procedure, thirty three rats were selected based on their 

ability to detect silent gaps within a BBN background. Rats were then randomly 

assigned to groups to undergo the associated experimental procedure and gap 

detection tests were repeated every three weeks for the next twelve weeks, at 

multiple frequency backgrounds including BBN. Initial GDRs for BBN within the 

unexposed groups (Un and Un-MgC) were 0.77 ± 0.04 (n = 7) and 0.81 ± 0.04 (n = 6) 

respectively.  

 

 

 

Figure 3.11. Effects of combined magnesium delivery on the gap detection within a BBN 
background. (A) Un-MgC rats did not exhibit an increased GDR at week 3 as witnessed in the 
Un group.(B) Increase of the GDR values at 3 weeks after AOE (reflecting an absence of gap 
detection) and recovery of the gap ratios at week 12. (C) Un and AOE-MgC increase of the GDR 
at weeks 3 post AOE and recovery of the GDR at week 6 through to week 12 (* P < 0.05 RM 
ANOVA on Ranks, SNK tests). (D) Similar GDRs for BBN between week 0 and 12 indicate that 
the recovery after AOE has been achieved by week 12.  (Un: black, n =7, Un-MgC: grey, n = 6; 
AOE: blue, n = 10; AOE-MgC: Cyan, n = 10; Wilcoxon tests). Note that day 0 is the time before 
AOE for both groups. 
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Gap detection ratios in the Un group increased to 0.94 ± 0.04 at week 3 (P < 0.05, RM 

ANOVA on Ranks, SNK tests; Fig. 3.11A) to then regain their initial values by week 12. 

There was no significant difference between the GDRs recorded at week 0 (0.77 ± 0.04) 

and week 12 (0.76 ± 0.07; P > 0.05, Wilcoxon tests; Fig. 3.11D). By contrast, GDRs in 

the Un-MgC remained unchanged at all time points including week 12 (0.67 ± 0.14; RM 

ANOVA on Ranks, SNK tests, Fig. 3.11D).  Similar initial GDRs were obtained at week 0 

for the BBN background from rats that were subsequently overexposed (AOE:0.79 ± 

0.03, n = 10 and AOE-MgC:0.78 ± 0.02, n = 10, P > 0.05, Mann Whitney test). The GDR 

was significantly increased when measured 3 weeks after AOE in both the AOE (1.06 ± 

0.1) and AOE-MgC group (1.02 ± 0.09, P < 0.05, RM ANOVA on Ranks, SNK tests; Fig. 

3.11B). However by week 6, GDRs in the AOE-MgC group had recovered (0.79 ± 0.09; 

Fig. 3.11C, RM ANOVA on Ranks, SNK tests) in contrast to GDRs in the AOE group 

which remained elevated (1.14 ± 0.15; Fig. 3.11C, RM ANOVA on Ranks, SNK tests). By 

week 12, GDRs in both groups had recovered (Fig. 3.11D, RM ANOVA on Ranks, SNK 

tests) and were equal to GDRs measured prior to the AOE procedure (P > 0.05, 

Wilcoxon tests; Fig. 3.11D). As all GDRs in a BBN background recovered by week 12, 

tests were performed to identify changes in the GDR between week 0 and week 12 

when silent gaps were imbedded in frequency specific backgrounds. Gap detection 

ratios for specific frequencies were first measured in the unexposed groups (Un and 

Un-MgC) and were shown to decrease between the two time points for frequencies 

tested between 8 to 24 kHz in both the Un and the Un-MgC groups (P < 0.05, Wilcoxon 

test; Fig. 3.12). None of these changes were detected for the AOE or the AOE-MgC 

groups (P > 0.05, Wilcoxon test; Fig. 3.12). 
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However, when the GDR at week 12 was compared between all four groups, the GDR 

from the AOE group (n = 10) was significantly higher at 12, 16 and 20 kHz whereas 

GDRs in the AOE-MgC group (n = 10) were elevated at 16 and 24 kHz (One way ANOVA 

on Ranks; Fig. 3.13). The limited effects of MgC on the GDR deficits could be due to the 

fact that AOE induces tinnitus (i.e. GDR deficits) in about half of the rats exposed to 

loud sound (Turner et al., 2006, Wang et al., 2009). As such performing statistical tests 

with an averaged data set could mask any benefits conveyed by chronic magnesium 

supplementation. Therefore, a significant difference between startle amplitudes in 

presence and absence of the silent gap was tested for with each animal (Lobarinas et 

al., 2013). Significant differences between startle amplitudes were indicative of the 

rat’s ability to discern the silent gaps imbedded in background sounds of specific 

frequencies (green squares indicating the absence of deficit, Fig. 3.14).   

Figure 3.12. Changes in GDRs overtime in all conditions and at various frequencies. Between 
week 0 and week 12, a decreased GDR was exhibited in the Un and Un-MgC group at 8 kHz 
(A), in the Un-MgC group at 10 kHz (B), in the Un and Un-MgC groups at 12 kHz (C), in both 
groups at 16 kHz (D), in the Un-MgC group at 20 kHz (E) and in both the Un and Un-MgC 
groups at 24 kHz (F). (P < 0.05, Wilcoxon tests). There were no changes in the AOE and AOE-
MgC GDRs between the two time points. Un: Black, n=7; Un-MgC: Grey, n=6; AOE: Blue, n=10; 
AOE-MgC: Cyan, n=10.  

8 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5

* *

10 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5

*

12 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5

**

16 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5

* *

20 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5

*

24 kHz

G
a

p
 d

e
te

c
ti

o
n

 r
a
ti

o

0.0

0.5

1.0

1.5 * *

A B C

D E F



147 
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Figure 3.14. Gap detection abilities and deficits expressed over time at various frequencies for 
each animal. Each animal tested is identified by a number (ID) in the left hand column of every 
table. Green filled cells represent a significant GDR (P<0.05 Unpaired T test,) indicating that the 
animal was capable of detecting the silent gap whereas empty cells represent an inability to 
detect the silent gap. AOE was performed immediately after week 0.   
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It can be seen from Fig. 3.14 that rats unexposed to sound (Un and Un-MgT group) 

exhibited a trend towards better gap detection with age. This is also represented in 

Fig. 3.15 showing the average percentage of gap detection per animal as a function of 

time. A significant increase in the gap detection was achieved in the Un-MgC group 

from week 0 to week 12 (P < 0.05, RM ANOVA on Ranks, SNK test). 

 

Acoustic overexposure performed shortly after week 0 decreased the ability of rats to 

detect the gaps (represented as a decreased percentage of gap detection per rat at 

week 3 in Fig. 3.15). This was true for both AOE and AOE-MgC groups (P<0.05, RM 

ANOVA on Ranks, SNK tests). Decreased gap detection percentages were still observed 

at week 12 in the AOE group (represented as an absence of difference between week 3 

and week 12). However, AOE rats that were treated with MgC had recovered their 

ability to detect gaps by week 12 (demonstrated as a percentage increase of the gap 

detection between week 3 and week 12, Fig. 3.15). Also by week 12, whereas all 10 

rats in the AOE group exhibited a gap detection deficit at 12 and 16 kHz, 3 out of 10 

rats in the AOE-MgC group did not exhibit such deficits (Fig. 3.14). 

Figure 3.15. Percentage of gap detection 
expressed over time per treatment group. 
The percentages calculated for all 
frequencies (8, 10, 12, 16, 20 and 24 kHz) 
was deduced from the green filled cells 
represented in Fig. 3.16. (Un:black, n=7; 
Un-MgC:grey, n=6; AOE:blue, n=10; AOE-
MgC:cyan, n=10. *P<0.05 RM ANOVA on 
Ranks, SNK test). Note the increase of the 
gap detection over time in the Un-MgC 
condition, the decrease of the percentage 
of gap detection 3 weeks after AOE, in 
both AOE and AOE-MgC groups and the 
recovery of the gap detection deficit at 
week 12 in the AOE-MgC group only. 
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This further enforced the notion that animals in the AOEMgC group exhibited less 

behavioural evidence of tinnitus compared to animals in the AOE group. At this 

juncture, I then used the linear mixed model (LMM) analysis as an alternative to RM 

ANOVA. The LMM is considered an appropriate alternative when conducting a 

longitudinal study because it adjusts for the autocorrelation that is present when 

collecting data from the same subjects over a given time period while also allowing 

tests for complex interactions between multiple independent variables and the 

measured dependent variable (see section II.7). The LMM analysis revealed that the 

relationship between time (week 0 and week 12) and GDR at 8 kHz, 10 kHz and 20 kHz 

varied depending on the treatment group (Table 3.4; P < 0.05, LMM tests of fixed 

effects). 

 

 

Figure 3.16.Table summarising the effect of treatments on gap detection tests using LMM. 
Type III tests of fixed effects show a significant interaction (green filled cells, P < 0.05) between 
treatment conditions (i.e. group) and time on the changes in GDR between week 0 and week 12 
at specific frequencies. 

Numerator 

df

Denominator 

df
F Sig.

Numerator 

df

Denominator 

df
F Sig.

Intercept 1 18.890 757.337 .000 Intercept 1 1.401 846.227 .006

Group 3 18.897 .322 .809 Group 3 32.169 1.415 .256

Time 1 26.646 2.040 .165 Time 1 11.014 3.408 .092

Group * 

Time
3 26.635 5.331 .005

Group * 

Time
3 11.058 3.170 .067

GDR 

10kHz
Numerator 

df

Denominator 

df
F Sig.

GDR 

20kHz

Numerator 

df

Denominator 

df
F Sig.

Intercept 1 1.296 475.841 .013 Intercept 1 33.362 1082.086 .000

Group 3 1.914 Group 3 33.382 .843 .480

Time 1 13.783 .003 .958 Time 1 32.091 9.009 .005

Group * 

Time
3 13.788 3.405 .048

Group * 

Time
3 32.087 5.648 .003

GDR 

12kHz
Numerator 

df

Denominator 

df
F Sig.

GDR 

24kHz

Numerator 

df

Denominator 

df
F Sig.

Intercept 1 .218 621.268 .367 Intercept 1 .117 1739.109 .527

Group 3 .743 Group 3 3.420

Time 1 .735 1.855 .457 Time 1 3.847 12.193 .027

Group * 

Time
3 4.527

Group * 

Time
3 3.853 3.068 .158

GDR 

16kHzGDR 8kHz
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Having identified the frequencies where interactions between group and time 

significantly correlated with changes in the GDR, I repeated the LMM analysis between 

the AOE and AOEMgC groups alone to test whether MgC treatment resulted in better 

GDRs. Tests reveal a significant difference between the AOE and AOEMgC groups at 8 

kHz and 20 kHz (Fig. 3.16; P < 0.05, LMM pairwise comparison). In summary these data 

show that combined delivery of magnesium shortly after the AOE protocol and for a 

period of 3 months was able to decrease the gap detection deficits at select 

frequencies (8 kHz and 20 kHz). 
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Figure 3.17. Reduced gap detection deficits in AOEMgC rats. Graphs show the relationship 
between GDRs recorded at week 0 before AOE and 12 weeks after AOE at frequencies between 
8 – 24 kHz (A-F) in both the AOE (blue squares, n = 10) and AOEMgC (cyan diamonds, n = 10) 
groups. There is a significant difference between the AOE and AOEMgC populations at 8 kHz 
and 20 kHz (P < 0.05, LMM analysis, Pairwise comparison)  
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Lastly, it was important to show that differences in GDR between the two groups were 

not due to varying degree of hearing loss. Auditory brainstem responses recorded at 

week 12 (Fig. 3.10) show that there is no difference in the hearing thresholds between 

the groups at 8 kHz (P < 0.05, Mann Whitey test) and at frequencies adjacent to 20 kHz 

(i.e. 16 and 24 kHz; P < 0.05, Mann Whitney test). In addition, the ability or inability to 

detect gaps was uncorrelated with hearing threshold (Fig. 3.18).  

 

 

In summary the inability to detect gaps at 12 weeks following AOE was not due to 

hearing loss and the protective effect of magnesium against AOE induced gap 

detection deficits was not due to the recovery from AOE induced hearing loss.  
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Figure 3.18.Lack of correlation between hearing threshold and GDR. Graphs show a lack of 
correlation between hearing threshold and GDR in both the AOE (blue squares) and AOEMgC 
groups (cyan diamonds) at 8 kHz (A), 10 kHz (B), 16 kHz (C) and 24 kHz (D). R2 values are shown 
on each graph.  
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3.3.  DISCUSSION 

3.3.1. Gap detection deficits as a means to quantify tinnitus 

The earliest behavioural tests described for identifying animals with tinnitus were 

based on a conditional lick suppression method (Jastreboff et al., 1988). Animals were 

conditioned to elicit freezing behaviour during a silent period in a background noise. 

Following an AOE protocol, animals with tinnitus failed to elicit a freezing behaviour 

during silent periods. However, tinnitus perception has been linked to the amygdala 

which also mediates the freezing behaviour and as such could introduce errors in 

interpreting of freezing behaviour as a result of tinnitus perception (De Ridder et al., 

2006, Moller, 2007). Therefore future conditioning tests required animals to elicit an 

active behaviour in response to sound or silence. Such elicited behaviour have included 

jumping onto a pole (Guitton et al., 2003), accessing a reward  (Ruttiger et al., 2003) 

and decisions when navigating a T-maze platform (Guitton and Dudai 2007). These 

new methods were considered an improvement on the first described method. The 

method of gap detection used in this study is based on the acoustic startle reflex 

instead. This method was chosen because it is easier to implement and does not 

require months of training (Turner et al., 2006). This made it a suitable method to use 

in this study because the young age at which testing begun would not allow for 

months of behavioural training. The method is not without its flaws as there are some 

restrictions and variations in how the data can be obtained and interpreted. Firstly the 

sequence of presenting trials where a startle stimulus was preceded or not by a silent 

gap must be pseudo randomly generated so the animal does not learn the sequence of 

presentations. In addition a variable inter-trial interval must be used so the animal 

does not anticipate the next startle stimulus based on timing intervals. The gap 
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detection tests at each frequency lasted 10 to 12 mins dependent on the inter-trial 

intervals. Running multiple frequencies raises the chances of an animal losing attention 

and failing to respond to the startle stimulus regardless of a preceding silent gap or no 

silent gap. Other researchers have worked around this problem by reducing the inter-

trial intervals (Turner et al., 2012). However this also raises the chances of the animal 

predicting the timing intervals between startle stimuli due to shorter intervals.  

3.3.2. Age related changes to hearing loss and gap detection 

Gap detection tests are classically used to investigate age related changes in temporal 

processing which follows a bell curve, i.e. during development, animals’ exhibit better 

temporal acuity and gap detection which then deteriorates in old age at the onset of 

presbycusis (Mendelson and Ricketts, 2001, Friedman et al., 2004). Unexposed rats (Un 

and Un-MgC) exhibited an age dependent decrease in the GDR which was evident at 

multiple frequency backgrounds between week 0 when rats were aged about 21 days 

and week 12. This developmental increase in gap detection has previously been shown 

(Friedman et al., 2004) and is an indication of the continuous development of the 

auditory system between the time points at which tests were performed (Rubel and 

Fritzsch, 2002, Friedman et al., 2004). In addition, performing the final set of ABR 

recordings at week 12 revealed that unexposed rats exhibit minor age dependent 

increases in the hearing threshold at specific frequencies. These findings suggest an 

age related hearing loss (presbycusis) which triggers auditory system dysfunction in 

multiple central structures along the auditory pathway, including the DCN where the 

maximum discharge rate of fusiform cells is increased (Banay-Schwartz et al., 1989) 

and in the IC and AC where temporal processing is lost (Shaddock Palombi et al., 2001, 
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Mendelson and Ricketts, 2001). All these deficits are believed to stem from a loss of 

peripheral inputs due to deafferentation and the irreplaceable loss of hair cells which 

typically leads to an increase in the hearing thresholds (Frisina, 2001, Caspary et al., 

2008, Kujawa and Liberman, 2009). In addition, a decreased inhibitory transmission 

could trigger homeostatic plastic adjustments across the auditory system (Caspary et 

al., 2008) leading to further loss in the temporal processing which could manifest itself 

as gap detection deficits (Willott et al., 1991, Strouse et al., 1998, Ison and Allen, 

2003). However, presbycusis in Wistar rats is normally studied when animals are aged 

24 months and over (Derin et al., 2004, Chen et al., 2012) suggesting that the rats used 

in this study (aged 4 months) were far too young to have presbycusis. Furthermore, 

the fact that not all rats exhibited significant gap detection should not be linked to 

presbycusis as it is more likely a result of commonly reported false negatives in gap 

detection (Turner et al., 2006, Engineer et al., 2011). The apparent trend of rats in the 

Un-MgC group to exhibit better GDRs than rats in the Un group could be due to MgC 

accelerating the age dependent improvements in gap detection (Friedman et al., 

2004). Previous studies have reported that the NMDA receptor NR2A/NR2B subunit 

expression ratio increases with development (Molnar et al., 2002, Hogsden and 

Dringenberg, 2009, Cui et al., 2009). The NR2B subunits are also known to mediate 

prolonged synaptic responses which could restrict the rapid temporal processing 

required for efficient gap detection (Sun et al., 2011, Zorumski and Izumi, 2012). The 

reduced action of NMDA receptors containing the NR2B subunit in the Un-MgC rats 

could therefore be responsible for the increased temporal processing which allows 

better gap detection (Zorumski and Izumi, 2012).    
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3.3.3. Induction of hearing loss and gap detection deficits  

Acoustic overexposure is followed by an immediate increase in the hearing threshold, 

the degree of which has been shown to be dependent on the intensity and duration of 

the AOE protocol used (Nordmann et al., 2000). These factors in addition to the type of 

exposure (i.e. unilateral or bilateral) also contribute towards determining whether the 

AOE induces a permanent or temporary threshold shift (Nordmann et al., 2000). In my 

model, 3 to 5 days following AOE, rats exhibited a significantly elevated hearing 

threshold at multiple frequencies and 90 days later there was only a partial recovery at 

16 kHz and in response to BBN. This suggests a more permanent shift in the hearing 

threshold at the other frequencies tested. A higher degree of recovery from hearing 

loss has previously been reported in this lab when the AOE protocol was carried out 

over 2 rather than 3 days as performed here (Pilati et al., 2012a). This supports our 

current understanding that duration of the AOE protocol contributes towards 

triggering a temporary or permanent hearing threshold shift. It is therefore possible 

that performing the AOE protocol over 3 days induced damage associated to 

permanent shifts in the hearing threshold such as OHC stereocilia damage (Slepecky et 

al., 1982), loss of OHCs (Liberman and Beil, 1979) and/or fusion of IHC stereocilia  

(Mulroy and Curley, 1982).    

In addition to shifts in the hearing thresholds, all overexposed rats exhibited decreased 

startle reflex amplitudes and gap detection deficits in at multiple frequencies tested. 

Gap detection deficits represent the inability to detect short periods of silent gaps 

imbedded in a background sound. In mature animals with a fully developed temporal 

processing, gap detection deficits are used as a tool to identify animals with tinnitus 
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due to a masking of the silent gap by the inherent tinnitus perception (Zeng et al., 

2005, Turner et al., 2006, Wang et al., 2009, Dehmel et al., 2012a, Turner et al., 2012). 

In this study, a gap detection deficit was initially described as having a GDR above 0.85. 

The arbitrary value chosen for this study was higher than values previously used by 

other researchers (Turner et al., 2006) because my study begun when rats were still of 

a young age (P 21) and yet to develop the full complement of temporal processing 

necessary for better gap detection (Friedman et al., 2004). Such developmental 

changes include the refinement of excitatory responses (Chang et al., 2005), 

maturation of inhibitory neurotransmission (Kotak et al., 2008, Dorrn et al., 2010) and 

a decrease in NR2B subunits expression which is associated with high levels of 

plasticity (Cui et al., 2009, Hogsden and Dringenberg, 2009, Sun et al., 2011). This 

presented difficulties when interpreting data measured after AOE because GDRs 

obtained before AOE were not representative of a fully developed animal. It is for this 

reason that significant gap detection by individual rats at week 12 of tests was also 

identified. This was measured as a significant difference in the startle reflex amplitude 

elicited when the startle stimulus was preceded or not preceded by a silent gap. Taking 

this approach helped identify rats with intact temporal processing at specific 

frequencies independently of development or of the arbitrary gap detection value 

initially used to screen rats. It was also used as a measure to highlight the therapeutic 

benefits of MgC against the development of tinnitus.  

In addition to tinnitus, AOE can also trigger hearing loss and hyperacusis (over 

sensitivity to sound) (Nelson and Chen, 2004). There was a need to differentiate these 

deficits when using the gap detection tests because previous studies have performed 
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gap detection tests when animals had recovered from hearing to ensure that animals 

could perceive the background tone within which the silent gap would be embedded 

(Turner et al., 2006, Wang et al., 2009, Engineer et al., 2011, Dehmel et al., 2012a). In 

my study, rats exhibited permanent threshold shifts, however the recovery of ABR 

responses to BBN stimulus suggests animals maintained some hearing ability across 

multiple frequencies. In addition there was no correlation between gap detection 

deficits and ABR thresholds at specific frequencies. Interestingly some rats with ABR 

thresholds above 60 dB SPL exhibited significant gap detection ability. This lends 

support to previous reports showing that sound stimulation which did not elicit any 

recordable ABR peaks could still elicit activity in the auditory cortex related to sound 

processing such as gap detection (Engineer et al., 2011). Altogether this suggests that 

gap detection deficits were not a result of hearing loss. Another factor which could 

prevent the direct interpretation of gap detection deficits as tinnitus is hyperacusis. 

The startle reflex amplitude is directly correlated to the amplitude of the startle 

stimulus, therefore when the startle stimulus is presented with no gap, animals with 

hyperacusis will startle with higher amplitudes compared to animals without 

hyperacusis (Engineer et al., 2011, Eggermont, 2013). By comparing the startle 

response amplitudes between the unexposed and overexposed groups, I was able to 

confirm that none of the overexposed rats suffered from hyperacusis (Appendix 3). On 

the contrary, overexposed rats exhibited lower startle response amplitudes, in 

accordance with previous reports (Engineer et al., 2011, Eggermont, 2013). 

Overexposed animals will exhibit lower startle response amplitudes because the startle 

stimulus will be perceived as of lower intensity (Lobarinas et al., 2013). Although this 

could present a problem in the data collection and analysis, the sensitivity of the 
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platform on which the animals were tested ensured that startle reflexes of low 

amplitude could still be, recorded and comparisons made to identify effects of silent 

gap presentation on the subsequently evoked startle reflex. In addition, the short time 

window (250 ms) after the startle stimulus during which motion within the enclosure 

was recorded, maximised the chances of recording motion elicited by the startle 

stimulus (i.e. the startle reflex) and not random motions.  

3.3.4. In vitro markers of tinnitus  

Acoustic overexposure induced deficits were identified both in vivo and in vitro as part 

of this study. In vivo markers included an increase in the hearing threshold and gap 

detection deficits. In vitro markers included an increase in the release probability of 

DCN multisensory inputs, a decrease in the AN conduction velocity and a decreased 

number of AN release sites onto fusiform cells in the DCN. In an attempt to identify in 

vivo methods of reversing these in vitro deficits, emphasis was placed on the 

multisensory pathway because of its plastic nature. Short term Mg2+
 injections reduced 

the AOE-induced deficits to the hearing threshold but had no effect on the central 

deficits which were principally due to an increase in release probability. On the other 

hand, a 4 week MgT diet had no effect on the AOE-induced deficits to the hearing 

threshold but reversed the lack of LTP induction in the DCN attributed to an increased 

release probability. This suggests that a 4 week MgT diet was capable of preventing 

the AOE-induced increase in release probability at DCN synapses. In line with the 

tinnitus induction model of a peripheral deficit which is consolidated centrally (Guitton 

and Dudai, 2007, Norena and Farley, 2013), a combined approach presented the best 

chance to reduce the behavioural manifestations of tinnitus. The combined 
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magnesium treatment (short term Mg2+ injections and long term MgT supplements) 

was shown capable of reducing the increase in hearing threshold and the behavioural 

evidence of tinnitus, supporting previous reports that long term administration of 

magnesium after AOE attenuated hearing loss (Abaamrane et al., 2009). The exact 

mechanisms by which magnesium conveys this protection is unknown due to its 

multiple effects.  In particular, magnesium acting as a calcium antagonist could limit 

excessive calcium release leading to excitotoxic or ischaemic damage (Haupt and 

Scheibe, 2002). Magnesium also associates with reactive oxygen species which are 

implicated in mediating hair cell death following AOE (Henderson et al., 2006). Another 

important mechanism by which magnesium acts is by blocking NMDA receptors 

(Nowak et al., 1984, Dubray et al., 1997, Yi et al., 2013). Interestingly blocking NMDA 

receptors using the NMDA receptor antagonist MK-801 protects against AOE induced 

hearing loss (Chen et al., 2001) similar to the protective effects achieved by 

magnesium (Abaamrane et al., 2009). In addition, blocking NR2B subunits of NMDA 

receptors in the cochlea prevents the behavioural manifestations of tinnitus induced 

by AOE (Guitton and Dudai, 2007). A previous study has shown that elevating brain 

magnesium with MgT also acted via the NR2B subunit of NMDA receptors (Abumaria 

et al., 2011). However, the effect of magnesium promoting plasticity was specific to 

the prefrontal cortex despite elevated levels also in the lateral amygdale, suggesting 

variations in the response of specific brain regions to elevated magnesium (Abumaria 

et al., 2011). It is unknown whether the combined use of MgCl2 injections and 

magnesium threonate diet also elevated the concentration of magnesium within the 

DCN or other auditory structures as tests to directly measure this were not performed 

in this study.  However, in conjunction with other reports mentioned above, the 
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effects of the combined magnesium treatment used here could be via a reduction in 

NMDA receptor mediated activity.  

Despite what appears to be a central effect of the magnesium threonate diet, it cannot 

be ignored that the tinnitus amelioration is simply a consequence of the otoprotective 

effect of the MgCl2 injections which forms part of the MgC treatment. Indeed, 

blockade of cochlear NMDA receptors during a brief time window has been shown to 

have otoprotective as well as tinnitus ameliorative effects (Guitton and Dudai, 2007). 

However the lack of correlation between the hearing threshold and GDR in my model 

suggests dissociation between hearing threshold and tinnitus development. 

Furthermore, the otoprotective effects of MgC was evident at 16 kHz only whereas the 

tinnitus ameliorative effects was evident at 8 kHz and 20 kHz.  Further studies to 

differentiate the degree of hearing loss from tinnitus development will require gap 

detection tests to be performed on AOE animals that received either MgCl2 injections 

or MgT diet rather than the combined MgC treatment.  
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3.4. CONCLUSION 

The first two chapters of this study identified in vitro markers representing AOE-

induced deficits and in vitro methods of reversing these identified deficits. Particularly 

AOE was shown to increase the release probability at DCN parallel fibre synapse which 

prevented the induction of LTP. In vitro manipulations that reduced the release 

probability were shown capable of reversing this deficit. The work reported in this 

chapter has also identified in vivo interventions capable of promoting the induction of 

LTP in vitro most likely via the same mechanism previously identified i.e. reversing the 

increase in release probability induced by AOE. These interventions were also shown 

capable of reducing the behavioural evidence of tinnitus measured as gap detection 

deficits. In conclusion, this study has provided an in vitro marker of tinnitus which 

sheds light on the mechanisms of synaptic plasticity which precede the onset of 

tinnitus. It has also provided treatment possibilities involving compounds which 

decrease release probability to alleviate the tinnitus perception.  
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Many studies have implicated the DCN as a possible source of the tinnitus generating 

signal and throughout this study I have provided evidence which lends support to this. 

I have shown that 3 to 5 days after AOE when there is hearing loss, there is also a 

decreased AN CAP, a decreased AN action potential conduction velocity and finally a 

decreased number of release sites at AN synapse onto fusiform cells. A decreased CAP 

and conduction velocity can be linked to deficits in the AN fibre recruitment, temporal 

acuity and fusiform cell firing rate which has previously been shown as a consequence 

of AOE (Salvi et al., 2000, Pilati et al., 2012a). Most importantly, the decrease in the 

number of release sites could represent the period of sensory deprivation which has 

been proposed to trigger all other subsequent changes in the DCN, the IC and the AC 

associated with tinnitus (Norena, 2011). Sensory deprivation has been shown to trigger 

an increase in both the stimulus driven and spontaneous activity in the VCN (Sumner 

et al., 2005, Cai et al., 2009), the DCN (Brozoski et al., 2002, Kaltenbach et al., 2005), 

the IC (Salvi et al., 1990, Ma et al., 2006) and the AC (Eggermont, 2008, Norena et al., 

2010). In each of these structures, the increase in spontaneous activity occurs at 

different time points after AOE. Spontaneous activity increases after a few hours in the 

AC (Norena and Eggermont, 2003), after 2 to 5 days in the DCN (Kaltenbach et al., 

2000) and up to a week in the IC (Ma et al., 2006). Sensory deprivation has also been 

shown to trigger structural plasticity in the form of cortical map reorganisation 

(Norena and Eggermont, 2005) and homeostatic plasticity in the form of synaptic 

scaling of various structures along the auditory pathway including the DCN (Oleskevich 

and Walmsley, 2002, Caspary et al., 2008, Whiting et al., 2009). In the visual system, 

sensory deprivation can trigger metaplasticity which is dependent on the modulation 

of the NR2A/NR2B composition ratio of NMDA receptors (Quinlan et al., 1999, Philpot 
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et al., 2003). This is the first study to show that in the auditory system, a sensory 

deprivation like phenomenon (i.e. hearing loss) also triggers metaplasticity in the DCN. 

The decrease in AN inputs reported here could lead to an increase in the release 

probability at the multisensory parallel fibre inputs which in turn dictates the induction 

or lack thereof of LTP. The increase in release probability also reported here could also 

represent the underlying mechanism behind the increase in DCN responses to 

trigeminal stimulation (Shore et al., 2008, Zeng et al., 2009) and the somatosensory 

enhancement of sound evoked responses in animals with tinnitus (Dehmel et al., 

2012b). As the DCN is the first site of integration between auditory and non-auditory 

inputs, an increase in the release probability at the multisensory inputs could also be 

interpreted in light of homeostatic plasticity. That is to say, an increase in the activity 

of non-auditory inputs compensating for the decrease in auditory inputs to maintain 

mean neural activity of the DCN around a set level. This enhancement of cross modal 

interactions in the DCN could also account for types of tinnitus which can be induced 

or manipulated by head or neck movements (Levine et al., 2003). My results also 

support the previously suggested role of NMDA receptors in mediating the effects of 

AOE leading to tinnitus (Guitton and Dudai, 2007, Zheng et al., 2012). The increase of 

release probability which resulted in a lack of LTP induction could be reversed when 

LTP induction was performed in the presence of D-AP5 or when rats received a 

combined treatment of MgCl2 injections and an elevated magnesium diet prior to 

commencing in vitro studies. Moreover, rats that received this combined treatment 

recovered faster from AOE-induced hearing loss at specific frequencies in addition to 

fewer rats developing behavioural evidence of tinnitus. Based on previously available 

reports and the evidence gathered in this study, AOE could damage the hair cells and 
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alter AN myelin domains leading to a decrease in sound evoked activity in the DCN and 

sensory deprivation (Salvi et al., 2000, Nordmann et al., 2000, El-Badry et al., 2007). 

Over the next 3 - 5 days the release probability at multisensory parallel fibres 

increased, possibly to compensate for the decrease in AN inputs (homeostatic 

plasticity). This increase in release probability also shifted the LTP induction threshold 

preventing HFS from inducing LTP (metaplasticity). Over the following weeks, 

continuous action of NMDA receptors could facilitate the prolonged calcium influx 

required to consolidate the altered neural activity. Tinnitus could therefore arise as a 

consequence of the compensatory mechanisms for the loss of AN inputs and the 

amplification of spared inputs/non-auditory signals. Mechanisms to treat tinnitus 

should therefore be aimed at limiting the initial excitotoxic damage which leads to the 

sensory deprivation (Guitton and Dudai, 2007) or limiting the homeostatic plasticity 

and metaplasticity which subsequently alters the neuronal firing patterns along the 

auditory pathway (as reported here). 

My research has provided new insights into the AOE induced deficits that occur when 

there is hearing loss and a decrease in DCN fusiform cell excitability. Due to the plastic 

nature of the deficits identified, these deficits could possibly underlie the subsequent 

increase in DCN excitability which has been correlated with tinnitus. In addition, the 

use of the MgC treatment suggests that the continuous action of NMDA receptors is 

required to mediate the deficits in plasticity induction and the subsequent 

development of tinnitus which was evidenced by a decreased number of rats 

developing tinnitus once placed on the MgC diet.  
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Currently there are other models of tinnitus which reverse altered neural activity in a 

bid to identify therapeutic treatments that could be used to treat tinnitus. For example 

regular auditory frequency discrimination tests designed to induce cortical map 

reorganisation in human subjects was shown to reduce the severity of tinnitus (Flor et 

al., 2004). The tests assume that neurons that generate tinnitus at a specific frequency 

can be recruited to the network of neurons responsible for frequency discrimination at 

neighbouring frequencies of the tinnitus perception and by doing so, inhibit tinnitus 

perception by reducing the number of neurons responsible for the tinnitus signal 

(Recanzone et al., 1993, Flor et al., 2004). Electrical stimulation of the DCN surface has 

also been shown to decrease the perception of tinnitus with various degrees of success 

(Herraiz et al., 2007). In addition, ablation of the DCN has been shown to reduce 

hyperactivity in the contralateral IC which is also a correlate of tinnitus (Manzoor et al., 

2012). However this finding serves more to highlight the pivotal role of the DCN in 

tinnitus development as DCN ablation may present a different set of complications in 

relation to retrieving positional information from auditory signals. Other studies take 

an alternate approach and investigate the use of drugs as a means of treating tinnitus. 

For example, the use of memantine has been shown to reduce chronic tinnitus in rats 

2 months after AOE (16 kHz, 110 dB SPL, 1h) (Zheng et al., 2012). However other 

studies into salicylate induced tinnitus (Lobarinas et al., 2006) and human clinical trials 

(Figueiredo et al., 2008) report contradictory results. More importantly these results 

highlight the need for drug induced tinnitus and AOE induced tinnitus to be studied 

separately as the underlying mechanisms differ (Eggermont and Roberts, 2004, 

Kaltenbach, 2006, Roberts et al., 2010). Blocking NMDA receptor activity remains an 

attractive model as has been shown here in this study and in a previous report where 
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it was shown that blocking cochlear NMDA receptors within a short time window after 

AOE can reduce the onset of tinnitus (Guitton and Dudai, 2007). Another study 

reported hyperactivity in the fusiform cells of hamsters which correlated with tinnitus 

and could be suppressed by application of the cholinergic agonist; carbachol onto the 

DCN surface (Manzoor et al., 2013). Interestingly in another model where behavioural 

evidence of tinnitus was recorded in rats 4 to 11 weeks after AOE, vagus nerve 

stimulation (which is cholinergic in nature at DCN synapses) was capable of alleviating 

tinnitus perception (Engineer et al., 2011). Although the mechanism by which this 

effect is mediated remains unknown, this finding provides support that enhancing 

cholinergic inputs in the DCN could present a drug useful target.  

In addition to the in vivo models described above there are also in vitro models that 

mimic the hyperactivity identified in the AC (Wu et al., 2011). It has been proposed 

that making use of these in vitro models will allow the rapid screening of current 

clinically approved drugs which could have the added benefit of alleviating tinnitus 

perception (Wu et al., 2011). Some of the potential drugs which have been tested 

include linopiridine which is a potassium channel blocker, pregabalin which is a calcium 

channel antagonist and gabapentin which is a GABA analogue (Wu et al., 2011). 

However the effective dosage at which these drugs convey benefits against tinnitus 

also triggers unwanted side effects (Darlington and Smith, 2007). 

Despite these findings, some questions remain unanswered which could potentially 

consolidate the work done in this study and further advance the understanding of 

tinnitus development. Firstly it will be of interest to perform imaging studies to identify 

any changes in the NMDA receptor subtypes or expression following AOE. Indeed the 
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NR2B subtype is highly expressed during development and promotes plasticity in 

multiple brain structures (Sun et al., 2011, Zorumski and Izumi, 2012). A differential 

expression in this receptor subtype could therefore mediate metaplastic changes 

identified here. It will also be of interest to investigate the state of the DCN synapses in 

overexposed rats that exhibited behavioural evidence of tinnitus and rats that were 

placed on the MgC diet. Whole cell recordings of EPSCs or cell attached recordings 

could provide insight into the rates of spontaneous activity from which information 

about release probability could be deduced.  

Lastly it will be of interest to expand the current model of investigation. Rather than 

performing experiments using juvenile rats, AOE could be performed in adult rats 

instead. This will allow better GDRs to be recorded prior to the AOE and will help 

exclude the development of the auditory system when interpreting results.  

In conclusion, the findings presented in this thesis represent a step in the direction of 

identifying changes that occur following AOE-induced hearing loss leading to tinnitus. 

This makes it essential for the research into early synaptic changes in the DCN to be 

carried on beyond the scope covered in this project.  
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APPENDICES 

Appendix 1. 
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amplitudes recorded in response to graded stimulation intensities in both the unexposed 
(black circles, n=11) and overexposed (blue squares, n=9) condition. (B)  The effect of HFS 
on N1 amplitudes was determined by measuring the N1 amplitude using the alternative 
method described. Graph showing N1 amplitudes normalised to the average of the last 5 
minutes of baseline recording and plotted against time in both conditions (unexposed, 
black circles, n=16; overexposed, blue squares, n=20). The time of HFS is indicated by the 
arrow. Thirty minutes after HFS, the N1 amplitudes recorded in the unexposed condition 
was potentiated (P < 0.05, Wilcoxon test) whereas that recorded in the overexposed 
condition remained unchanged.  
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Appendix 2. 

 

 

 

 

 

 

 

 

 

Effects of acoustic overexposure on auditory nerve morphology. (A) Electron microscopy 
showing that AOE decreases the myelin thickness (A1), elongates the node of Ranvier (A2 
asterisks between the dotted lines) and increases the diameter of the paranodes (A2, arrows). 
(A3) Double immunolabelling of Kv1.1 (green) and Caspr2 (red) show an elongation and a 
decreased width of the juxtaparanodes after AOE. Scale bar (A1) left: 1 µm, (A1) right: 
100nm; (2): 1 µm, (A3) 2 µm.  (B) AOE decreases the myelin lamella number (left) and the 
Gaussian distribution of myelin thickness is shifted to the left (right)(n = 450 axons from 18 
sections (3 rats, 3 litters) each, unpaired t test P = 1.1e-62, t(898)=18.1. (C) Summary 
histograms showing the properties of the nodes, the paranodes and the juxtaparanodes in 
unexposed and AOE rats (** P < 0.01, Unpaired T tests). Courtesy of Matt Barker. 
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Attenuation of the startle reflex amplitude following acoustic overexposure. Amplitude 
of the startle reflex elicited by animals (Unexposed: black, n = 7; AOE: blue, n = 10) 12 
weeks after testing begun. The startle stimulus was a 20 ms 110 dB SPL BBN sound 
presented in a background sound of the various frequencies indicated. A silent gap (A) or 
no silent gap (B) preceded the startle stimulus. (* P < 0.05, Unpaired T test)   
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