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Abstract

The aim of this research is to investigate lexical cohesion patterns in
expository texts written by Arabic speaking students of English in the EFL
Program at the Lebanese American University. Specifically, it investigates
whether such patterns are an indicator of writing quality and whether there are
differences between high and low holistically rated texts and study language
(English and French) at the same level.

The procedure entailed selecting a random sample of 40 texts, 20 rated high
and 20 rated low, from a corpus of 202 texts written at the beginning of the
academic year 1993-94 (Diagnostic Test 1) and the same students’ re-writing on
the same topic at the end of the semester after three months of regular instruction
(Diagnostic Test 2).

The method of analysis was first to ensure that the texts were validly and
reliably scored. Both inter and intra rater reliability tests were carried out
between the scores given in the EFL Program and the scores given using the
Jacobs' ESL Composition Profile which gave highly significant correlation
coefficients. Second, the texts were analyzed for lexical cohesion by frequency of
bonds, distance of bonds and types of links. Correlations were calculated
between these and text level. Comparisons were made of lexical cohesion between
the high and low texts and between study languages (English and French) at the
same level in the Diagnostic |1 and Diagnostic 2 separately and between the
Diagnostic 1 and Diagnostic 2 texts. Third, samples of the analyzed texts were
evaluated for non-marginal, central, and topic opening and closing sentences and
the sub texts that were produced by them in order to test the claim that highly
bonded sentences contribute to text coherence (as evaluated by the reader).
Fourth, 26 of the student writers were interviewed concerning their comments on
the course and on writing and lexical cohesion.

The findings indicate that there were no significant relations between lexical
cohesion as identified by the frequency of bonds or bond distance and text level,
but there were significant relations between frequency of a few types of links and
text level indicating writing quality. There were no significant relations between
study language at the same level on all variables. However, the high rated texts
showed significantly higher frequencies of 1) ‘sophisticated’ types of links 2)
bonded pairs of sentences over longer distances and 3) ‘sophisticated’ types of
repetition in adjacent sentences. This indicates more maturity in writing than
that found in the texts produced by the less proficient students. This also
confirmed the holistic ratings of the texts. Findings further indicate that the
sample sub texts formed from the highly bonded sentences showed satisfactory
coherence ratings of organization of ideas. Together with the comments and
suggestions of the students this confirmed the lexical cohesion analysis results
and initial holistic text ratings. Based on the findings, a model showing the
relation between cohesion and coherence is suggested.

Recommendations are made to base the syllabus on a more integrated lexical
discoursal level. Suggestions for further research are given.
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PART I - THE RESEARCH CONTEXT
CHAPTER ONE

INTRODUCTION

“These things he said in words. But much in his heart remained unsaid.”
Gibran, The Prophet

This research deals with the analysis of lexical cohesion patterns in the expository texts
written by Arabic non-native students of English in the English as a Foreign Language
Program (EFL) at the Lebanese American University. The work describes the different
patterns in texts rated at high and low proficiency levels and attempts to identify those patterns
related to quality writing.

There is overwhelming agreement among researchers that learning to write goes beyond
grammatically correct sentence production and that writing is a communicative act involving
the organization of ideas over a text. An important element in this is cohesion, the surface
linking devices within and between sentences. However, there is much controversy in the
research as to if and how they contribute to writing quality. Since researchers and teachers
agree that students learning English as a foreign language find difficulty in linking their
sentences, the present study explores the role of cohesion in written texts in an attempt to
obtain insights for the improvement of the teaching/learning of writing.

This chapter introduces the study by outlining: 1) the aim and central questions of the
research, 2) the importance of English in education, 3) the educational system in Lebanon, 4)
the LAU and the English as a Foreign Language Program (EFL Program), 5) the significance
of the writing skill, 6) the significance of product analysis research, 7) the significance of the
present study and 8) an overview of the following chapters.

I. Aim of the Research and the Central Questions
The background problems of student writing that were considered prior to carrying out the
present study are first discussed.

There are few university English teachers in Lebanon who do not attest to the fact that
their students’ written work leaves much to be desired. Teachers experience the ‘pains’ of
teaching and evaluating large quantities of writing yet find that students’ texts are of relative
poor quality even by the end of the semester. This is true of many of the students’ writing in

the EFL program at LAU. Learning English and following a course of study at the university



at the same time is an arduous task for the foreign or second language learners in Lebanon,
especially when Arabic is their first language, French their second and English their third or
fourth foreign language. This is the situation in several universities in Lebanon where English
is the medium of instruction. Although there are efforts to help students improve their writing
in the LAU EFL Program, the urgent question remains as to how should this program more
effectively help them learn to write more coherent texts which are very important for both
university and future success. Ever since Shaughnessy’s (1977) work with basic writers in
America, researchers and teachers have been aware that there is more that they can do to help
students in effective written communication above the sentence level. More recent studies in
discourse analysis confirm the significance of cohesion and coherence in non-native students’
writing and the possibilities of helping them to write less awkwardly using better strategies in
making texts more coherent (Carter, 1987; Carter and McCarthy, 1988; Kroll, 1990; Swales,
1990; Hoey, 1991a; Hatch, 1992; Reid, 1993; Cope and Kalantzis, 1993; Halliday and Martin,
1993). Even more importantly, lexical cohesion has been shown to be significant in students’
academic writing (Stotsky, 1983; Hoey, 1991a). Therefore, this study focused on cohesion in
an attempt to find some answers to the problems of our students’ writing.

Since Hoey's (1991a) work in lexical cohesion is central to the present research, his
figurative definition of cohesion is given here as a starting point. He makes an analogy
between the way sentences link with one another to form a written text and the way one
research study links with other research work to make a world of meaningful research. In this
sense, the present research can be considered linked to Hoey’s work and viewed as an
extension. His concluding remarks on his book provide the starting point for this study.

“... it has done no more than suggest an extension to existing systems of description
that make use of the notion of cohesion. Nothing has been said about the applicability
of what we have been describing to speech. Little has been said about the implications
for genre study (nor of the implications of genre study for our analytical approach).

We have not tried to define the lexical item and our use of the orthographic sentence as
a unit has left some important questions unanswered... But books have to end
somewhere, and this one will have served its purpose if it encourages readers to bond
their own sentences to mine (whether in harmony or contradiction) and to add what
they have to say to the endlesly expanding net that is the sum of all human
discourse.”(ibid., p.245)

Thus, the aim of the present study is an attempt to better understand the students’
composing processes in the EFL texts through the analysis of the cohesion features. In this
attempt, the research compares the lexical cohesion of essays, one set written at the beginning

of the semester (in essays hereafter referred to as Diagnostic 1 or DI text) and another set



written at the end of the semester (in essays hereafter referred to as Diagnostic 2 or D2 text)
as evaluated by the teachers at high and low proficiency levels. The aims of the study can be
viewed under major and minor headings.

The study has two main aims:

1. To find if there is any relationship between lexical cohesion and text level and students’
study language (French or English) in Diagnostic 1 and 2 texts.

2. To find if there is any difference in lexical cohesion in a) Diagnostic 1 and 2 texts and b)
between Diagnostic 1 and 2 texts by level and students’ study language.

The study has three minor aims:
. To test the claim that cohesion, specifically lexical, contributes to coherence in texts
. To obtain comments through student interviews on their writing
3. To make some recommendations for the teaching/learning of essay writing.

[ &

Specifically, the study attempts to answer the following four central research questions
based on the two major aims (see Chapter Nine for related hypotheses):
The Four Central Research Questions:

Based on the First Major Aim
1. Is lexical cohesion (as outlined by the criteria) an indicator of writing proficiency in the
expository EFL texts in the Freshman English I course?

Based on the Second Major Aim

2. Are there differences in frequency of lexical cohesion in the holistically rated EFL texts of
high and low writing proficiency levels and study language at the same level in the
Freshman English I Course?

3. Are there differences in the distance of lexical cohesion in the holistically rated EFL texts
of high and low writing proficiency levels and study language at the same level in the
Freshman English I Course?

4. Are there differences in frequency of type of lexical cohesion in 1) the whole text and 2) in
adjacent sentences in holistically rated EFL texts of high and low writing proficiency levels
and study language at the same level in the Freshman English I Course?

II. Significance of English in Education

This study is carried out on texts written by non-native students of English attending first
year university in which the medium of instruction is English and, therefore, an initial word on
the significance of the language is in order. Very few would deny the importance and
prominence of English in the world today. The recent English 2000 survey carried out around
the world in approximately 80 countries by the British Council (1995) found that ‘responses
tend to support views that English will remain the world’s chosen language of international
communication well into the twenty-first century..” (The British Council, 1995, p. 10). Two

other interesting results from the survey which are related to the present research were the

need shown for more training of English teachers and research in the field to ‘drive ELT



forward with an emphasis on international collaboration’ (The British Council, p.11). Clearly,
English will be needed by students around the world. Therefore, the effort to improve LAU
students’ language skills in a competitive world takes on more significance. This is reflected in
the situation in Lebanon where English is of major importance as a medium in education and
business sectors.

However, while a knowledge of English is viewed as imperative in today’s world, there is
caution expressed in the literature that since there are many ‘varieties’ of English spoken
around the world (ibid., p.10) there is a need for flexibility in teaching, learning and research
approaches in order to obtain relevant insights based on different community needs (Kachru,
1992). As English is being increasingly used worldwide, the teaching of English in the last
quarter of the twentieth century has focused on learners who are studying English as a second,
third or sometimes even a fourth language. This has led to the teaching/learning of English as
a second or foreign language with different techniques and approaches compared to those
used in the teaching/learning of English to native speakers (referred to as English as a first or
native language). However, often there is confusion in the research literature concerning the
terms foreign or second, some researchers and teachers use the terms interchangeably and
others make distinctions between the two. Grabe and Kaplan (1996) make a distinction
between EFL and ESL courses in that the former are those in which students ‘...need to lean
English (or in this case need to learn to write in English), who live in countries in which
English is not regularly spoken or written as a language of the community ...[whereas the
latter] include those students needing to learn English who live in countries where English is a
language, or the language, of the community’ (p.24). Yazigi (1991, p.11) applies this
distinction between foreign and second language to Lebanon and notes that English is taught
as a foreign language in Lebanon at large and at the university in particular as English is not
usually the main medium of discourse outside the classroom or businesses but rather Arabic,
French, Armenian or other languages are the focused languages of daily use. For purposes of
the present research, the terms EFL and ESL will be used interchangeably to refer to Grabe
and Kaplan’s (1996) connotation of EFL. They are also used in a broad sense to refer to
English as an additional language whether it is the students’ second, third, or fourth language

etc. (Johnson and Roen, 1989, p.5).



III. System of Education in Lebanon

Since the present research deals with academic writing, it is relevant to describe the
educational system in Lebanon. Although cultural, religious and political factors have
influenced in various degrees the educational system in Lebanon, especially during the period
of the Lebanese civil war, 1975-1991 and its aftermath, the reader is referred to other sources
for a full account of this (Sirriyeh, 1989; Yazigi, R., 1991; Yazigi, A., 1992).

The system of education in Lebanon will be described in four parts: 1) the general language
situation and educational background, 2) the pre-university system, 3) the university system
and 4) the implications of the past and present on future educational developments.

A. General Language Situation and Educational Background

It is obvious to anyone visiting Lebanon that there are both American and French influences
in both education and public sectors with the latter being more prevalent. Thus, more than
half of the population are bilingual, speaking French and Arabic or English and Arabic, and
many are tri-lingual and multi-lingual, speaking French, English (and/or another language such
as Armenian) and Arabic. In almost all sectors of society, a mixture of languages is in daily
use. So during a conversation there is frequent code switching between languages. The
literacy level in Lebanon is relatively high but due to the civil war (1975-1991) ‘...education in
Lebanon has suffered from its isolation and the lack of innovation and investment. Its quality
has decreased as has the numbers enrolled. Illiterates, for example, have grown to an
unprecedented 380,000° (UNESCO, 1991a in Husen, 1994, p.3350). However, education is
considered very important and high educational attainment is prestigous: families do their
utmost (even selling their land) to educate their children. Husen confirms that ‘“education
ranks very high on the social scale of values...” (ibid., p.3351).

Tables 1.1 and 1.2 show the enrollment figures in both high school and university for 1974-
75 and 1987 and by sex for 1988-89 respectively. Although enrollment increased more at the
university level by comparison with the high school figures, the total student body increase
between 1975 and 1987 was quite minimal. However, it is really remarkable that the 1976
level was maintained in spite of the extremely difficult situation in the country at the time.
Also, although male students continue to outnumber females, the increase in the female

participation rate in education over the years is very significant.



Development of Student Enrollment 1974-75 and 1986-87

Level and Type 1974-75 | 1986-87
Pre-university general education 756,992 | 808,468
Pre-university technical education 25,791 31,045
University education 33,427 83,891
Total 816,210 | 923,404

Student Enrollment by Level of Education and by Sex 1988-89

(Husen 1994, p.3351)

| Age Group Level Enrollment | Gross Enrollment Ratios*
Total Male | Female
4-6 Kindergarten 131,217 - - -
6-11 Primary 346,534 125 116 106
11-15 Intermediate 172,424
66+ 61 57
15-18 Secondary 695,554
Over 18 University 83,891 24.8 31 18.9

* Male and female gross enrollment ratios are for 1988
+ Intermediate and secondary gross enrollment ratios are combined
(Husen, 1994, p.3352)

It is also interesting to note the professional background of the teaching staff at both the
pre-university and tertiary levels of education. Table 1.3 below indicates the percentage of
qualified teachers in 1974-75 and 1986-87 at the high school and university level. It is
observed that the universities suffered the greatest loss of qualified teachers during the civil
war in Lebanon. This was due to the fact that most teachers at the pre-university level are
locals with Bachelor Degrees or lower and, therefore, had fewer possibilities than those at the
university level with higher degrees to find jobs abroad. In fact, during the sixteen years of
war, Lebanon suffered from a ‘brain drain’ in most professional areas. This was most

significant. at the university level.

Table 1.3  Percentage of Qualified Teachers 1974-75 and 1986-87
Category 1974-75 | 1986-87
Primary/intermediate teacher-
training colleges 44.2 42.0
University degrees 9.8 1.0
Baccalaureate or equivalent 35.0 23.1
Primary education or below 11.0 33.9

(Husen, 1994, p.3354)
All students in Lebanon must learn a second language besides Arabic at school. The two
major second languages are English and French which students usually begin learning in the

elementary classes along with Arabic and which are the the media of instruction with only



Arabic literature and language courses taught in Arabic. If most of the curriculum uses French
as the medium of instruction, students are referred to as being French educated and if most
use English, they are referred to as being English educated. Being in either system of
education does not exclude study of the other language as a third language. For example, a
French educated student would also be required to study from three to five hours per week of
English language and vice versa (see Yazigi, R.,1991; Yazigi, A., 1992 for a detailed account
of the languages taught in pre-university classes in Lebanon). Husen (1994) comments on the
study of languages in Lebanon:

“More than half of the Lebanese people are bilingual. At every level of schooling,

students learn two languages: Arabic (the official language) and French (75% of all

school students) or English (25%). Students frequently learn a third language,

particularly in private schools.” (p.3350)

B. Pre-University Education System

There are two types of schools in Lebanon, government (public) and private sectors with
the former being attended by students from lower income and social levels and the latter from
higher levels. Also, there are two types of private schools, those that are run by Lebanese
ownership and those that were set up by British, French or American missionaries in the 18th
and 19th centuries (For a full account of the educational system see Swales, 1984; Yazigi, A.,
1992).

Table 1.4 shows the student enrollment in 1974-75 and 1988-89. It clearly indicates that
the private schools in which fees are paid by the students (i.e. the schools which are not helped
by the government but are private-aided) increased from 1974-1989. In fact, it was these
private schools that remained open during the most difficult times in Lebanon and were the
main source of education when the country was in crisis. Most government institutions were
severely affected and many closed for long periods.

Table 1.4 Development of Pre-University Enrollment by Sector 1974-75 and 1988-89

1974-75 1988-89
N % N %
Public 320,825 42.4 237,054 329
Private/fees 195,924 259 352,515 48.9
Private/aided 240,243 31.7 130,146 18.2
Total 756,992 | 100 719,715 | 100

(Husen, 1994, p.3352)




At the end of the primary school period, students are issued with the Brevet Diploma. At
the completion of the high school years, a Baccalaureate Diploma (French and/or Lebanese) is
awarded, making students eligible for university study.

Another change is the increase in the number of teachers at the pre-university level between
1974 and 1988. Table 1.5 indicates that the number of teachers in the public sector increased,
while those in the private-aided sector decreased. The student-teacher ratio decreased (17.9:1
in 1975 to 13.8:1 in 1989) showing also the increase in the number of teachers (UNESCO,
1991b in Husen, 1994, p.3354). However, as Table 1.3 indicates, their qualifications did not

improve.

Development in the Number of Teachers 1974-75 and 1988

1974-75 | 1988-89

Public

enrollment 320,825 | 237,054

no.of teachers 21,244 26,895

pupil-teacher ratio 15.1:1 8.8:1
Private/fee

enrollment 240,243 | 352,515

no.of teachers 14,250 20,305

pupil-teacher ratio 16.9:1 17.3:1
Private/aided

enrollment 195,924 | 130,146

no.of teachers 6,691 4817

pupil-teacher ratio 29.3:1 27.0:1
Total

enrollment 756,992 719,715

no.of teachers 42,185 52,017

pupil-teacher ratio 17.9:1 13.8:1

(Husen, 1994, p.3354)
C. University Educational System

There are several institutions of higher learning in Lebanon. The main foreign ones are
the American University of Beirut (AUB) founded by American missionaries in 1886 and the
Lebanese American University (LAU) (formerly known as Beirut University College) also
founded by American missionaries in 1924. There is also the Saint-Joseph University which
was founded in the late 19th century by the French, and a state university referred to as The
Lebanese University which has the largest student body of approximately 40,000 students.

Table 1.6 below shows the enrollment figures for the different universities for 1986-87.



Table 1.6 Higher Education Enrollments 1986-87

Institution Enrollment | Percent
Lebanese University 39,654 47.3
AUB 5,308 6.3
Saint-Joseph Univ. 5,404 6.4
BUC (LAU) 4,300 5.2
Saint-Esprit Univ. 3,055 3.6
Arab Univ.of Beirut 24,039 28.7
Lebanese Academy 555 0.6
Others 1,576 1.9

(Husen, 1994, p.3352)

Both the AUB and LAU use English as the medium of instruction and follow the American
system of credits and semesters. Both universities have an English as a Foreign Language
Program which prepares students to cope with their academic course work. Although much
work continues to be done in improving the programs, qualified teachers remain scarce.

D. Past, Present and Future

Lebanon’s unique position between East and West has made it open to a western type of
education. The country is very receptive to foreign languages and this is a major factor which
distinguishes Lebanon from the Arab countries that surround it. The sixteen years of war,
1975-1991, did interrupt growth and development in the educational sectors quite severely,
but in the past few years there have been plans set up for the reconstruction of Lebanon.
Specifically, the BUC has grown into a university (LAU), other schools and universities are
also expanding and the governmental Ministry of Education and the Center for Educational
Research and Development in conjunction with the Lebanese University are presently in the
process of formulating a new national curriculum. The most daunting challenge for any
country in such a post-war situation is the reconstruction process, but the optimism and hard
work with which the Lebanese are facing their new challenges are to be admired. Husen
(1994, p.3316) outlines specifically the work needed to be done at both the high school and
university levels which entails building infrastructures, educational programs, training qualified
personnel, and a whole new national curriculum.

It is in this context that the present research was conceived, formulated and conducted. It
is hoped that this small contribution may help Lebanese university teachers to better
understand students’ work in order to help them develop their linguistic tools since, after all,
these students are the future of the country and English is a major means for them to realize

their aspirations.
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IV. LAU and the English Language Program

The present study was carried out at the Lebanese American University (formerly Beirut
University College) which was founded in 1924 and now consists of three campuses, Beirut,
Byblos (also referred to as Jbail) and Sidon with approximately a total of 4,500 students in the
academic year 1996-97 (LAU, 1996) catering to Lebanon and the Middle East Region (see
map of Lebanon in Appendix A). The Byblos Branch, where the research was done, was
founded in 1978 in the Eastern sector of the capital, Beirut, to cater to students who could not
commute to the Western part of the capital due to the political situation at the time when civil
war and severe disturbances disrupted everyday life including education and commuting to the
university. Since then, the Byblos branch has witnessed fast and dramatic developments. It
has grown from a handful of students and a few faculty members to approximately 1,400
students during the academic year 1996-97, 50 full time equivalent academic staff and three
major schools of Business, Engineering and Architecture, Arts and Sciences which offer a
variety of majors at both the undergraduate and graduate levels (see Appendix B for historical
details of LAU).

All three branches have an English as a Foreign Language Program for which all students
are obliged to register during the first year or two of their university course work. The
purpose of the English courses is to give the students an advanced working knowledge in the
language skills of writing, reading, speaking and listening so that they may be better able to
cope with their university course work which is through the medium of English for all courses
(except Arabic language and literature). In this context, English is to be used mainly for
academic purposes (see Chapter Three) and, therefore, skills in writing research papers,
reports and essays comprise a major part of the program. The present study, however, will be
limited to the essay writing (composition will be used interchangeably with essay hereafter).

Although there are five English courses in the program (see Appendix C), the actual number
of courses for which students register depends upon their proficiency level on the LAU
English Entrance Exam on entering the university. This exam is made up of objective
questions covering grammar, writing, vocabulary and reading skills and a written composition.
Other international exams are also accepted for entry such as the Test of English as a Foreign
Language (TOEFL) administered by the USA and the International English Language Testing
Service Test (IELTS) administered by the United Kingdom, Australia, etc. (see Chapter
Three)
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The Freshman English I (or 5511) course (referred to hereafter as FI) offered intensive
classes of five hours per week (from which the data for the present study was selected) for
students who had scored between 500-599 on the LAU English Entrance Exam (EEE)
equivalent to 525-624 on the Test of English as a Foreign Language (TOEFL) based on
AUB’s (1981) correlations, or approximately between levels 5.5-7 on IELTS (Geranpayeh,
1994). Classes of three hours per week were offered for sophomore entering students who
had scored between 600 and 699 on the EEE, (equivalent to 625-674 on the TOEFL (AUB,
1981), or between levels 7-8 on IELTS (ibid., 1994) but whose writing was still of FI level as
determined by a writing placement test given by the program’s staff upon entrance. The
course objectives for both the five and three hour FI classes were similar. Upon successful
completion of the FI course, students were promoted to Freshman English II (5512) and then
to sophomore level English (Sophomore Rhetoric 5522 and Communication Arts 5521).

A much sought after objective is to better develop insights into students’ writing above the
sentence level with emphasis on cohesion and coherence is a much sought after objective. At
present in the FI course, students are referred to lists of key words in their textbooks to help
with coherence and teachers try hard to have them produce a piece of coherent text. A typical
page on cohesive devices in the textbook would include how to make writing more coherent
by using parallel structure, pronoun reference, repetition of key words, and transitions
(including the use of conjunctions) each followed by a sentence or two or text as an example
(e.g. Oshima and Hogue, 1991; Langan, 1993). There is a need for more effective learning
strategies.

V. Significance of the Writing Skill

Studies have shown that writing as a skill in its own right helps to develop students’
cognitive skills and, therefore, their learning (see chapter Three). It is crucial in any
educational institution that students should develop a certain proficiency level in academic
writing so that they may take lecture notes, reveal their ability on exams, write reports and
conduct small research projects and so on, though they may use such writing skills to different
extents according to the discipline they are in. Given this emphasis on writing for note-taking,
course work and assessment, it is hard to visualize any student learning adequately without an
appropriate standard of writing. Most of the academic staff at LAU attest to this. It is likely
that most students are also aware of this. In fact, it is has been found that students are more

instrumentally than integratively motivated to learn a language when they find it necessary for
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success in their academic course work (Zughoul 1982 in Zughoul 1985, Zughoul 1985 and
Yazigi 1991). Kroll (1979) comments,

“...1 do not think it is difficult to motivate students to perform writing tasks

which they feel have some practical applications to their lives. What has

always been difficult has been motivating them to perform writing tasks they

consider far removed from the reality of their other courses, to say nothing of

their outside lives.” (p.227)

Many studies on EFL writing have been carried out in the West through student and teacher
surveys and needs analysis procedures to find the particular writing tasks which students need
in their academic courses (Kroll, 1979; Ostler, 1980; Horowitz 1986) and in the Arab world in
Jordan (Abuhamdia, 1984; Zughoul 1985; Badr, 1992), in Bahrain (Abboud and Shaaban
1984), and in Lebanon (Yazigi, 1991; Bacha 1993). Although the essay as one form of
teaching writing at the university has been questioned, many researchers still find that it has its
place in helping students to write better, and, of course, the essay still has a major role in
written exams in a wide range of university courses (see Chapter Three).

A. Student and Faculty Perceptions of the Significance of the Writing Skill

in their Course Work Compared to the Other Skills

Although the importance of writing at the university level cannot be denied, it is interesting
to assess its relative importance compared to the other language skills as viewed by faculty
and students. Johns (1981, p.51) analysed 140 ‘academic skills’ questionnaires to 200
randomly selected university faculty members from all departments at San Diego University in
the US in order to determine which skills were thought most essential to non-native speaker
success in university classes. The findings indicated that 50% of the faculty considered the
reading skill as the most essential, whereas listening comprehension was the second most
important (47%), writing the third (23%) and speaking the last (9.5%). Johns concludes that
“Teaching of the productive skills of writing and speaking, rather than being central to the
curriculum, should be secondary to listening and reading activities. Writing, for example,
could involve the paraphrase or summary of reading materials or the organization and
rewriting of lecture notes” (ibid., p.56). Johns calls for more in depth work in this area (ibid.,
p.56); perhaps even a better constructed questionnaire. However, it is clear that there is an
interconnectedness among the four skills, and perhaps it is not a matter of which skill is most
important but which one is being emphasized for any particular academic task. One can see
how reading and writing skills are closely related, for if students are to communicate their

thoughts about what they have read, it is necessary to have a certain level of proficiency in the
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writing skill, since, in practice, such thoughts are most frequently shown through notes,
essays, summaries or report writing. Students may be reading for most of the semester, but
when the crucial time comes for them to write a research paper or sit for a final exam, their
course assessment is generally determined by how well they are able to communicate ideas in
writing. Oral assessment is rare.

Zughoul (1985) also carried out a survey on the perception of language needs at Jordan
University on 1,147 students, and 90 faculty members. It was found that both students and
faculty rate listening comprehension as the most necessary skill for' academic work. Faculty
rated reading comprehension as second, writing as third and speaking as last. Students rated
the speaking skill as second, reading as third and writing as last. Zughoul (1985) explains the
listening comprehension as being rated first because an understanding of lectures is a
prerequisite for passing university courses but says that the faculty priority order of the
remaining skills was more justifiable than the students’ since reading and writing are more
important for success at the university than the speaking skill (pp.142-3). The differences in
students’ and teachers’ perceptions of the academic importance of the skills is highly revealing,
however, since apparently students underrated writing.

During the pilot study for the present work, the researcher adapted Johns (1981)
questionnaire and surveyed 400 students (368 responded) in the LAU, Byblos EFL Program in
the various English courses and S0 faculty members (15 responded) in the various disciplines
on the necessary language skills for success in students’ regular course work at the university.
The main findings were that the receptive skills were rated as more important with an 80% of
the faculty considering the listening skill as the most essential, reading the second most
important (72%), speaking the third (52%) and writing the last (48%). That listening and
reading skills are rated as the most important (Bacha, 1993) by the faculty is a similar finding
to both Johns’ and Zughoul’s studies.

Students, in comparison, rated the productive skills as more necessary; a 64% of the
students rated the writing skill as the most necessary, 52% rated the speaking as second, and
50% rated both the listening and reading skills as third equally (Bacha, 1993). (Percentages
may add up to higher than 100 since some faculty and students rated more than one skill at the
same priority level.)

The results of the above surveys (Johns, 1981; Zughoul, 1985; Bacha, 1993) are
summarized in Table 1.7 below. Although statistical tests of significance were not carried out

on this data since this is not the aim of the present research, it seems that students and faculty
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hold different perceptions at LAU, Byblos on the priority of necessary skills for success in
students’ academic course work. Students may have rated writing as the most important since

Table 1.7 Student and Faculty Perceptions of the Significance of the
Language SKkills to Students’ Academic Course Work Indicated
in Priority Order (1-4, 1 being top priority)

Skills Johns (1981) | Zughoul(1985) [ Bacha (1993)
Std. Fac. | Std. Fac. | Std. Fac.
Listening - 2 1 1 3 1
Speaking - 4 2 4 2 3
Reading - 1 3 2 3 2
Writing - 3 4 3 1 4

the questionnaire was given to them to fill out during the English Laboratory sessions at a time
when students are doing a lot of writing in their English courses or because they perceive this
as their weakest skill and need more work in this area. It is equally possible that many
students realize that their assessment ultimately depends on writing (see Chapter Eleven).
Faculty rated the listening comprehension skill as the most important perhaps because faculty
find it important for students to understand class lectures. More research, however, needs to
be done in this area at LAU and with larger faculty samples.

Although the evidence is sparse, it can be concluded that though writing is important at the
university level, the tasks related to the students’ academic course work should be carefully
identified and the roles of the various language skills at the university should be clear to both
students in the EFL Programs and the faculty in the disciplines.

B. Student and Faculty Perceptions of Students’ Writing Ability

Related to the significance of writing in the university context, it is important to find out
how students perceive their own writing abilities and how faculty view the students’ abilities.
A study carried out by Yazigi (1991) at the AUB and LAU, found that the students perceived
themselves as having a higher level of competence in the items related to the reading and
listening skills, 85% and 81% respectively, than those in writing and speaking, 73% and 72%
respectively with items related to academic achievement and everyday life being higher
(pp.156-8). Faculty perceived the ability of the students as significantly lower (p=<.005) than
the students did in all four skills on the items surveyed (p.232). Yazigi concluded that
students tend to overestimate their abilities in the language.

Zughoul’s (1985) finding is similar to Yazigi’s (1991): when faculty and student

perceptions of student writing ability were compared, students’ ratings were higher: 81% of
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the students rated themselves as “good™ and above in writing, while 14% of the faculty gave
such a rating (p.141). Preliminary results from a survey carried out on 202 students at LAU,
Byblos (Bacha, 1994) also confirm that students tend to overestimate their English abilities in
general and writing in particular.
V1. Significance of Product Analysis Research

With the recognition of the importance of researching the writing process in composition
in the last decade and a half, the writing product as a valid focus for research and analysis of
students’ writing has been questioned by some researchers (Raimes, 1985; Zamel, 1982, 1983,
1985). While these scholars view the product as important, they believe that students go
through stages in the writing process which are very important to note and which product
analysis does not reveal as effectively as process analysis. There is, however, a trend to
emphasize a combination of both (Connor and Kaplan, 1987; Robinson, 1988). Also, many
researchers find that studies on the product complement process approaches and in fact are
still necessary, even without recourse to process analysis (Hamps-Lyons, 1986b; Witte and
Cherry, 1986; Chaudron, 1987; Connor and Kaplan, 1987; Applebee,1986 and Stein, 1986 in
Chaudron, 1987; Cope and Kalantzis, 1993). Hamps-Lyons (1986b) mentions that Zamel
(1983) had overstated her case in finding little value in product research and comments:

“...there remains a role for research into the product.” (p.81)

“I believe that by looking at the interaction between the student’s product and
the score assigned, we can learn a good deal about what needs to be taught and
perhaps something about how it should be taught.” (p.81)

VII. Significance of the Study

The significance of this study is that the data were collected as part of the regular EFL
Program classes at the university. This is thus a realistic and authentic situation which is very
important for the validity of the results. Also, writing is a major part of the EFL Program at
LAU and at other universities in Lebanon, and to the researcher’s knowledge, this study is the
first of its kind in Lebanon. Second, and again to the researcher’s knowledge, it is the first
time that an application of Hoey’s (1991a) lexical cohesive analysis has been applied to non-
native writers of texts in English, certainly the first such application to Arabic speaking writers
of English in the Near East. Third, it is significant in that it attempts to explore in some depth
new frontiers in cohesive studies and touch upon the much debated area of the contribution of
cohesion to text coherence. Fourth, the researcher hopes that a few answers may be found to
the many questions that the teachers at LAU have concerning the problems of their students’

writing, with the aim of helping the students write better in order to perform more successfully
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in English and to reach higher attainments in their courses at the university. In these respects it
is an important exploratory study, hopefully laying the foundation for much needed further
research in this field.
VIII. Overview of the Present Work
The work is presented in six major parts: Part I has introduced the research context in

outlining the specific aims and central questions and giving the significance of the writing skill
in English in the Lebanese context and specifically academic writing at the university level.

Part II focuses on the perspectives on student academic writing over four chapters:
Chapter Two introduces the concept of discourse analysis and two related fields of genre
studies and contrastive analysis that have contributed to understanding both spoken and
written discourse. Chapter Three details the nature of written discourse and argues that
although the features of written and oral texts vary and overlap, a knowledge by both students
and teachers of the typical features of written texts may help in the development of writing
proficiency. The chapter outlines some theories of writing and their influences on research and
the teaching/learning situation in EFL Composition Development. The chapter concludes with
a description of writing evaluative procedures. Chapter Four focuses on reviewing what
linguists have considered the nature of academic expository texts to be at both the micro and
macro levels for a better understanding on how to develop writers’ skills. A few theories of
the place of text within the language are outlined. Part II ends with Chapter Five which
stresses the importance of cohesion, specifically lexical cohesion in writing and the various
taxonomies of cohesion that linguists have set up to describe its place in texts. The chapter
concludes with reviewing the research studies carried out in the West and in the Arab world
showing the controversy over the degree to which cohesion is an indicator of writing quality
and coherence in written texts and the need for studies to be carried out in Lebanon. This
chapter concludes the review of the literature.

Part 111 discusses the research design and methodology: Chapter Six describes the research
design in data collection and holistically rating the texts. Chapter Seven details the lexical
cohesive analytical procedure as used by Hoey (1991a) and the adaptation of it to be used in
the present study.

Part IV presents the research results and discussions over four chapters. Chapter Eight
gives the results of the general characteristics of the texts of the holistic ratings that

determined the high and low texts and the relation between text length and level. Chapter



17

Nine outlines in detail the results of the four tested central research questions and the related
hypotheses in connection with the lexical cohesive analysis of the texts.

Part V gives further investigations and discussions of text cohesion: Chapter Ten reports
the results of preliminary investigations in how lexical cohesion contributes to the coherence
of the texts and a model of the relationship between cohesion and coherence is suggested.
Chapter Eleven describes the interviews carried out with a sample of the writers of the texts
and draws some relationships between their comments and the results of the lexical cohesion
analysis.

Part VI concludes the work in Chapter Twelve by summarizing the results obtained, making
recommendations for the teaching/learmning of writing and givir{g suggestions for future

research.
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CHAPTER TWO

DISCOURSE ANALYSIS

“The musician may sing to you of the rhythm which is in all
space, but he cannot give you the ear which arrests the rhythm
nor the voice that echoes it .”

Gibran, The Prophet

Research into discourse analysis has offered many insights into the teaching of writing; for
example, into text types and the relationships between texts and their contexts (McCarthy,
1991, p.149). Therefore, a look at what the field has contributed is significant for the present
study. This chapter gives a review of some research in discourse analysis with a focus on
genre and contrastive analysis studies relevant to the present study.

I. Definition of Discourse Analysis

Many linguists have attempted to define discourse analysis (de Beaugrande and Dressler,
1981; Brown and Yule, 1986; Stubbs, 1983; Widdowson, 1978; vanDijk, 1985; Coulthard,
1985; Potter, 1987; Cook, 1989; McCarthy, 1991; Hatch, 1992, van Dijk, 1997a, 1997b,
among others). They indicate that it is difficult to be definitive about an area in linguistics
which is relatively new and in which research is still developing. Potter (1987) shows the
extent of the difficulty of limiting discourse analysis to any one field. Bold type is added by
the present researcher.

*“...The label ‘discourse analysis’ has been used as a generic term for

virtually all research concerned with language in its social and cognitive
context (Brown & Yule, 1983; Coulthard, 1977; van Dijk, 1985) as a
description for studies focusing only on linguistic units above the level

of the sentence (Stubbs, 1983), as the correct term for research concerned
with cohesion and connectedness across sentences or turns of talk (Tannen,
1984; van Dijk and Kintsch, 1983) and to cover developments stemming from
structuralism and semiotics (Foucault, 1971; Pecheux, 1982). Itisa

field in which it is perfectly possible to have two books on discourse analysis
with no overlap in content at all (cf. MacDonell, 1986; Stubbs, 1983)” (p.6)

In fact, part of the problem in defining discourse analysis is probably due to the fact that it
has grown into a multi-disciplinary field of inquiry as Potter’s (1987) description of discourse
analysis indicates. Extensive illustration of this multidisciplinary nature of current approaches
to discourse analysis is given in Van Dijk (1985, 1997a, 1997b). However, there is general
agreement among scholars that discourse analysis is the study of language (both oral and

written) in use. Hatch (1992) defines it adequately.
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“Discourse analysis is the study of the language of communication -
spoken or written. The system that emerges out of the data shows
that communication is an interlocking social, cognitive, and linguistic
enterprise.” (p.1)

McCarthy (1991) further relates it to the teaching/learning context.

“Discourse analysis has grown into a wide-ranging and heterogeneous

discipline which finds its unity in the description of language above the

sentence and an interest in the contexts and cultural influences which

affect language in use. It is also now increasingly, forming a backdrop

to research in applied linguistics and second language learning and

teaching in particular.” (p.7)

Thus, to take McCarthy’s (1991) view of discourse analysis, the present study can be seen
as one type of discourse analysis, the analysis of linguistic features, lexical cohesion, above
the sentence in written texts, the essay, in a particular context, academic ESL/EFL setting
with cultural considerations taken into account. A look at some relevant research in
discourse analysis is given in the following section.

I1. Development of Research in Discourse Analysis

Historically, modern linguists began with the study of a single sentence (Fries, 1952;
Harris, 1952) and a few attempts at ‘text’ analysis (Pike, 1967; van Dijk, 1972, 1977,
Longacre, 1968 in Khalil, 1989) which Khalil points out is ‘in keeping with the general interest
expressed by theoretical linguists in sentence grammar’ (ibid., p.359). Linguists were
concerned with understanding the constituent parts of the sentences and teachers with having
their students internalizing the rules of grammar through the manipulation of sentence level
exercises. The grammar-translation, audio-lingual, and transformational adherents all had this
aim in common. Hunt’s (1970, 1977) T-unit (terminal unit), a sentence with all its subordinate
parts, became the basis for much of this research.

In the 1970’s, linguists began to realize the limitations of such theories (e.g. Coulthard,
1975) and teachers and researchers saw with exasperation that correct written sentence
production did not necessarily mean that a piece of writing was clear to the reader (Gardner,
1984; Brown and Yule, 1986; Witte and Cherry, 1986; Khalil, 1989; Ragan, 1989; Celce-
Murcia, 1991; Fotos, 1991; Keh, 1991, among others). They saw the need for more
communicative based tasks that incorporate the structure as part of whole written texts. As
Witte and Cherry (1986) point out “Written texts...consist of sequences of semantically related
sentences or T-units linked together to meet some communicative purpose”(p.117). Linguists

and researchers began to look beyond the sentence boundaries to study what makes them hang
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together. These studies investigated ‘text’ (longer stretches of language seen as a semantic
unit) rather than the sentence as the basic unit of language. De Beaugrande and Dressler
(1981) stress that “ *‘Discourse’ and ‘text’ have been introduced as legitimate units of linguistic
analysis beyond the sentence level”, (p.xii) and Halliday and Hasan (1976,1989) define a ‘text’
as a ‘...unit of language in use. ... not a grammatical unit, like a clause or a sentence.’ Text is
said to have texture created through features such as cohesion (1976, pp.1-2) and is a
semantic unit which is part of a context and not just as a series of sentences (1989).

“...Language that is functional is doing some job in context as opposed

to isolated words or sentences...It might be spoken or written...”

“It is both product and process” (p.10).

As a product, Halliday defines it as “an output to be studied in systematic terms”, but as a
process as a “continuous process of semantic choice, a movement through the network of
meaning potential, with each set of choices constructing the environment for a further set”.
Therefore, one “cannot simply treat a theory of text as an extension of grammatical theory,
and set up formal systems for deciding what text is” (ibid., p.10).

This led to the study of textual features such as cohesion and coherence (Beaugrande and
Dressler, 1981) which in turn led to attempts at teaching and evaluating these features in
foreign/second language composition classrooms in the hope that students’ written work
would improve.

Discourse analysts also investigated the sociological factors affecting language under the
stimulus of speech act theory and pragmatics (Austin, 1962; Hymes, 1964; Searle, 1969;
Grice, 1975; Leech, 1983; Levinson, 1983 in Witte and Cherry, 1986). The French in the
carly years were concerned with a structural approach in studying narratives (Foucault, 1971,
Culler, 1975, 1976, 1983; in Potter, 1987) while the British headed by Halliday (1976) were
more functional in approach to language and the study of texts. Influenced by this, Sinclair
and Coulthard (1975) developed a speech model for discourse analysis based on a hierarchy of
units.

The North American tradition is dominated by work by the ethnomethodologists (Gumperz
and Hymes, 1972; Goffman, 1976; Tannen, 1984, 1989; Schriffrin,'l988 in Witte and Cherry,
1986) who study largely spoken discourse in social settings overlapping with the British work
in pragmatics. Also, work based on psychological theories, specifically ‘..work on the
comprehension of texts, their mental organization when stored in memory, and the role of

schemata and scripts for discourse processing’ was becoming important in the 1980’s (van
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Dijk and Kintch, 1983; Bower and Cirilo, 1985; Frederickson, 1986, among others in Potter,
1987, p.7) as well as work in discourse analysis by the socio-psychologists (see Potter, 1987).

For written modes, Witte and Cherry (1986, p.118) categorize the research in composition
above the sentence level carried out in the United States under four approaches:
1. Relationships between Sentences

These are mainly studies focused on the relations between sentences ‘on the basis of
functional slots or semantic levels of generality’ (Christensen, 1965; Young and Becker, 1965;
Becker, 1965; Rodgers, 1966; Karrfalt, 1968; Pitkin, 1969, 1977a, 1977b; Grady, 1971;
D’Angelo, 1974; Nold and Davis, 1980; Fahnestock, 1983 in Cherry, 1986, p.118).

2. Discourse ‘Modes’

This approach is based on traditional rhetorical theory and uses “discourse ‘modes’ to
explain the ideational structure of texts (e.g. Moffett, 1968; D’Angelo, 1975, 1979; Kinneavy
et.al., 1976 in Cherry, 1986, p. 118).

3. Semantic Meanings across Sentences
The studies in this approach are based on the cohesion theory of Halliday and Hasan (1976)
and focus on words or phrases that extend meaning across sentences (Lybbert and Cummings,
1969; Winterowd, 1970, 1975; Starling, 1980; Witte and Faigley, 1981; King and Rentel,
1981, 1982; Markels, 1982; Rentel and King, 1983; Stotsky, 1983; Tierney and Mosenthal,
1983 in Cherry, 1986, p.118).
4. Textual Coherence in Extended Texts
Research in this approach ‘draws, in part, on distinctions between given and new
information to account for textual coherence in extended texts’ (Williams, 1979a, 1979b;
Dillon, 1981; Prince, 1981; Vande Kipple, 1982a, 1982b, 1985; Witte, 1983a, 1983b in Witte
and Cherry, 1986, p.118).
The present study will be mainly concerned with the third and fourth approaches (see
Chapters Four and Five).
III. Text and Context in Discourse Analysis in Relation to the Present Study
Much discourse analysis is concerned with two elements often with overlaps between
them: the text (whether oral or written) and the context. In the former, a group of researchers
have concentrated on the text itself describing the linguistic featurcs, in the text, referred to as
the co-text (see Chapter Four). In the latter, other researchers have focused their studies on
the sociological, psychological (e.g. Lambert, 1972; Johnson and Krug, 1980; Gardner, 1986

in Oller and Perkins, 1980; Yazigi, 1991 among others) and cultural influences on the
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processing of texts (e.g. Grabe and Kaplan, 1996; see also section VI in this chapter). While
the two approaches are interdependent, the focus of the present study will be on the written
text, specifically the EFL composition and co-text with less attention to the outside contextual
factors that brought about the text. The aim is to derive insights from the text to help the
students improve their writing.
IV. Relevance of Discourse Analysis to Language Teaching and the Present Study
The present research draws upon Hatch's (1992) definition of discourse analysis as it

relates to communication and McCarthy’s (1991) reference to discourse analysis serving in the
language learning process (both cited earlier). This study will be concerned with the written
communication, specifically the genre of writing expository essays in an academic setting and
will deal with the linguistic enterprise of examining the students’ essay texts. The study will
draw upon insights and research in the field of discourse analysis, specifically text analysis in
the written mode (see Chapters Four and Five). This will be the basis for analyzing the essays
and offering some recommendations for the improvement of the teaching/learning situation in
the EFL Program at the Lebanese American University. It is hoped that other local and
regional English medium universities may also benefit from the insights gained from the study.
V. Study of Genre

Although early discourse analysis studies offered valuable insights into text structure above
the sentence level, tiwre was a growing need for a more focused type of analysis on more
specific forms of language as part of a shared context. Thus, genre studies which catered to
this need have become a major focus of interest for much research, curriculum planning and
teaching. Kusel (1992) explains this.

‘Genre analysis grows from perceived shortcomings of earlier discourse studies,
particularly through their lack of a socio-rhetorical dimension. It is founded

on a view of language as a socical action and on the claim that to understand
the nature of texts we need to study their use as instruments of communication.’
(p-378)

Grabe and Kaplan (1996) also mention this dissatisfaction:

‘In the 1990s, the concept of “genre” has become a significant issue in applied
linguistics. Dissatisfied with liguistic and rhetorical definitions such as Biber’s
(1988) linguistic analysis or Kinneavy’s (1971) rhetorical study, experts in
genre analysis have defined genre as a linguistic realization of some social
activity.’ (p.126)

Although the term genre refers to both the spoken and written modes, it will be discussed

in this section mainly in relation to the latter.
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A. Development and Research in Genre

Genre is not a new concept. Kress (1982, 1994) and Grabe and Kaplan (1996) note how
genre has had a history as far back as Aristotle (when it was associated with Aristotle’s
Poetics) reaching to the twentieth century of popular culture concems in film and television
and more recently to education, specifically to work in literacy (traditionally genre focused on
narrative, descriptive, procedural and suasive types of discourse).

Traditional views of genre, however, are changing as scholars have established that there
are also a range of academic and professional genres which are part of a ‘discourse
community’ (Swales, 1990a; Bhatia, 1993, Halliday and Martin, 1993; Hyon, 1996). Due to
the multi-disciplinary approaches to genre studies, it is not an easy concept to define.
Linguists’ definitions differ depending upon whether genre is approached from the
sociological, psychological or linguistic aspect. There have been many attempts to define genre
with different ranges of specificity. For example, Littlefair (1989) defines genre generally as
‘...things which have a good deal in common’ (p.179). This definition has its advantage in that
it encompasses a range of conceivable genres. However, such a definition is too loose for the
present study. More appropriate definitions are given below:

“By genre we mean the overall structuring to the text which
characterizes different forms for communication.”
(Harrison and McEvedy in Caimey, 1992, p.23)

“...a more or less standardized communicative event with a goal

or set of goals mutually understood by the participants in that

event and occuring within a functional rather than a social or

personal setting.” (Swales, 1990a, p.10)

Hyon (1996) classifies genre scholarship in three traditions: 1) English for Specific Purposes
(ESP) studies which basically deal with the analysis of oral and written texts required of non-
native speakers in academic and professional settings (Dudley-Evans and Swales, 1980,
Brumfit, 1986, Christie, 1986; Dudley-Evans, 1990; Bhatia, 1993; Flowerdew, 1993); 2) New
Rhetoric Studies which deal with a range of ethnographic studies of academic and professional
situations in which the genre occurs rather than on the form itself (Coe, 1994a and Freedman
and Medway, 1994a in Hyon, 1996) and 3) Australian Genre Theories which deal largely with
genre studies following the tradition of systemic functional linguistics concerned with oral and
written texts in their contexts with an emphasis on pre-university instruction (Halliday and
Hasan, 1989; Cope and Kalantzis, 1993; Halliday and Martin, 1993; Hyon, 1996 for further

references). The present study deals with the analysis of non-native student essays in an
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academic context; hence it draws upon insights mainly from the ESP and Systemic approaches
to genre. These are briefly reviewed below.
B. Writing Genre Frameworks

ESP approaches to genre studies stress the text in its functional context. Swales (1990a)
developed a theoretical framework consisting of three key concepts: discourse community,
genre, and language learning tasks which has the been the basis of much academic writing
research. Work in this area deals with the structure of the differing texts required in both
professional and academic settings. The essay in the LAU EFL Program is considered an
important pre-requisite writing task towards the writing of more ‘complex’ academic based
tasks such as the research paper. In this context, therefore, the essay takes on more
significance.

Systemic approaches to genre studies observe genre as social processes (Kress, 1984,
1992; Martin, 1989, 1991 and Christie, 1991, 1992 in Hyon, 1996; Cope and Kalantzis, 1993;
Halliday and Martin, 1993) which lead to generic products and which need to be taught.
Halliday and Martin (1993) comment that ‘Genre theory as developed in systemic functional
linguistics had been particularly concerned with texts as staged goal-oriented social processes
which integrate field [the social action], mode [the language] and tenor [the participants]
choices in predictable ways’ (1993, p.36). Basically it proposes that

‘...the description of language as a resource for meaning rather than as a system of
rules...concerned with texts, rather than sentences as the basic unit through which meaning
is negotiated...grammar..as the realization of discourse [functional grammar] ...focuses on
solidary relations between texts and social contexts rather than on texts as decontextualized
structural entities in their own right....views language as a meaning-making system rather
than a meaning-expressing one....It is oriented...to developing an elaborate model in which
language, life, the universe and everything can be viewed in communicative (i.e. semiotic)
terms.’ (Halliday and Martin, 1993, pp.22-23)

Figure 2.1 indicates this relationship between language and the social context. It shows that
for any meaningful communication it must be related to the situation of which it is part.

Figure 2.1 Language as the Realization of Social Context

Social context

Language
alliday and Martin, 1993, p.25)
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Figure 2.2 shows the relationships between language or text, (being the most concrete
element), register, genre, and the social processes or ideology (the most abstract).

Figure 2.2 Language in Relation to its Connotative Semiotics: Ideology, Genre and
Register

Ideology

Language

[text]

(Halliday and Martin, 1993, p.38)

In explaining an example, Halliday and Martin describe the differences between science
texts and historical texts in each of the elements as shown in Figure 2.2 (ibid., p.40). They
note that science texts are concerned with textual analysis, explanation and experiment of
different sub-genres, while the historical texts are concerned with synthesis of reports,
generalized recounts and embedded expositions. Both, however, deal with different sub-
genres related to the social process or ideology of the culture and which as the authors express
‘...few students will learn to turn, with access strongly mediated by gender, race, class and
age’ (ibid., p.41). The genre concept thus for them becomes more abstract and more socially
oriented. The main observation, however, from the above two figures, is that language (text)
is influenced to certain degrees by the register, genre and the context which is expressed in the
linguistic choices the writer makes.

Grabe and Kaplan (1996) referring to work done by Briggs and Bauman mention that this
preoccupation with genre with a social dimension grew out of work that began with Bakhtin
who views ‘..the linguistic dimensions of genres in social groups’. Texts although they have

ordered, unified forms (for example, stories have a structure), are also “intertextual”, that is,



26

“...texts are ongoing processes of discourse production and reception that are always tied to
other texts or utterances in a culture’ (ibid., p.126).

Berkenkotter and Hucken (1993 in Grabe and Kaplan, 1996) propose a model based on
this ‘dynamic view of genre’ and although they apply it to the teaching of the composition or
essay in L1, insights could be drawn for the L2 context. They argue for a ‘...form of situated
cognition embedded in disciplinary activities...” and that ‘...writers acquire and strategically
deploy genre knowledge as they participate in their field’s or profession’s knowledge

producing activities...” not just to generalizations about the texts’ ‘form, substance, and
context’ (ibid., p.128).

Grabe and Kaplan (1996) point out that ‘genre as a dynamic social activity provides a
useful framework for describing the process involved in a student’s learning of disciplinary
genre knowledge’ (p.129). Also, from theoretical frameworks of genre such as those
expounded above, researchers have proposed instructional ones for implementation. One such
framework (Callaghan and Rother, 1988 in Cope and Kalantzis, 1993) proposes a teaching
and learning model of written texts for disadvantaged children in Australia in three phases:
modeling, joint negotiation of text and independent construction of text from which insights
could be drawn for the teaching/learning of the essay.

C. Text Genres in an Academic Setting

The study of genre in an academic setting is not new (Ventola, 1989, p.129). It has
focused on a variety of writing tasks such as essays, research writing such as dissertations,
articles, and reports (e.g. Swales, 1990a, 1990b; Dudley-Evans, 1980; Johns, 1993). Since the
present research focuses on the essay, a brief account is given of 1) the essay genre and 2) the
other different sub-types.
1. Essay Genres

A more specific field in the study of genre is the teaching of writing at tertiary levels where
genre refers to the writing of compositions and the different rhetorical modes of narration,
exposition (comparison-contrast, cause-effect, definition, description, classification and
analysis) and argumentation. This is referred to by some linguists as text genre (Kress 1982,
1994; Littlefair, 1989, 1991; Johns, 1993). Research studies related to this concept of genre
have been carried out especially in North America over the past twenty years (see Chapter
Three). It is with this area of discourse analysis, known as rhetorical genre analysis with its

related rhetorical structure theory (Andrews, 1989; Hatch, 1992) that this study is concerned.



27

In this context, Swales (1990a) and Connor (1996) point out that an area of relevant
concern is contrastive rhetoric, the notion that the rhetorical structure of languages differs and
thus students’ poor performance in English may result from negative transfer and interference
from the writing forms in their first language to English. Further, student writers may not be
familiar with a particular genre or rhetorical structure in the target language, particularly with
academic genres (see section VI in this chapter).

Some linguists have researched generic patterns in essay writing. Andrews (1989) and
Hatch (1992) outline in detail the different text genres of narration, exposition and
argumentation among the written modes used in academic writing. More specifically linguists
(Hatch, 1992; Biber, 1988; 1992 and 1995 in Grabe and Kaplan, 1996, among others) have
demonstrated that there are different organizational structures and surface linguistic features
associated with text genres which need to be accounted for in research or the teaching/learning
situation (see Chapters Four and Five). Grabe and Kaplan (1996) comment on the distinction
between the genres of essay texts and the patterns of organization that are subsumed in them.

In this study, genre will generally refer to text type (expository essay) and specifically to
one rhetorical pattern within this genre (cause and effect) in which the sample students’ essays
are organized. A review of relevant research in a few different types of essay genres is given
below. A review of the linguistic features of texts, specifically the expository essay type under
study here, is given in Chapters Four and Five.

2. Types of Essay Genres

Researchers in an attempt to find implications for the teaching/learning of writing have
carried out comparative studies in the major text types of narration, exposition and
argumentation. A more detailed account of studies in exposition is given in Chapter Four.
Prince (1982 in Andrews, 1989) emphasizes the differences between the narrative and
argumentative mode. He defines narratives as follows:

“Narrative is the representation of at least two real or fictive events
or situations in a time sequence neither of which presupposes or
entails the other.”

Prince defines argument as a

‘a connected series of statements or reasons intended
to establish a position; a process of reasoning.” (ibid., p.2)

The history of narration as storytelling and argument as persuasive, affective and rational is

long and involved. (Narration here is distinguished from report writing as in the science
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disciplines; the latter will be dealt with as a procedural rhetorical type and discussed under
expository writing in Chapter Four). Linguists once viewed them as entirely separate and
narrative was considered as an ‘easier’ more accessible rhetorical genre than exposition or
argument. Narrative developmentally comes earlier in children’s writing (Moffet, 1968; Berril,
1990; Donnelly, 1994). However, as these rhetorical genres were seen to be important in
literacy development at the university level, researchers began to better understand their
structure for the teaching/leamning situation (Johnson, 1982; Smith, 1983; Connor and Lauer,
1985; Kopperschmidt, 1985; Purves, 1986; Francis, 1989; Middleton, 1990; Coirier, 1991;
Kuhn, 1991; Kusel, 1992; Xuelan, and Kennedy, 1992; Johns, 1993; Al-Abed, 1994;
Flowerdew, 1993, Swales, 1993; Andrews 1995). This led to the production of textbooks in
which models of different types of genres were given students to provide them with samples of
‘good’ texts (Weissberg, 1984, Sorenson, 1988; Donald, 1989; McDonald, 1989; Mayberrry
and Golden, 1990; Tibbetts A. and Tibbetts C., 1991; Smagorinsky, 1992, Andrews, 1995;
Charney and Carlson, 1995). However, Bernhardt (1986) is cautious of discussions on ‘good’
writing in the absolute sense since the writing purpose, task and context need to be taken into
account (see Chapter Three).

Recently, some researchers have argued that text genres are not exclusive. In fact it is
common for a mixture of organizational and linguistic features of different genres to be
present in ‘genre mixes’ and ‘genre blends’ (Carter and McCarthy, 1988; Bhatia, 1993). For
example, the features of the argumentative and narrative text modes have been found to often
overlap (Kress, 1982, 1994; Andrews, 1989, 1990, 1995; Carter and McCarthy, 1988;
Tannen, 1989; Britton, 1990; Grimshaw, 1990; Fox, 1990; Wilkinson, 1990; Bhatia, 1993).
The recognition of such mixed types and combinations of genres considerably complicates the
important questions of how many genres there are and which ones are of outstanding use. It
also raises the difficulty of whether there are, in fact, ‘pure’ types of genres in authentic
contexts although it is the pure types that are schematically presented to students. Writing
handbooks for students rarely mention genre embeddings, blends or mixes but tend to rely
exclusively on carefully chosen clear-cut examples of pure types.

There is, therefore, controversy over the relevance of teaching these exclusive text types to
the students’ subject matter field as well as to real life writing situations. Grabe (1987 in
Grabe and Kaplan, 1996) carried out a pilot study on 40 L1 and L2 Freshman composition
texts to find out how the students’ texts ‘...compared with a variety of edited prose types from

Biber’s major corpus (p.48). Although there were no significant differences among the native
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and non native speakers’ texts and high and low rated texts, the freshman compositions were
most similar to Humanities Academic Prose on three of the five dimensions (p.48) according
to Biber’s (1988) classification of text types indicating that the texts are following genre
expectations (ibid., p.48). However, the student texts were ‘...unlike any of the professional
genres,..." (ibid., p.49). Grabe and Kaplan (1996) concludes:

‘Overall, the student essays did not match any of the professional genres along all

five dimensions. Rather, freshman essays, at least as demonstrated in the final

examinations in a writing course, appear to constitue a hybrid form of writing which

combines salient features of a number of text genres. Composition writing may be a

somewhat unique genre form, raising certain questions about its usefulness as a learing

experience, at least as it is currently taught.’ (ibid., p.49)

However, some research in English for Academic Purposes (EAP) into what English
departments note other disciplines require as examination essay prompts (such as define,
discuss, compare etc.) as well as writing needed across the curriculum, seems to show the
need for developing EFL (or ESL) students’ proficiency to write appropriately using the above
mentioned organizational patterns (Johnson, 1982; Weisberg, 1984; Jordan, 1989). Swales
(1990a, p.2) points out there are linguists and EAP teachers who believe that teaching
composition writing with its assumed traditional rhetorical aspect trains students in thinking at
a higher abstract level and that this transfers to the learning situation in other courses and
disciplines (Spellmeyer, 1989). Some researchers who teach EAP courses are convinced that
raising students’ awareness of academic genres and rhetorical pa'ttcms will greatly benefit
their writing (Samraj, 1989; Swales, 1990; Bhatia, 1993; Torrance et.al., 1993; Swales and
Feak, 1994; Connor, 1996). As for the relevance of text genre (as it is understood in the
composition class which focuses on the organizational types) to ‘outside world’ writing tasks,
it is true that few real life writing tasks neatly divide texts into such categories, but it is hoped
that students will have increased awareness of written forms and writing processes and will
transfer their skills and be able to combine the composition development types when
necessary.

D. Genre and Register

There is often confusion as to the distinction between register and genre. Halliday’s
definition of register may make the meaning of the two clearer. He describes register: ‘It
refers to the fact that the language we speak or write varies according to the type of situation

...’and attempts to ‘..uncover the general principles which govern this variation so that we can

begin to understand what situational factors determine what linguistic features.” (Halliday,
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1978, p.32 in Caimey, 1992, p.24). He further explains that to understand register in the
context of situation is crucial. Basically register combines three components, the field (setting
in which language occurs, the participants), the tenor, (relationship between participants) and
the mode (channel of communication).

Halliday and Martin (1993) further show the relationship between register and genre: the
former is more concrete; the latter is more abstract and relates more to the social setting of
which it is part (see Figure 2.2 in this chapter). Grabe and Kaplan (1996, p.127) report the
distinction between genre and register made by Swales (1990)

‘...in that a genre sets structural conditions on the different parts .of a text, such as its
beginning, body, and ending, whereas registers set the overall correlation of linguistic
features with appropriate contextual and situational features, usually on a continuum
of stylistic formality-informality.’

Genre in this semiotic view represents the textual class that the written form is part of;
register refers to the style of the text as expressed by the lexical, grammatical and semantic
choices made according to the social context of the text (Littlefair, 1989; Eggins and Martin
(1997). Eggins and Martin (1997) further point out that the lexical cohesion of a text is
contingent upon the context which influences the text production. It is these register choices
that students must learn to make.

E. Multi-disciplinary Approaches in Genre Studies

Genre studies have become multi-disciplinary (see Bhatia, 1993). Bhatia reports that the
studies in linguistics have taken more specific approaches in relating certain features of
language with certain types of writing or styles in writing. Work has concentrated mainly on
linguistic descriptions of texts, register analysis, scientific English, stylistic analysis of varieties
of English, rhetorical devices, and discourse organization (ibid., p. 17). In professional

discourse, one study carried out by Francis (1989) was to find ‘... aspects of lexico-
grammatical cohesion within theme which differ from one genre to another, and are patterns of
thematic progression similarly genre-related?’ (p.201). Francis analysed 7,500 words from
similar sub-sections of two newspapers published on the same day in an attempt to find a
relationship between theme and cohesive harmony according to various cohesive categories.
She tentatively concluded there was an implication that ‘it may also be posssible to relate
cohesive harmony and genre’. Another recent study (Henry and Rosebury, 1996) analyzed the
linguistic features of the registers of three brief touristic texts and found differences in the

grammatical and lexical items. They conclude that there is a need in genre studies °...to focus

on the language and linguistic patterns...” and advocate that more research be carried out in
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examining such features for the teaching/learning situation. Research carried out on academic
discourse has reached similar conclusions (Hyon, 1996) (see Chapters Four and Five).

Bhatia (1993) reports genre research in sociological studies in attempts to answer
questions such as ‘Why do members of what sociologists call ‘secondary cultures’ write the
way they do?’ (ibid., p. 19). Bhatia further reports that genre research in psycholinguistics
‘reveals the cognitive structuring and tactical aspects which highlight the individual strategic
choices made by the writer in order to execute his or her intention’ (ibid., p.19).

F. The Genre Debate (Process vs Product)

In recent years, the genre approach to research and teaching with the emphasis on the
written product rather than the process has been the focus of much criticism (Zamel, 1987,
1992; Flowerdew, 1993, among others). Proponents, however, argue that a genre-based
approach to literacy does not exclude the processes involved in developing students’ writing
and should not be seen as a traditional method of teaching ‘good’ models (Cairney, 1992;
Kress, 1991; Littlefair, 1992; Cope and Kalantzis, 1993). Cope and Kalantzis (1993) state
that the approach is ‘...innovatory because a link is established between the school and the
culture; it emphasizes linguistic differences, considers the teacher as the professional whose
position is authoritative but not authoritarian, and it values flexibility over dictatorial syllabi
and develops inductive reasoning based on experience (p.17-18). Caimey (1992) summarizes
the criticisms against the process approach: there is too much emphasis on the process to the
detriment of the product and a too heavy reliance on the learner’s individual acquisition of the
language with little teacher intervention (p. 23).

In this context, the dichotomy between product versus process seen by many researchers
and teachers is disputed by some linguists. Grabe and Kaplan (1996) best sum up the
relationship and how this controversy is better viewed:

“In the past, too much discussion has been given to debates over process versus
product. It should be clear from analogous interactive reading models that a
study of the text product alone will not lead to the kinds of models of fluent
writing necessary to support improvements in writing instruction. At the same
time, theories of the writing process do not, of themselves, form a comprehensive
intepretation of the written text.” (p.37)

Thus, there is some agreement that both the process and the product are significant in the
development of writing. The present study can be viewed in this context in that the ‘product’
is analyzed for linguistic features to draw insights about the students’ writing ‘process’ to

make recommendations for future writing processes of products.
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G. Models of “Good Writing”

Many teachers believe that there is something called ‘good’ writing which their students
must aspire to (see Jacobs, 1982). Textbooks abound with ‘good’ models that are used in the
classroom (e.g. Sorenson, 1988; Donald, 1989, Tibbets, A and Tibbetts, C, 1991). The term
‘good’ as applied to written discourse, however, is broad and does not consider the
complexity and range of styles in written discourse. Recent scholarship views the quality of
writing as dependent upon the task, purpose, and audience (Bernhardt, 1986) relative to
course objectives, teaching methods and evaluative criteria used. Benchmark compositions
(also referred to as anchor papers) are commonly used in composition evaluation to help
teachers set standards of the different proficiency levels of the written text (see Chapter
Three).

This, however, does not necessarily undermine the use of ‘models’ as guides for students
to improve their writing skills (see Hamdan, 1988, Charney and Carlson, 1995, among others).
Although the process approach to writing (see Chapter Three) views models as inhibiting
students’ learning and creativity and misleading them to think that products are written at a
first trial, some researchers still view the use of models as having a significant function in
composition classrooms. Charney and Carlson (1995) define a model as

“a text written by a specific writer in a specific situation that is

subsequently reused to exemplify a genre that generalizes over

writers in such situations.” (p.90)
They emphasize that for a writer to be successful a knowledge of the genre in the disciplines is
a prerequisite. To acquire this knowledge is often a challenging task for both professionals
and students alike (ibid.,p.89). They cite a survey carried out by Stolarek (1994) in which
76% of the university-level composition instructors in teaching English as a first language
were reported to have used models regularly in their own classes. How much more would
EFL students therefore gain from models. Given the controversy on the effectiveness of
models (Hillocks,1986; Werner, 1989; Smagorinsky,1992 quoted in Chamey and Carlson,
1995) they point out that

“Model texts are a rich resource that may prove useful to writers in
different ways at different stages of their development. For student
writers, models may be effective tools for learning the more enduring
conventional forms or for understanding those that apply most broadly
across the discipline.” (p.116)
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In this context, Charney and Carlson (1995) carried out a study on 95 psychology 201
undergraduates (mainly sophomores and juniors, L1 speakers of English) with two
experimental groups and one control group on the effectiveness of writing models on students’
writing of research texts. The findings indicated that students performed significantly better in
both content and organization when models were given before writing and that giving students
models of good, moderate and poor quality was just as helpful as providing three good
models. The authors conclude that ...“the opportunity to compare good, moderate, and poor
models might help students identify the effective aspects of the models and avoid the
mistakes” (p.112).

In the present study, the holistically high and low rated texts, with their analyzed lexical
cohesion patterns, could serve as ‘models’ in the writing instructional process (see Chapter
Twelve).

H. Implications of Genre Research for the Teaching/Learning of the Essay

Although more research needs to be carried out in second language writing (Grabe and
Kaplan, 1996, pp.21-23) and specifically in rhetorical genres (Connor, 1996, p.132; Hyon,
1996), some implications from genre studies can be seen in relation to the teaching/learning
situation and, therefore, for the present study. These are given below:

1. Rhetorical modes (or genre text type) overlap, and some have been shown by text linguists
to be subsumed under a major type in the same text. Overlaps, embeddings, blends and mixes
of genres may lead us to question the heavy placement in some EFL composition syllabi of an
emphasis on teaching the rhetorical modes in a hierarchy of difficulty focusing on students
producing texts exclusively in one rhetorical mode at a time (This is in fact the situation in
many EFL Programs in Lebanon and abroad). Should syllabi take into account more integrated
genre text types and the topics which determine these? Whatever is decided, it is believed that
students could still apply what they have learned to university and real life writing assignments.
2. Genre studies in composition significantly indicate that the genre text type may well
influence the frequency and variety of local and global linguistic features in text which should
be accounted for in research. In other words, the type of genre selected for the study may
influence the results of any analysis as each genre probably draws on different structures and
lexis. The implication for research is that generalizations based on findings must be genre
specific to be valid. The implication for classroom instruction is that if evaluation of texts is to
be reliable and valid, any generalizations about students’ proficiency levels should be viewed

with caution if they stem from only one or two writing tasks.
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3. A further question teachers and curriculum planners should address is how useful are genre
text types as models in the teaching of writing? Although some practitioners view the use of
models in a genre approach as being over-prescriptive and too formal, models have been found
to be useful when combined with process-oriented writing techniques.

Thus studies in discourse which aim to be more relevant to the students’ situations and the
text types they write are increasingly genre specific (see Chapter Three). It is in this context
that the present study lies. However, as other work in discourse analysis has shown (Connor,
1996), the production of texts may also differ in organization and/or lexico-grammatical
features and show varying degrees of proficiency depending upon the native culture and
language of the writer(s). This use of contrastive rhetoric is one likely cause of non-native
speakers’ problems writing in English. This issue will be discussed in the following section.
VI. Contrastive Analysis Studies

Researchers and teachers often raise questions as to the causes for students’ problems in
written texts. Studies in contrastive analysis from the 1950’s well into the 1980’s examined
the structure, pronunciation and lexical systems of languages and found differences which are
held to influence or interfere with students’ language in L2 (Lado, 1957; Kaplan, 1996; see
James, 1980; Pere-Woodley, 1990; Grabe and Kaplan, 1996). However, in the 1970’s, this
view was challenged as second language acquisition processes were studied; second language
learning was seen to be similar to first language learning in that the ‘...language learners are
intelligent beings creating rules and systems based on the rule systems of language they hear
and use’ (Grabe and Kaplan, 1996, p.12). This gave rise to models of ‘interlanguage’
(Corder, 1967; Selinker, 1972; Krashen, 1977 in Grabe and Kapla,n, 1996, p.12) suggesting
that text structures in L1 may not necessarily determine the structures used in a writer’s L2
text, though more recent studies show that they may be one factor (among others) which
influence the L2 text (Connor and Kaplan, 1987; Odlin, 1989; Pere-Woodley, 1990; James,
1990; Leki, 1991; Jaszozolt, 1995; Connor, 1996).

The elements of this field are outlined below in relation to written discourse under the
headings of error analysis, contrastive rhetoric, transfer, contrastive text linguistics.

A. Error Analysis

Numerous studies in error analysis look at non-native speakers’ texts to detect those
structures that do not conform with the target language under study and to explain
retrospectively possible causes for errors (see James, 1980; Connor and Kaplan, 1987,

Kharma, 1989; Pere-Woodley, 1990, Connor, 1996; Grabe and Kaplan, 1996). Since error
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analysis can be viewed as predictive of error, some reports detail structural and lexical features
that cause problems for students and there are a few specifically for Arab non-native speakers
(e.g. Kharma and Hajjaj, 1989; Al-Hakim, 1984; Al-Chalabi, 1984; Swales, 1984; Smith and
Swan, 1986).

This pedagogic method to help students avoid errors in their writing has also been
challenged as the field becomes more tolerant of error and as new insights into causes of error
are obtained (Shaughnessy, 1977; Ghadessy, 1980; Abdul Manan, 1989; Bhatt, 1989;
Schnadter, 1991). Shaughnessy (1977) in her seminal work refers to the errors made by non-
native students not as an inadequacy but as part of their learning process. As work in
pragmatic linguistics developed, error began to be viewed as ‘normal’ and some were referred
to as mistakes, slips etc. especially since even native speakers at an advanced level were found
to make ‘errors’ (Davies, 1975). Though this smudges Corder’s (1973) distinction between
errors as being systematic and non-accidental, influenced by the learner’s mother tongue or
other language, and mistakes as being lapses from inattention, etc., learners can often self-
correct mistakes but fail to spot errors. Also, not all errors students make in writing were
found to be due to negative transfer from L1 to L2 but rather some were found to be due to
poor developmental writing learning in L2, or even to poor teaching (Bartholomae, 1980;
Sridhar, 1980; Leki ,1991; James, 1980; 1990; Pere-Woodley, 1990). Errors were also found
to be due to overgeneralizing from the target language - ‘ignorance of ‘rules’ of structures and
restrictions; incomplete application of the ‘rules’ and building false restrictions’ (James, 1980,
p-173).

Studies done on Arabic non-native speakers of English have also shown that student error
cannot be totally accounted for by contrastive analysis descriptions and transfer (Sa’ Addedin,
1989, 1991, Connor, 1996). Grabe and Kaplan (1996) further note that contrastive studies are
‘...beginning to consider the variation in American, British, and other “native” Englishes as
well as nonnative varieties of English as norms’. They also report that the number of native
speakers of Englishes is around 350 million, but as many as 700 to 750 million people use
English as a national, second or foreign language, or as a language for commerce, industry,
science, or other purposes. Also, some researchers are beginning to view error in relation to
a ‘discourse community’ in Swalesean terms (Swales, 1990). This all makes the study of error

analysis in the 1990’s very complex with various dimensions.
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B. Contrastive Rhetoric

The area of cross-cultural rhetoric studies has spawned a vast literature of its own, a
somewhat confusing one. On the one hand, linguists claim to have evidence of textual
patterns in other languages not found in English writing; on the other hand, there is
disagreement over whether these patterns are transferred and cause interference when the
learner writes in English. The seminal work by Kaplan (1966), in which he posited a typology
for textual progression with different types associated with different culture has since been
challenged by other studies. Kaplan suggested that English texts were characteristically linear
and hierarchical, while Semitic (Hebrew and Arabic) texts were characterised by parallelism;
Oriental texts had indirection and were cyclical, and Russian and Romance texts had a
preference for digressions. Transfer of these patterns from one language family to another
was only seen as negative. Figure 2.3 presents these patterns.

Figure 2.3 Kaplan’s Text Typology (Kaplan, 1966, p.15)

English Semitic Oriental Romance Russian

)

v > \]/

Certainly some evidence seems to support differences in textual structure between L1 and
L2 (Onaka, 1984; Hinds, 1987, Ostler, 1987; Connor, 1987; Purves, 1988). Even within the
same language family differences have been suggested: German academic texts seem to allow
a greater amount of parenthetical information and freedom to digress than English writing of
the same kind, and there is some evidence that English writers tend to use topic sentences at
the beginning of paragaraphs where German writers might prefer a bridging sentence between
paragraphs (Clyne, 1987).

However, Kaplan's (1966) early view has been challenged (James, 1990; Leki, 1991;
Taylor and Tingguang, 1991; Clyne, 1987; Connor and Kaplan, 1987; Kaplan, 1987, among
others). Basically, the criticisms noted that Kaplan’s model had been based on texts all written
in English and not in the languages in question and that the description of the rhetorical
organization was too prescriptive and general. Some research into academic expository and

argumentative texts has found that both native and non-native speakers of English have similar
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developmental patterns at both the sentence and discourse levels ( Stalker and Stalker, 1989)
and that audience awareness is not culturally determined (Connor, 1987a; Connor and
McGragg, 1987). This implies that inadequacies revealed in their written texts may be
attributed to a need for instruction

As far as Arabic is concerned, McCarthy (1991) illustrates the controversy related to
Kaplan’s (1966) theory by a few studies. Although Kaplan had spoken of parallelism for
Arabic, Bar-Lev, (1986 in McCarthy, 1991, p.167) ‘finds more of a tendency to ‘fluidity’ in
Arabic text (i.e. non-hierarchical progression with a preference for connection with and, but,
and so), and claims that parallelism is a property of Chinese and Vietnamese. Aziz (1988 in
McCarthy, 1991, p.165), however, finds that Arabic text has a preference for the theme-
repetition pattern...making it different from English and indeed suggesting a sort of
parallelism’. Koch, (1983) also found in examining Arabic rhetoric that ‘repetition is the key
to linguistic cohesion of the texts and to their rhetorical effectiveness.” (ibid.,p.47). McCarthy
points out this conflicting evidence is confusing ‘with regard to whether there is cross-cultural
interference for leamners’ (p.165). McCarthy further comments, ‘What we find frequently in
examining Middle Eastern, Oriental and other learner data in English are the same problems
noted in European data: that bad discourse organisation often accompanies poor lexico-
grammatical competence’ (p.165). He concludes by stating that it is really left up to the
teachers’ expertise to decide whether the interference from the students’ first or other
language is a problem (ibid., p.165).

Grabe and Kaplan (1996) report that contrastive rhetoric studies have moved from
examining only products to studying processes in a variety of writing situations that consider
other influencing factors such as cognitive and sociocultural aspects of writing (Kachru, 1984
in Grabe and Kaplan, 1996). They also note this in the linguistic analysis of text products
where a variety of discourse analysis and text linguistic research focus on analyses of the
whole text as a dynamic entity (Enkvist,1987; Brown and Yule, 1986; Connor, 1987b, Purves,
1988 in Grabe and Kaplan, 1996).

This view of contrastive rhetoric stresses more social-cultural dimensions. It is also seen
in classroom talk. This is based on western culture of oral interaction characterized by teacher
initiation, the student replying and then the teacher evaluating. Related to colloborative
writing classes with peer work and teacher conferencing, some researchers have also found

cultural differences in these activities which may affect performance (Hull et.al., 1991; Allaei
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and Connor, 1990; Carson and Nelson, 1994; Goldstein and Conrad, 1990 in Grabe and
Kaplan, 1996, pp. 24-25). Some of this work complements that in written discourse.
C. Transfer

Transfer refers mainly to the carry over of linguistic items from L1 to L2 which in the past
were thought to negatively affect the learning in the target language. Recent research has
found that transfer could also be positive. One comprehensive work done on language
transfer which challenges previous views is Odlin’s (1989) in which the controversy of transfer
from L1 to L2 in relation to lexical items is specifically relevant to the present study. He
notes that a knowledge of French vocabulary may both help and hinder the learner of English
as a second or foreign language due to the similarity or the differences of the items. He gives
the example of similar cognates in French and English: justifier and justify but mentions the
pitfall in two ‘false friends’ such as the French prevenir and the English prevent’ (ibid., p.79).

To Odlin, transfer ‘is not simply interference’ (ibid., p.26). It could be negative or positive.
He defines transfer as ‘the influence resulting from similarities and differences between the
target language and any other language that has been previously (and perhaps imperfectly)
acquired’ (ibid., p.27). At the same time, Odlin sees both native and non-native speakers
facing similar problems in learning a language and illustrates this with examples in which
spelling is problematic to both. (ibid., p.127).

Odlin also notes that there may be a deterministic relation between language and thought
related to the Whorfian Hypothesis (1956 in Odlin, 1989). He illustrates this by showing that
French speakers may have different mental associations as they Qiew each noun as either
masculine or feminine marked obligatorily in written discourse. This structural characteristic
found in many languages, says Odlin, might ‘influence cognition’ (ibid., pp.72-73). He
concludes that ‘there is little question that lexical similarities in two languages can greatly
influence comprehension and production in a seond language..What is less clear is the
importance of linguistic relativism...although it might be easier to express a particular thought
in one language..’(ibid., p.83).

D. Contrastive Text Linguistics

A recent area of inquiry in contrastive rhetoric has been contrastive text linguistics. It is
usually °...used synonymously with text analysis and written analysis...” (Grabe and Kaplan,
1996, p.19). Some aspects of this inquiry analyze texts for differences in local linguistic
features (e.g. cohesive devices of anaphora) or global textual features between languages

(Cornish, 1986, Hatim, 1987 in Pere-Woodley, 1990, Connor, 1996). While such studies are
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sometimes revealing about textual descriptions in different languages, different realisations of
the same genre (e.g. medical research articles) may not show any significant results as writers
tend to conform to the conventions of their community. Regent (1985 in Pere-Woodley,
1990) notes that ‘there is now a tendency on the part of a certain number of [French] writers
to follow the English model’of ‘taking a more argumentative line than that in the French texts,
which seem more data-oriented.” However, much work is being carried out in text analysis
not necessarily for contrastive purposes but to obtain insights into the products and processes
of writers (see Chapters Four and Five).

An even more recent area of contrastive text linguistics is that of contrastive lexicography
(e.g. Odlin, 1989) of which Nowaowski (1980 in Jaszozolt, 1995) gives the following
definition:

“By lexical contrastive studies we mean ... the type of studies in which

LEXICONS of two (or more) languages, or two and more varieties of one

language (i.e. subsets of the L-lexicon) are systematically compared and

lexical differences and similarities are systematically and exhaustively

characterised.” (p.4)

There is growing emphasis on research in lexical items at the discourse level (Carter and
McCarthy, 1988; Hoey, 1991a) beyond structural contrastive studies. Cook (1988 in

Jaszozolt, 1995) comments on this given below:

“The lexicon is not a separate issue, a list of words and meanings; it plays

a dynamic and necessary part in the syntax. ... Consequently many

aspects of language that earlier models dealt with as ‘syntax’ are now

handled as idiosyncrasies of lexical items; ...” (p.6)

Some research into the use of lexical items by Arabic speakers’ written English texts shows
that there is a need for more varied vocabulary and skill in use of derivational forms (see
Chapter Five).

VII. Implications

This chapter has outlined two important concepts in the study of discourse analysis, genre
study and contrastive analysis from which insights were drawn for the present study. The
implication of the above to the present research is that there is still something to learn from
contrastive rhetoric and lexicography which teachers should be aware of. L1 writing
conventions may not necessarily influence or be the cause of the students’ problems in writing
in English, but an awareness of the students’ background and skills may help in more
appropriate teaching/learning strategies. Specifically, there were significant insights as regards

both positive and negative transfer of lexical items from French to the compositions since most
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of the students in the present study use French as L2 and English as L3. Some of the students
when interviewed (see Chapter Eleven) commented that French and Arabic interfered with
their writing. Others said these languages did not - a disagreement which parallels the
controversy in the field and suggests that perhaps it is more a matter of instruction and
learning. The students’ perception of L1 to L2 transfer, however, may not necessarily reflect
the situation. It is not uncommon to find that lay persons’ or folk perception is quite different
from that which is revealed by detailed linguistic analysis.

The main observation that can be made from all the above is that there is a need to carry
out writing research in specific genres and more significantly at the discourse level. Also,
although teachers need to be aware of the influencing L1 factors on L2, the importance of
students acquiring relevant learning strategies is crucial to the development of their writing
proficiency. Since the approach of the present study is one of discourse analysis as related to
the teaching/learning situation, Chapter Three reviews some influencing factors of written
discourse on pedagogical developments. Chapters Four and Five give a more focused

examination of the studies carried out on written discourse, specifically those of text analysis.
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CHAPTER THREE
WRITTEN DISCOURSE

“No man can reveal to you aught but that which already lies
half asleep in the dawning of your knowledge.”
Gibran, The Prophet

Many linguists and researchers have attempted to identify the construct of writing in order
to gain insights to improve the teaching/leaming situation. This has taken on a multi-
disciplinary approach in the fields of social, psychological and textual aspects of linguistics.
In this chapter, the aim will be to discuss some of this work in relation to 1) the oral and
written modes: changes in perspectives in research and the different features between the
modes 2) major theories of writing, 3) the influence of these theories and characteristics of
writing on EFL composition instruction, 4) assessing student compositions and 5) the
pedagogical implications to the present study. It is argued that writing (including student
academic writing of compositions) is an independent field of inquiry in applied linguistics and
that students need to learn to write in academic settings (Grabe and Kaplan, 1996;
Schleppegrell, 1996).

I. Speech and Writing

The purpose of this section is to show features of the spoken and written modes and to
argue that although both employ complex structures that may vary within mode and overlap
between them, an awareness of common structures of the written mode is significant in the
teaching/learning of texts. Also, this section will argue that students’ texts (like any extended
written communication) need to be cohesive and coherent (see Chapter Five) for the listener
and reader respectively and that the teacher’s role is crucial in making students aware of
textual features that they need to learn to use towards this end. The speech component has
been included in the discussion as it may provide further insights into the nature of the written
mode.

Two aspects of the characteristics of spoken and written modes will be discussed: 1) the
development of writing as ‘...an appropriate domain for applied lihguistic inquiry...” (Grabe
and Kaplan, 1996, p.17) and 2) the basic ‘differences’ between spoken and written modes
A. Changes in Perspectives on Research into Writing

Many linguists have commented on the primacy of early emphasis on the oral mode over

the written in the research and the importance given to it in both social and academic contexts
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(Stubbs, 1980; Kroll, 1981; Kress, 1982; Biber, 1988; Halliday, 1989; Donnelly,1994; Grabe
and Kaplan, 1996, among others). Stubbs (1980, pp.25-29) summarizes this early
preoccupation with the oral mode as mainly due to the historical perception of it being first for
societies and developmentally first for the indivdual. The focus of much research was on the
‘spoken language alone [as]... the legitimate object of study of linguistics’ and on the written
mode as ‘a pale reflection of the spoken’ (ibid., p. 24).

However, in the latter half of the twentieth century due to increase in literacy rates and the
growing importance of writing in both academic and professional contexts, researchers began
to focus more on the written mode (see Stubbs, 1980; Smith, 1988; Donnelly, 1994; Hudson,
1996; Grabe and Kaplan, 1996). With the developments in linguistics, specifically in
applications of pragmatics (Austin, 1962; Searle, 1969 in Donnelly, 1994) and work on speech
acts and interpersonal factors outside the text such as people’s attitudes, situations, intentions,
or audience, which affect choice of linguistic features and use of text types, speech and writing
were seen as complementary. Stubbs (1980) comments on this change of perspective towards
writing:

“...writing, having once started as a durable record of speech, can take

many forms, bear many relations to speech, and finally can take wing as

an independent factor in (language) structure and history.” (p.42)

An argument, however, that could be given for a recent emphasis on speech research, is that
writing may be becoming ‘obsolete’ as technology and the use of electronic media improves.
There are many in the professional business world as well as in academic contexts who believe
that while writing may be important, it is not all that necessary. Certainly, many arts,
engineering, business and computer students continue to remind their teachers of this.
However, this view loses sight of the contributions of writing to one’s cognitive development.
Work done by psychologists and cognitive linguists (e.g. van Dijk and Kintsch, 1983; Britton
and Black, 1985b; Hillocks, 1986; Bereiter and Scardamalia, 1987; Flower et al., 1990;
Flower, 1994; Kellogg, 1994; Smargorinsky, 1994 in Grabe and Kaplan, 1996) emphasizes
such skills as planning, shaping, organizing and revising that are necessary to learning and text
recall, task intervention, reader interpretations and so forth which are as Perera (1988,
pp-202-3) points out complex and difficult areas for students.

To conclude this section, it would seem that the primacy of one mode over the other has
come to mean a matter of which mode is needed in a particulér situation for a specific

purpose, audience and task and that researching the written mode is a valid independent field
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of inquiry. The following section outlines some of the major differences between the oral and
written mode related to the present research.
B. Differences between Speech and Writing

The view that divides the oral and written mode more-or-less into a dichotomy has been
challenged. The counter argument is that the separation into two distinct modes is unrealistic
and, in fact, the two modes vary and overlap in features accorded to either depending upon the
context, purpose, task and audience (Peacock, 1986; Smith, 1988; Cook, 1989; Halliday,
1989; McCarthy, 1991, Lewis, 1993, Donnelly, 1994).

McCarthy (1991, p. 149) argues that ‘Both spoken and written discourses are dependent
on their immediate contexts to a greater or lesser degree. The idea that writing is in some way
‘freestanding’, whereas speech is more closely tied to its context, has come under attack as an
oversimplification by discourse analysts (e.g. Tannen, 1982)’.

Lewis (1993) also points out °‘...the written/spoken distinction is a spectrum rather than a
dichotomy. Very formal speech, notably lectures or presentations, exhibits characteristics of
both informal spoken language and lexically dense written language (p.101). Biber (1988)
also concludes that there is an overlap between the characteristics of speech and writing :

‘This analysis shows that there is no single, absolute diffference between speech and
writing in English; rather there are several dimensions of variation, and particular types
of speech and writing are more less similar with respect to each dimension’ (p.199).

Biber (1988) developed a multidimensional model of textual variation that compared
relations among 23 different genres of spoken and written texts. (Grabe, 1996, p.16). He
found no dimension which clearly distinguished all types of written texts from all types of
spoken texts. Thus, the traditional dichotomy between oral and written texts does not appear
to be represented by any single dimension of textual variation in a strict interpretation of
Biber’s results. ‘A major conclusion to be drawn is that the spoken-written continuum does
not exist in any strict sense as a single dimension of textual comparison.’ (Grabe and Kaplan,
1996, p.16-17). Halliday (1989) further argues:

“Although the special features of each variety clearly derive in the

first place from the medium and the functions it serves, once it has

evolved, the variety becomes independent of the medium and can be
transposed into the other form. We can all learn to talk in written

language, and even (though this is harder) to compose conversation.”(p. 97)

The dichotomy between the oral and written mode is, then, not a hard and fast one, but

linguists agree that there are typical features which offer insights for the teaching/learning
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situation (Akinnaso, 1982; Kress, 1982, 1994; Biber, 1988; Cook, 1989; Halliday, 1989;
Young, 1989; Smith-Lock, 1991) summarized in Figure 3.1 according to Cortazzi’s (1992)
model. The model shows that the two modes can be considered differing in their realization
on six dimensions: encoding, decoding, context, structure, planning, and function.

Figure 3.1 Dimensions of Differences in Oral and Written Modes

LANGUAGE

Encoding
Decoding
Context
Structure
Planning

Function

Speech OSSO ':.-:‘ Writing

(Cortazzi, 1992)

The broken arrow indicates possible variations and overlaps in the oral and written modes
along a continuum, e.g. academic lectures can take on written characteristics. In summary,
the oral and written modes encode (produce) and decode (receive) information according to
sounds and scripts mainly in either face to face communication or solitary or collaborative
work respectively. Either mode may emphasize different textual resources and require
different types of planning of the discourse for different purposes. Linguists have noted the
differences along these dimensions as well as the variations and overlaps in different contexts
Since the present research deals mainly with linguistic features in text analysis, the structural
differentiations between the oral and written modes will be the focus of the remainder of this
section. The major structural differences are summarized in Cortazzi’s (1992) model in Figure
3.2 (see Akinnaso, 1982, pp. 97-125 for a fuller account).

First, the overall structure of speech is phonologically expressed through intonation and
fillers, while in writing it is expressed through syntax and textual organization (Perera, 1988;
Halliday, 1989). This is partly illustrated by Kress’ (1982) exemplification of the structural
differences in the two modes in Texts 1 and 2 below after which some differences are

discussed.
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Figure 3.2 Structural Differences between Oral and Written Modes

Speech Writing
Structure
* redundancy T * density
* ellipsis form * avoid repetition
* flexible * fixed forms
* dynamic * standard English
grammar
* accents * wider vocabulary
* dialects
* chaining * hierarchical
coordination subordination
embedding

(Cortazzi, 1992)

Text 1 - Spoken

“Now of course an exhortation to be open in the way we look at things

is easier said than done because we have all finished I suppose much of

our learning with most. I think all of us have finished probably all of

our significant learning and learning has of course positive aspects it has
the positive aspect of enabling us to live in the culture that we are born into
but learning also has um I feel quite negative aspects um the positive ones
as I say are clear enough they enable us to function In our world the
negative ones have also been pointed to um frequently enough I’ll just

er perhaps talk about them very briefly in relation to language um the
negative aspects of learning I think are concerned with a kind of reduction
that goes on with a kind limiting that goes on whe we learn cultural things.
We come to learn things and once we have learned them they seem to be
the only way to do things um the way we say things seems to be the natural
way to say things and so forth.” (ibid., p.29)

Text 2 - Written

“Now of course, an exhortation to be open in the way we look at things

is easier said than done because we have all finished most of significant
learning. Learning has positive aspects, enabling us to live in the culture
that we are born into; but learning also has quite negative aspects. These
are concerned with a kind of reduction, a kind of limiting that goes on when
we learn cultural things. We come to learn things and once we have leared
them they seem to be the only way to do a thing; the way we say things
seems to be the natural way to say things and so forth.” (ibid., p.30)
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What is a most obvious difference between the two typical text types above is the type of
repetition. In oral texts, the repetition of words and phrases is common and a necessary form
in speech interaction as it gives common ground and allows both speaker and hearer extra
processing time (Kress, 1982, Tannen, 1989). Although there are repetitions in text 2, they
are more ‘lexical’ than whole chunks of phrases put side by side as in text 1. Also, in text 1
the fillers like ‘er’ and ‘um’ show speaker hesitation which is natural in speech but is not seen,
as a product, in writing. Another very prevalent feature in oral texts is ellipsis where certain
syntactic structures are omitted without necessarily distorting the meaning. Text 1, for
example, shows the omission of ‘is’ in ‘King the big one’, and ‘Thunder the small one.’
Written texts also make use of ellipsis, but the feature is much more common in oral texts.
Speech tends to develop a topic by restating, elaborating, articulating, all in a sequence of
chains of clauses mainly in a coordinating fashion. Writing is typically more explicit, of a more
hierarchical structure, lexically denser, and dependent on cohesive and continuous
development of a topic, as text 2 indicates (Akinnaso, 1982; Kress, 1982, 1994). ). Although
there is also some debate among linguists today as to what ‘standard’ English is, especially in
international contexts (Stubbs, 1980; Kachru, 1992; Donnelly, 1994), it must adhere to certain
linguistic conventions accepted by the discourse community. This is not to say that oral
discourse is simpler, as work in conversation analysis and pragmatics testifies (Wardhaugh,
1985; Nofsinger, 1991; Stenstrom, 1994; Tsui, 1994).

Studies in text linguistics and genre have argued for different micro-structures over both
the modes (Biber, 1988, Kress, 1994). Fox (1993) found different anaphoric constructions
(cohesive items that point backward to an earlier reference) between the oral and written text
modes and further differences depending upon the text type in each mode. Smith-Lock (1991)
found that children make certain morphological errors in writing they do not make in speech.
Lazaraton (1992) found that the oral mode has a higher frequency of the conjunction and
when compared to narrative written texts and Zughol (1985) attributed the high frequency of
and in texts written in English by speakers of Arabic to the influence of the oral mode.
Schieppegrell’s (1996) study has also shown the influence of the oral mode in ESL academic
writing in the US in the inappropriate uses of because to introduce clauses and to provide
links between parts of the discourse. She concludes that ESL writers need to be aware of the

lexical and grammatical resources of academic registers (ibid., pp. 280-281).
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All this makes the encoding, decoding, planning and function of writing (see Figure 3.2)
different from that of speech (Kinneavy, 1971; Britton, 1975; Cooper and Odell, 1977; Stubbs,
1980; Applebee, 1981; Graves, 1983; Perera, 1988) As Halliday (1989) expresses it:

“They are both forms of language: it is the same linguistic system

underlying both. But they exploit different features of the system,

gain their power in different ways.” (p.100)

This discussion on the change in perspectives in writing research and the comparison
between the oral and written mode shows the increasing importance of research in the written
mode with a focus on the textual features that differentiate the writing and oral modes. The
implication of these findings is significant as they relate to the students’ acquisition of the
textual features in the development of their writing proficiency. The following section outlines
a few of the major theories of L1 writing that have been influential on the teaching of L2
writing.

II. Theories of Writing

The importance of theories in providing insights into the nature of texts and the processes
of writing is noted by researchers and linguists (Vygotsky, 1962; Zebroski, 1986; Crusius,
1989; Reid, 1993, among others). The major theoretical models as expounded by Moffet
(1968), Kinneavy (1980), and Britton (1975) are all ‘rooted in the basic semiotic structure of
the so-called communication triangle’ (Kinneavy, 1983, p.123) shown in Figure 3.3 and
indicates the three major aspects of writing: the writer (encoder), the reader (decoder), the
text and the context (‘rcality).

Figure 3.3 Model of a Theory of Writing

encoder decoder
text

reality
(the topic of the text)
(Freedman, 1983, p.4)
The models encompass two schools of thought on the process of writing. These are: 1) the
expressivists (Moffet, 1968) and 2) the cognitivists (Britton, 1975; D’Angelo, 1975;
Kinneavy,1980-first published 1971). Crusius (1989, p.5) argues that Moffet’s theory is more

developmental and process-oriented, Kinneavy’s is more product-oriented and Britton’s is a
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synthesis of the two. The theories are, therefore, significant in that they provide a context into
which the teaching of the essay in an academic context can be viewed.
A. The Expressive School

Composition studies in the 1960°s and 70’s were based on the work done by the expressive
school of thought that saw traditional methods of rhetoric and their reliance on grammatical
and literary studies as inadequate for the teaching of the composition. Basically, this group of
researchers and teachers (Coles, 1974, 1978; Elbow, 1973; Macrorie, 1970, 1976; Moffet,
1968 in Reid, 1993) argue for ‘... expressive, self actualizing writing in which students
“discovered” ideas and themselves through freewriting and brainstorming’ (Reid, 1993, p.4).
James Moffet’s (1968) model of a theory of writing was the basis of much of the above work
in American elementary and secondary schools. As Figure 3.4 indicates, it is an extension of
the ‘communication triangle’ in Figure 3.3 and focuses on the writer, audience and the
different types of texts.
Figure 3.4 Moffet’s Model of a Theory of Writing

IT
Fictive Non-Fictive
Essay
Poetry Fiction Exposition
Plays Narration Kinds
Drama
Orders
N\ 4 R

I YOU

Interior Conversation Correspondence Public ~ Public

dialogue Narrative generalization,
Inference
(in Kinneavy, 1983, p.124)
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The model has two dimensions with the I as the focus between the You and the IT
representing the triangle model mentioned above and can be further elaborated as follows:

1. The I - You dimension is the relation between the writer and the audience the latter being
on a scale of varying degrees of closeness.
2. The I-It dimension is the relation between the writer and the subject matter of ‘fictive’ and
‘non-fictive’ texts representing time, with drama referring to actions happening at the moment,
narrative focussing on ‘what happened’ and exposition on ‘what happens’.
B. The Cognitive School

Along with the expressive view of writing, some linguists argued for the importance of the
influence of thought processes on writing. Although there is overlap between the two schools
of thought, some work that focused on the cognitive influences will be outlined.
1. Kinneavy's (1980) model used mostly at the secondary and college levels in the USA
basically categorizes discourse into four main types with different purposes:

Reference discourse emphasizes the subject
Persuasive discourse emphasizes the reader
Literary discourse emphasizes language
Expressive discourse emphasizes the writer (in Reid, 1993, p.14)
Kinneavy distinguished between means and ends in differing discourse purposes: methods
of development such as comparison and contrast, definition, and cause-effect were viewed as
means and exposition and argumentation were viewed as the ends of discourse (Reid, 1993).

His model is more detailed than Moffet’s in showing the relation among syntax, semantics and

pragmatics (Kinneavy, 1983, p.126).

2. Britton’s (1975) model has been influential at the secondary levels in the USA and United
Kingdom, Canada and Australia. This model is similar to the one of Moffet’s in the structure
of the I-You (audience). However, it differs in that the I-It focuses on four functions of
discourse (the ‘why’ and not types, the ‘what’), expressive, poetic, persuasive, and
informative. The latter is divided into sub-functions and is the most abstract and general of
the four (see Figure 3.5 below). The model involves both product and process orientations

towards writing.
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Figure 3.5 Britton’s Model of Writing (in Kinneavy, 1983, p.125)

INFORMATIVE (IT)
Record
Report
Generalized
narration or
description
Analogic - low
Analogic -
FUNCTIONS classification
Analogic -
Tautologic
Tautologic
PERSUASIVE (You)
POETIC (Language)
AUDIENCE EXPRESSIVE (I)

&
<

YOU UNKNOWN WIDER * TEACHER SELF 1

TR

Examiner Particular General Trusted

3. D’Angelo’s (1975) model was the basis of much work used in beginning college level
courses in the USA. He divides discourse into two categories, the logical (subdivided into
static, progressive, and repetitive) and the non-logical (subdivided into imagining and
repetition). The significance of Angelo’s model is the division of static parts in such modes of
development as comparison, exemplification, classification, division, definition, description
and progressive parts into syllogism, cause and effect, process and narration. In a sense
D’Angelo’s (1975) theory is like Kinneavy’s in its structuralism and product orientation and
similar to those of Moffet’s and Brittons’ in being concerned with process ‘...but the thought
process rather than process in the sense of a learning sequence or process in the sense of the

acts of composing’ (Crusius, 1989, p.5).

4. Flower and Hayes’ (1981) model focuses on a cognitive process model of writing involving
1) the task context, 2) the writer’s long term memory and 3) the writing process (p.370).
They argue that it is mainly the cognitive processes that influence w!riter's choices of linguistic
and textual features rather than the textual purposes of Kinneavy or the relation of writer,
audience and task. It is the writer’s long term memory, their ‘storehouse’ of knowledge

(cognitive schemata) of the topic which affects the written product in either being writer based
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(without a reader in mind) or reader based (adapted so that the receiver can follow the text).
The writing process is then carried out successively by planning (drawing upon long term
memory prior and during the writing process), translating (writing down information from the
long term memory guided by the planning stage) and reviewing (checking work according to
the purpose). The significance of this model is its focus on the cognitive aspect in influencing
choices.

Theories of writing have provided various insights into both textual and outside textual
factors that influence text production. This section has briefly shown the relation of outside
textual factors such as purpose, audience, reader, context and cognitive processes to text
production. Crusius (1989) stresses the importance of the theories:

* In our field, however, they [theories] have been and are still the most influential,
playing major roles in conceiving writing programs, course syllabi,
and texts; such enormous impact is reason enough for assessing them.’ (p.3)

III. Influence of the Theories on L1Writing Research and Instruction with Specific

Reference to ESL/EFL Composition Instruction Development

Many L1 theories of writing have greatly influenced research and instruction in both L1
and L2 (Couture, 1986; Grabe and Kaplan, 1996; Reid, 1993). Grabe and Kaplan (1996)
report that this influence on L1 has been conducted along four major strands of interacting
dimensions:
1. The study of literacy development or the acquisition of writing (e.g.Graves, 1983;
Vygotsky, 1983; Wertsch, 1985, 1991; Calkins, 1986; Tharp and Gallimore, 1988; Dyson,
1989; Moll, 1990 in Grabe and Kaplan, 1996)
2. The cognitive aspects of writing (e.g. Hillocks, 1986; Bereiter and Scardamalia, 1987,
Flower et. al. 1990; Flower, 1994; Kellogg, 1994; Smargorinsky, 1994 in Grabe and Kaplan,
1996).
3. The study of the text itself - Textlinguistics (e.g. van Dijk and Kintsch, 1983; vande
Kopple, 1986, 1990; Halliday and Hasan, 1989; Cox et. al., 1990, 1991; Singer, 1990; Beck
et.al.; Speigel and Fitzgerald, 1991; Hoey, 1991; Mann and Thompson, 1992; Coulthard, 1994
in Grabe and Kaplan, 1996)
4. The rhetorical study of writing (e.g.; Corbett, 1971; Horner, 1983; North, 1987 in Grabe
and Kaplan, 1996).

Although L2 writing is concerned with the above areas, recent research has shown that the

problems L2 writers face in writing are distinct to those in L1 (Johnson, 1989; Silva, 1990).
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Related to textlinguistics and the present study, Grabe and Kaplan (1996) mention that there is
a need to address anew questions such as the nature of coherent texts and how they are
produced (using both process and product models) in relevant contexts (ibid., p.38) (see
Chapters Four and Five). |

Before reviewing the research in text analysis (Chapter Four), an overview is given of the
influence of the writing theories on composition developments according to 1) aspects of the
composition process: writer, audience, reality and truth and language and 2) composition
developments according to four instructional approaches. Insights will be drawn from this
work for the research design and for pedagogic recommendations.
A. Aspects of the Composition Process

This overview of aspects of the writing process follows Berlin’s (1982, 1987, 1988)
framework used by Johns (1990) and includes elements mentioned in the writing models
above: 1) the writer (or ‘knower’, 2) the audience (or reader), 3) reality and truth, and 4) the
sources of language in written texts. Under each of these broad categories, the review will
indicate how the expressive and cognitive schools of thought have influenced research
according to three approaches to composition instruction: 1) process, 2) interactive, and 3)
social constructionist. L1 and L2 composition developments are included together.
1. The Writer

According to the process approaches, the writer is the originator and creative expresser of
ideas in texts (Elbow, 1973, 1981, 1981b in Johns, 1990, p.25). Those that followed the
expressivist theory of writing in the early part of the 20th century considered writing an art
and the writer a creative discoverer of that art. The teacher was the facilitator or guide and
many texts written were based on free writing. Textbooks contained assignments such as
journal writing that encouraged self-discovery. Those that followed the cognitivist theory of
writing viewed writing as problem solving and thinking (Flower, 1985, 1989 in Johns, 1990,
p.26). Researchers (Zamel, 1983; Spack, 1984; Raimes, 1987 in Johns, 1990, p.26) following
Flower and Hayes’ (1981) notion that writing is not linear but individual and recursive, studied
the writing processes of ESL writers and, comparing them to those of L1 writers, found that
there was much in common. The major role of a teacher is to heighten students’ awareness of
their own writing process so that they can draw on this metacognition to guide their own
work. Emerging texts go through several drafts of planning, writing, revision and editing;

group work is considered essential in the process.
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In the interactive approaches, the writer needs to be aware of the audience (Bakhtin, 1973
in Johns, 1990, p.26) and thus the creation of the coherence of the text is the responsibility of
both the writer and the reader (see Hinds, 1987 in Johns, 1990, p.27). Thus the writer must
ensure that the organization, transitions, cohesion, direct explication are used appropriately in
order to communicate the message to the reader (Meyer, 1977; Singer, 1984 in Johns, 1990,
p-27).

In the social constructionist view, the writer produces text for a specific sbcial context and
audience (Kuhn, 1970; Coe, 1987 in Johns, 1990, p.27, Blyer, 1993). Thus, it is the
‘discourse community’ that affects the construction of the text. Swales (1990a) defines the
discourse community in six respects, having: common goals, mechanisms for
intercommunication, participatory mechanisms, focuses on particular genres, has specifc
vocabulary, and members who have relevant content and expertise. However, some
researchers (Bizzell, 1987 in Johns, 1990, p.28-29) see the problems when ‘basic ESL writers’
try to work within the academic community and argue that it is the academy that should adapt
to the students’ needs; others (Horowitz, 1986; Huckin, 1987 in Johns, 1990, p.29) believe
that EAP (English for Academic Purposes (EAP) classes should be set up to meet the
students’ needs. Concerning the specific tasks to be taught, some view the teachers’ and
academy’s role as helping students acquire necessary academic writing skills through general
academic tasks (Spack, 1988 in Johns, 1990, p.29) which will then transfer to their content
courses (Johns, 1988 in Johns, 1990, p.29), while others argue that this induction is best done
through more specific discipline related tasks (Swales, 1984; Connor and Johns, 1989 in
Johns, 1990).

2. The Audience

The expressivist school (the extreme process approach) believes the audience is created by
the writer (Nystrand, 1986; Ede and Lunsford, 1984, Elbow, 1981b in Kroll, 1990, p.30). The
teacher’s role is to encourage students to write with honesty and for themselves.

The cognitivist school (the second process approach) focuses on the mental processes of
the writer in creating text while keeping the reader in mind (Kroll, 1978 in Johns, 1990, p.30).
The problems that college writers face are attributed to the inability of students to produce
texts that are more ‘reader based’ (Flower, 1979 in Johns, 1990) In fact, this school of
thought is closer to the interactivist view than that of the expressivists (Berlin, 1987 in Johns,

1990, p.30).
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In the interactive view, the writer takes into account the reader’s background and
knowledge and structures text accordingly.  This knowledge of the reader is referred to as
the schemata of the reader, which implies that the reader has an active role in the construction
of the coherence of text. The implications of this theory have been followed up in reading
classes (Chapman, 1983; Carrell, Devine, and Eskey, 1988 in Johns, 1990) and recently in
ESL writing classes (e.g. Hillman and Kessell, 1986; Johns, 1986b in Johns, 1990, Johns,
1993).

The social constructionist view sees writing as a social act, the writer being part of a
discourse community (Kirsh and Roen, 1990; Swales, 1990; Barton and Ivanic, 1991). In an
academic setting, the writer must conform to the conventions of the community and must
produce academically acceptable text. It is here that many ESL/EFL students face problems
and the role of the teacher again is to help these students acquire the necessary relevant skills
and awareness of discourse community expectations.

3. Reality and Truth

This component is also part of composition instruction and involves the teaching of a
version of reality and the student’s place in it. In process approaches, the expressivists and
cognitivists views of reality are seen as being personal and residing in the mind of the writer
(Berlin, 1982 in Johns, 1990, p.31). For the interactionists, reality and truth are negotiated
between the writer and the reader through the text; for the social constructionists, these are
best revealed through the genres of the discourse community (Swales, 1990). The teacher’s
role in the academic community is to make students aware of the rules of discourse in the
production of texts.

4. The Language Component

For the process approaches (the expressivists and cognitivists) the language is an outcome
of the writer’s choice of content and creative urge. For the interactionists, the language used
must take into consideration the L2 reader’s repertoire, experiences, and background; for the
social constructionists, it is the language that is used by the specific discourse community
which must be considered. In an academic setting, students must learn to use the appropriate
language which conforms to the discipline which they are studying.
B. Approaches in Composition Instruction

Developments in L2 contexts have drawn much from L1 writing theories, research and
instruction briefly outlined above. However, there is a sharper focus on the learners’ different

languages, cultural and social backgrounds drawing on contrastive analysis studies.



55

Researchers have noted the developments in the L1 field but at the same time the need for
more research into L2 writing problems especially the need for more research to be done in
countries other than USA (Couture, 1986; Donovan, 1980; Murray and McClelland, 1980;
Long, 1983, 1988; Beebe, 1988; Herrington, 1989; Rizzardi, 1990; Frankenberg-Garcia, 1990;
Kroll, 1990; Larsen-Freeman and Long, 1991; Mitchell and Brumfit, 1991; Raimes, 1991;
Johnstone, 1992; Reid, 1993; Muchiri, 1995; Grabe and Kaplan, 1996).

The L2 composition developments are given below according to four main instructional
approaches: 1) Controlled composition, 2) Current-traditional rhetoric, 3) The process
approach, and 4) English for academic purposes (Silva, 1990). These approaches are not to
be viewed wholly discretely since the teaching/learning situations commonly involve a mixture
of the practices.

1. Controlled Writing

Controlled writing or guided composition was based on the audio-lingual approach (Fries,
1945 in Silva, 1990, p.12) that advocated learning as habit formation through exercises. Some
linguists (Erazmus, 1960; Briere, 1966 in Silva, 1990, p.12) advocated exercises in the form of
‘free writing’, while others believed that writing reinforces the other skills and is best learned
through pattern practice through substitutions, transformations, expansions, completions etc.
without considering audience or purpose of the task (Pincas, 1962 ; Dykstra and Paulston,
1967 Rivers, 1968; Paulston and Bruder, 1976 etc. in Silva, 1§90, p.-12, Baskoff, 1981;
Thiede-Gonzo, 1983). Writing in freshman classes mainly dealt with practising grammar at
the sentence level (Reid, 1993).
2. Current Traditional Rhetoric

In the mid 1960’s, controlled composition and pattern drill was found to be inadequate to
teach ESL writing above the sentence level (Kaplan, 1970, 1972; Taylor, 1976; Arapoff, 1967,
1968, Car, 1967 in Silva, 1990). With Kaplan's (1966) theory of contrastive rhetoric,
teaching/learning of writing began to focus on discourse patterns and such rhetorical
structures as comparison/contrast, definition, description, cause-effect. Thus, the ‘pattern
drill’ focused more on the rhetorical level rather than at the syntactic level; for example, in
sentence-combining exercises. The organization of students’ discourse into paragraphs and
topic, supporting, concluding sentences and transitions became important in developing
expository discourse suitable for academic university work. The teacher was viewed as the

‘judge’of the written discourse and students had to comply to the conventions in language and
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organization. The approach is still dominant in ESL teaching/learning situations today and
textbooks abound in the rhetorical format.
3. The Process Approach

This approach was a direct response of the expressive school. Supporters argue that the
composing process is non-linear and recursive and stress the importance of a sequence of pre-
writing, writing and post writing strategies that students employ to produce a final product
(Raimes, 1978, 1983a,b,c, 1985, Spack, 1984, Hamps-Lyons, 1986, Krapels, 1990, Zamel,
1976, 1983b, 1987 in Johns, 1990). It has been influential in initiating cooperative and
collaborative techniques in composition classes (Perle, 1980;‘ Leavitt-Shanklin, 1981;
Mosenthal, 1983; Bacha, 1983; Peacock, 1986; Witte and Cherry, 1986; Franken, 1987,
Liebman-Kleine, 1987; Allwright et.al., 1988; Robinson, 1988, among others). There is much
emphasis on communication based on the communicative approach to teaching language (e.g.
Wilkins, 1976; Munby, 1978, Widdowson, 1978 in Reid, 1993; Johnson, 1982) which stresses:
authentic materials (e.g. Rinvolucri, 1983; Tomlinson, 1983; Vincent, 1990), issues such as the
purpose of the text, the audience, the context, the individual learner’s need and the importance
of individualized learning (Shirin, 1991), colloborative writing techniques (Flower, 1988; Reid,
1993, p.39-41), teacher-pupil conferencing (e.g. Goldstein and Conrad, 1990) and peer group
work (e.g. Davies and Omberg, 1987). Grammar is learned in context at the discourse level
(Ragan, 1989; Keh, 1991; Fotos and Ellis, 1991; Celce-Murcia, 1991). Theories that students
acquired language ‘naturally’ as Krashen’s monitor hypothesis claimed (Krashen, 1978, 1981,
1982, 1984) were viewed with caution as more researchers and teachers found that instruction
in a second language was significant in developing students’ writing (e.g. Long, 1983).
Textbook formats changed to include sections on pre-writing, brainstorming techniques,
planning, outlining, drafting, revising and editing in the process of writing (Taylor, 1980;
Blanton, 1987; Hedge, 1988; White, 1988; Nelson and Murphy, 1992; Porte, 1995). Critics
of the process approach argue that it is not practical in an academic context as it emphasizes
the process and invention skills of the writer to the detriment of f;)cusing more on the final
product (Sampson, 1980; Reid, 1984a,b; Horowitz, 1986 in Johns, 1990; Hamdan, 1988).
However, when combined with traditional rhetoric writing, the process approach can form an
integrative approach necessary for writing in an academic community (Robinson, 1988). Since
EAP provides the context for the present study in which the relative role of the essay is

viewed, some major developments in this fourth approach are reviewed.
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4. English for Academic Purposes

As a reaction to the process approach, many researchers and teachers saw the need to teach
English, specifically the writing of texts, with an academic orientation (Spenser, 1983;
Horowitz, 1986¢,d; Johns, 1986; Reid, 1984c, 1985, 1987, 1989; in Johns, 1990; Purves,
1986; Shih, 1986; Chaudron, 1987; Leki and Carlson, 1989; Mitchell and Brumfit, 1989;
Adamson, 1990; Brookes, 1990; Dudley-Evans, 1990; Nash, 1990; Cummins, 1991; Hinkel,
1992; Holstrom, 1992; Montgomery et.al., 1992; House, 1993; Sitler, 1993, among others).
Some saw a need for more classroom based research to focusing on the problems and needs of
the students (McDonough, 1986; Barra, 1993). Basically, the EAP approach involves giving
the students the necessary language skills to deal with certain academic genres and academic
schemata to join a discourse community (Al-Chalabi, 1984; Swales, 1984, 1990). Although
there are controversies within the approach itself on how far writing should be emphasized in
specific disciplines and whether it is the role of the English teachers to teach the content of the
courses (see Horowitz, 1986b; Spack, 1988a,b; Braine, 1988 and Johns, 1988), its
importance to academic success can not be denied in the L2 context. Composition writing is
viewed in the present study as significant in helping with general leamning and thinking in an
academic context. Yet, explicitly or implicitly university teachers evaluate students’ writing,
hence a review of its role as part of academic writing is given.
a. Nature of Academic Writing

Academic writing over the past decade has assumed important pedagogic aims and has
focused on the teaching/learning procedures (Mitchell and Brumfit, 1989). In reviewing the
debate on the nature of academic writing, Jordan (1989) shows its relationship with other
kinds of English for specific purposes (see Figure 3.6) and indicates that it includes both
general and specific tasks .
Figure 3.6 EAP in Relation to ESP
/ETSP\

P EST EOP

EGAP  ESAP (Jordan, 1989, pp.150-155)

Abbreviations in diagram

ESP  English for Specific Purposes

EAP  English for Academic Purposes

EGAP English for General Academic Purposes
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ESAP English for Specifc Academic Purposes
EST  Englilsh for Science and Technology
EOP  Englilsh for Occupational Purposes

Jordan (1989) along with Flowerdew (1990) and Mitchell and Brumfit (1989) note the
concern of teachers and researchers on whether emphasis should be placed on general English
or more subject specific English and tasks. (e.g. Mountford, 1977; MacLean, 1975;
Glendinning, 1974; 1980; 1987) thus making the role of the writing teacher quite
controversial. As Kroll (1990) points out:

“While Spack (1988:30) sees the role of the writing teacher as

initiating students into the “academic discourse community,

Johns points out that there are competing interpretations of

what a teachers’ role should be and even of what modes or

types of prose should be produced in the composition classroom.” (p.141)

For the present study, essays in the rhetorical mode of cause-effect represent one kind of
task which is widely considered important in the learning situation. In fact, many researchers
working on syllabus design (e.g. Johnson, 1982; Jordan, 1989) and textbook authors (see
Hamp Lyons and Heasley, 1984) note that the teaching of academic writing is commonly
organized according to types of discourse or genre, often according to rhetorical patterns.
The essay, then, is considered one type of academic writing which helps students to deal with
other academic tasks such as examinations or research reports in the various disciplines at the
university. It is the genre needed to learn and to demonstrate learning in writing.

b. Role of Writing in Learning

Researchers have noted the relation between writing, learning and education. Education
currently focuses on learning, not on rote memorization of ideas, but rather on understanding,
application and discovery and so does writing (White, 1988a,b). Writing is not just getting
language down on paper orthographically; it is a process of thinking and re-thinking, until one
discovers meaning and expresses it coherently in language (Vygotsky, 1962; Arapoff, 1967,
Lawrence, 1972; Odell, 1980; Elbow, 1981 Zamel, 1982; Jollife, 1988; Spack, 1988; Hamps
Lyons, 1991; Yau, 1991; Freedman, 1994; Hildyard, 1994; Purves, 1994; Olson, 1996).
Writing, in this view, is part of education or a means to it (Emig, 1977; Kadar-Fulop, 1988;
Nash, 1990; van Peer, 1990; Barton and Ivanic, 1991; Herrington, 1992).

Related to writing in learning, some researchers have noted the significance of the role of
talk between students and teachers and students among each other in the classroom where
feedback is provided in helping the students understand, formulate and express their ideas

(Sinclair and Coulthard, 1975; Sinclair and Brazil, 1982; Grimshaw, 1990). Talk (or
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communication) in this sense can be viewed as helping students in thinking/learning in the
production of texts.

Thus, writing in an academic context is important as an educational tool kit and essay
writing, it is claimed, is an important instrument which is discussed further in the next section.
c¢. Importance of Essay Writing

The particular importance of essays in thinking and learning have been noted by many
(Hamp-Lyons, 1986b; Witte and Cherry, 1986; Purves, 1988; Hunter-Carsch, 1990, among
others). Hunter-Carsch’s (1990) observation is quite significant, and worth quoting at length.

“Essay writing is a major part of schooling and the development of literacy

in primary, secondary and tertiary education in this society. It has long

been considered as an economical means of developing clarity and fluency

of written expression. Both for the writer and reader it is a way of sharing
within a disciplined form, the exploration of a topic, marshalling of evidence
to support or refute arguments and demonstrating the writer’s ability to
communicate cogently. Optimally, essays include some originality of thought,
usually a critical perspective and essentially a form that is legible, orderly

and free from errors of reporting or of spelling and syntax.” (p.77)

“No wonder”, she adds, “the essay can be daunting!” (ibid., p.77)

Purves (1988) in an international study evaluating non-native compositions argues that the
essay is one of the few systematic opportunities for young people to clarify their views in a
coherent text (p.172). He further stresses its cognitive importance in performing intellectual
functions such as giving reasons, illustrating, comparing/contrasting, concluding, or
evaluating. The importance of the essay seems undeniable, not only as a pre-requisite for
more specific tasks in the disciplines, but more importantly as a genre in which the
development of thinking and learning can be expressed. However, this is no ‘easy’ endeavour
as the following section shows.

d. ‘Difficulty’ of Writing Essays in an Academic Community

The problems students face in writing coherent essays have been pointed out by many
researchers (Stubbs, 1980; Chambers, 1981; Fanning, 1981a,b; Bereiter and Scardamalia,
1983, Grabe and Kaplan, 1996, Schleppergrell, 1996, among others). Some of these problems
are outlined below, emphasizing psycho-socio and textual issues.

Developmentally, speech comes before writing (Goodman, 1987). Thus, when a child
begins to learn to write there are features of speech that are often transferred to early attempts
at writing. These do not necessarily disappear at later levels. Pronunciation may influence

spelling, e.g. ‘Deer Gadmtr I luv yu' and the coordinating structure of the oral mode may
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influence written discourse, €.g8. ‘One day the horse got lost and the oner was sad and then
the oner found the horse and the horse ... (Goodman,1987). Also, as has been outlined
above, writing is inextricable from the thinking process (Arapoff, 1967; Bereiter and
Scardamalia, 1983; Zamel, 1982, 1992). As Bereiter and Scardamelia (1983) point out:

“Writing becomes a task of representing meaning rather than transcribing

language. This immediately makes writing a much more difficult task and

sets the writer off on a road that increasingly diverges from the transcription

of language ...” (p.25)

A second difficulty is not having an audience present (except for the teacher or a
hypothetical posed one) which makes the planning of units of discourse a formidable task. The
writer has to be both encoder and decoder and revise and edit information to conform to the
syntax of appropriate written discourse and to match reader’s academic schemata. Stubbs
(1980) points out:

“The traditional classroom task of ‘writing of an essay’ may in some ways

be more difficult than the task performed by professional writers since it

may involve writing without clear stylistic conventions with no genuine

communicative function, and with no genuine audience in mind.” (p.115)

A third difficulty of writing is that the meaning must be clothed in a ‘correct’ structure
according to standard conventions and the academic community (see Section I. in this
chapter). As Kress (1982) puts it, writing needs ‘...the development of a new syntactic,
semantic and textual unit - the sentence’ - [with subordination and embedding]. (1982, p.35)
The structure, then, must be edited for mechanical errors since punctuation and capitalization
are not analagous to the intonational features in speech. (ibid., p.39). And all this must be
organized in a larger text according to paragraphs which are non-existent in speech. Bereiter
and Scardamalia (1983) group these problems mainly according to the proficiency level of the
student: the ‘low road’ (acquiring basic structure) or the ‘high road’ (analytic development of
ideas) and although there are overlaps they view the ‘high road’ as being more difficult for
students. In academic writing, there are different modes of writing or genres (see Chapter
Two) which involve units above the sentence; local features such as cohesion and grammatical
structure; and more global features dealing with coherence or style. Cohesion and coherence
connect the ‘low’ and ‘high’ roads. As Harnett (1986) says, ‘Cohesion reflects
mental processes which both writers and readers perform.” (p.143).

Writing can be viewed as even more complex when structuré for stylistic purposes is

manipulated. Kress (1982) gives an extract from one of Ernest Hemingway’s novels which
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emphasizes the use of the simple, unconnected, short sentences to create an atmosphere of
sadness and allow the reader to imagine the scene. Kress says of the short passage quoted
below ‘..in creating textual incoherence Hemingway is creating precisely the world of someone
in severe shock, unable to prevent sensations from reaching his mind and unable to impose any
order on these sensations” (ibid., p.98).

“Nick sat against the wall of the church where

they had dragged him to be clear of machine-

gun fire on the street. Both legs stuck out

awkwardly. He had been hit in the spine.

His face was sweaty and dirty. The sun
shone on his face. The day was very hot.”
by Hemingway from First Forty Nine Stories (in Kress, 1982, p.97)

Hemingway’s sentence structure does not show an inability to use subordinating structures.
This is clearly an example of style which differs from that of some other genres in the
academic discourse community. However, it is generally believed by teachers that students
should first focus on maintaining coherence in their writing before attempting to use sentence
structure ‘creatively’ to depict a certain mood such as that in Hemingway’s text (although
some students have proved to be more ‘creative’ than academic writers and creative writing
may be viewed as ‘easier’ to produce than expository writing (Elbow, 1981).

Even within the genre of the essay, Bereiter and Scardamalia (1983, p.29) view the
rhetorical types of narration and description as easier than that of persuasion. The latter is
considered more ‘difficult’ in that it involves a higher level of complex cognitive processes of
selecting, interpreting, refuting and concluding. However, it can be argued that complexity is
relative to the content; some narratives can be quite complex when techniques such as
flashbacks are used. All in all, writing an essay is difficult. Although Bereiter and
Scardamalia’s (1983) comment seems exaggerated, it does emphasize the difficulty:

“Writing a long essay is probably the most complex constructive act

that most human beings are ever expected to perform.” (p.20)

Many studies have been carried out on students’ essay writing problems at the university
level dealing with these psycho-socio and textual issues (Chambers, 1981; Al Chalabi, 1984;
Williams, 1984; Couture, 1986; Peters, 1986; Santos, 1988; Weir, 1988; White, 1988; Zamel,
1988, among others). An example is Weir’s (1988) study of native and non-native problems,
which found that usually non-native speakers find more problems in vocabulary rather than in

structure and grammar, while their teachers thought the main problems were to do with

content. Other research calls for more development in vocabulary and lexical choice in L2
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writing (e.g. Thompson-Panos and Thomas-Ruzic,1983; Santos, 1988, Hoey, 1991a). White
(1988) further points out that some problems a writer faces could be due to the non-native
speaker ‘having to draw upon appropriate schemata as a basis for organizating ideas, and in
having sufficient access to the foreign language to be able to encode these ideas in a form that
is accessible to the intended readership’ (p.12) (see Chapter Two). Benson (1993) in asking
three students to reflect on their experiences of learning to write at university (1989-90)
reported that they all had the following in common:

“... they had a strong sense of writing essays at university as

another ‘world of literacy’ into which with some difficulty and less

than optimum support they had had to initiate themselves....” (p.1)

The problems of writing already listed and the insights from such studies inevitably lead to
the conclusion that students need to learn how to write in an academic setting. The students
at LAU are not exceptions. While research continues in the psycho-socio and textual issues
(see Chapters Four and Five) in order to gain further pedagogical insights, many institutions
have now set up specific programs to deal with the problems of L2 writers. This is discussed
briefly in the following section.

e. Writing Across the Curriculum Programs (WAC)

Since the 1970’s, many universities in the US have instituted writing across the curriculum
programs which coordinate the efforts of the EFL Programs among the various disciplines
towards developing students’ writing competence in content courses (McCarthy, 1987
Fulwiler, 1988; Smith L, 1988; Herrington and Moran, 1992; Kerr, 1992; Reid, 1993,
Weinberg, 1993; Leki and Carlson, 1994). Although some view these programs with
skepticism, Fulwiler (1988) notes “For students, [these] programs promote general literacy,
critical thinking, improved writing, and active learning’ (p.1) and Weinberg (1993) discusses
one that has been successful.

The assumption behind these programs is that students need training in writing in their
disciplines; ‘write to learn’ as Reid (1993) puts it. The focus is on an integrated skill approach
that emphasizes the writing needs of each discipline with articles and textbooks outlining
procedures (Dudley-Evans and Swales, 1980; McDonough, 1985; Johnston, 1985; Comfort,
1986; Brown, 1987; Doherty, 1987; Dudley-Evans, 1990; Flowerdew, 1990; Swales and Feak,
1995, among others). Reid (1993, pp.177-204) divides the writing academic tasks into four
areas: a) sequencing assignments, b) connecting reading and writing assignments, c)

integrating skills in the writing classroom, and d) designing writing assignments. Her
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argument is that the student should be empowered with strategies to develop in the writing
skills needed for academic work. The classroom should provide an atmosphere in which the
student interacts with peers, with the teacher as an individual, and in groups in the learning
process. The implication is that assignments (e.g. surveys, summaries, advertisements,
research papers or essays) are best learned with a combination of product and process writing.
In addition to establishing procedures for learmning specific written tasks in the various
disciplines, recent studies have also been preoccupied with such textual linguistic features as
cohesion, clausal and topic relations required in academic texts (e.g. Hill, 1986; McCarthy,
1987; Hannay and Mackenzie, 1990)

The implication of such programs for the present study is that writing and freshman
composition courses (of which the essay is part) are taking an increasingly serious role in
developing students’ writing.

5. Computers in Writing Instruction and Research

A recent area in the development of students’ writing is the use of computers. Although
this is not directly relevant to the present study since it may have an impact in the future, a
word on it is in order. Reid (1990) shows that the effectiveness of computer-assisted learning
(CAL) or computer assisted instruction (CAI) has been questioned by some researchers
(Hirvela, 1988; Gueye, 1989 in Reid, 1993) but that others have found it quite effective in the
writing classroom (Rivers, 1990; Bickes and Scott, 1989; Clutterbuck, 1988; Cook, 1988;
Higgins, 1988; Cunningham, 1987; Higgins and Johns, 1984 in Reid, 1993). Many
researchers have claimed that some value may be attributed to the computer in developing
students’ writing in the future (McAllister, 1988; Kenning, 1990; Cornu, 1990; Lonergan,
1991; Williams in Butler, 1992; Greenia, 1992; Pennington, 1993; Snyder, 1993; Chapelle,
1996). Reid cites one effective use of the computer to improve students’ compositions has
been in using software programs that identify student errors and networking programs in
which students can view each other’s texts and colloborate in text production (Esling, 1991;
Rinkerman and Moddy, 1992 in Reid, 1993). Although some of the research does show that
those using the computer perform better than those who do not, there is general agreement
that more work needs to be done to see whether it will be significant in teaching composition.

In linguistic research, computer facilties have been utilized successfully in the analysis of
texts for various linguistic features and to build lexicons such as COBUILD (Mejs, 1996). It
should be possible in the future to use computer programs to analyse the lexical cohesive

relationships as outlined by Hoey (1991a) which will greatly help in researching larger and
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longer samples of texts. All in all, the application of the computer in composition instruction
and linguistic research has advances, but more research is needed to fully exploit the
potentialities.

This chapter has so far reviewed aspects of the oral/written modes, theories of writing and
their influence on composition instruction. This last section reviews some major composition
assessment procedures which guided the choice of the holistic criteria used in the present
study.

IV. Assessing Student Compositions

Recent L2 composition instruction approaches have necessitated assessment procedures
that deal with both the process and the product in an academic setting (Davidson, 1976;
Griffin, 1982; Lynch, 1982; Hamp-Lyons, 1986; Johnson, 1988; 1991; Carroll and West,
1989; Norton, 1990; Olaofe, 1992; Cohen, 1994; Connor-Linton, 1995; Leeds, 1996; Scott,
1996). It is generally accepted by teachers and researchers that there are two main goals of
evaluation: one to provide feedback (referred to as responding) during the process of writing a
text and the other to assign a final grade or score (referred to as evaluating) that will indicate
the proficiency level of the product (Reid, 1993). This section will discuss procedures of
responding and evaluating.
A. Responding to Student Writing

Responding to student writing during the writing process assumes that students best
improve if they are given ample opportunity to write several drafts and receive intermittent
teacher feedback before the final product is evaluated or awarded a score. Some research
shows that teacher feedback (either written or given orally in conference during the writing
process) leads to writing improvement (Sommers, 1982; Davies and Omberg, 1987; Hyland,
1990; Keh, 1990; Walker, 1992; Reid, 1994; Dheram, 1995; Ferris, 1995; Hayman, 1995).
Significantly, feedback on discourse rather than on surface features improves writing quality
(Robb et.al., 1986). Peer feedback (Mangelsdorf, 1992; Caulk, 1994; Mendonca an Johnson,
1994) and individual assessment (Miller, 1982; Charles, 1990) also lead to significant
improvement in student writing and complements teacher feedback in providing a realistic
reader. However, students in settings with a more ‘traditional’ type of instruction may not
view peer and self responses seriously. Reid (1993) points out that further research should

take into acount classroom settings and course goals.
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B. Evaluating Student Writing

The evaluation of compositions and assigning the essay a score indicating the proficiency
level is perhaps one of the most frustrating areas in EFL methodology. It has had a long
history with various procedures and scoring criteria in both L1 (Braddock et.al.,1963; Cooper
and Odell, 1977, 1978, Raymond, 1982; Hillocks, 1986) and L2 (Oller and Perkins, 1980;
Lloyd-Jones, 1987; Pere-Woodley, 1991; Douglas, 1995; Shohamy, 1995). The extent of the
difficulty is explained by Kroll (1990).

“There is no single written standard that can be said to represent the ‘ideal’

written product in English. Therefore, we cannot easily establish procedures

for evaluating ESL writing in terms of adherence to some model of native-

speaker writing. Even narrowing the discussion to a focus on academic

writing is fraught with complexity.’ (p.141)

However, this is not to say that work in evaluation has not produced some very positive
results. Since the present research was concerned with evaluating texts before the lexical
cohesive analysis was carried out (see Chapters Six and Eight), a brief account of issues
related to a) reliability, b) validity c) procedures and d) criteria that were considered are
discussed.

1. Reliability in Evaluation

Reliability is concerned with how well the scores assigned indicate the students’ writing
proficiency level. Correlation coefficients of .80 and above between readers’ scores (inter-
rater reliability) as well between the scores assigned by the same reader (intra-rater reliability)
to the same task are considered acceptable for decision making (Kaczmarek, 1980; Jacobs
et.al., 1981; Bamberg, 1982; Hamp-Lyons, 1986a, 1991; Ebam, 1989). When more emphasis
is placed on direct writing evaluation in academic contexts, the issue of achieving reliability of
scores becomes significant and necessary (Braddock et.al. 1963; Bamberg, 1982; Perkins,
1982; Bachman, 1990; Hamp-Lyons, 1991).

There is research that indicates that the gender, backgound, training and expertise of the
reader in evaluating texts can affect scoring (see Siegel, 1982; Takashima, 1987; Brown, 1991;
Hamp-Lyons, 1991; Cushing Weigle, 1994). Thus, in order to maintain reliability many
programs and large scale direct writing evaluations have put heavy emphasis on the training of
raters and high positive significant correlations have been obtained (Jacobs et.al., 1981;
Carlson and Bridgeman, 1986; Hamp-Lyons, 1991). Other studies have shown significant
correlations between some linguistic features (e.g. vocabulary and syntactic features) and

holistic scores (e.g. Mullen, 1980). Further research has also shown that readers in related
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disciplines are more tolerant of grammatical errors than their colleagues in the English
programs. Some research has attempted to study the lack of writing competence of non-
native readers themselves (Takashima, 1987). One might add that perhaps the only teachers
who do any amount of academic writing themselves are those who do research or write books
- a minority?!
2. Validity

Validity is concerned with whether the test or assignment actually tests what it sets out to
(Hamp-Lyons, 1991; Jacobs et. al., 1981). There are five important concerns of the validity of
the task.
1. Face validity: does the test appear to measure what it purports to measure - namely,

ability to compose a piece of written communication.

2. Content validity: does the test require writers to perform writing tasks similar to what they
are normally required to do in the classroom? Does it sample these tasks representatively?

3. Concurrent validity: does the test seem to tap the same skill or components of a skill that
other similar tests also purport to measure?

4. Construct validity: does the test produce significant information about a writer’s ability to
communicate effectively in English?

5. Predictive validity: does the test predict learners’ writing performance at some time in the
future, say in a particular academic program or English class?

Much research on task validity has been carried out in L2 composition evaluation (Weir,
1983; Horowitz, 1986a, b; Johns, 1981, Purves, 1992b; Ruth and Murphy, 1988; Hamp-
Lyons, 1990; 1991) which argues that valid tasks are those that ‘...occur in the contexts in
which the writers being assessed will need to write’ (Hamp-Lyons, 1990, p-73). Although the
validity of the essay in ‘real life’ contexts has been questioned, it can be argued that the
thinking skills acquired during the process and the acquisition of the writing skills are
transferable to any writing context. In addition to the validity of the task to the context of
writing, researchers have studied the different associated variables of the task: length, time to
write, use of paper and pen, typewriter, or word processor; topic variables: the prompt, the
purpose, the audience, the discourse mode. There is sufficient evidence to indicate that these
variables affect performance and should be taken into consideration in any direct writing
evaluation (Crowhurst and Piche, 1979; Hoetker, 1982; Quellmalz et.al., 1982; Brossell, 1983;
Smith et.al., 1985; Carlman, 1986; Horowitz, 1986a; Kegley, 1986; Caudery, 1990; Kroll,
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1990b; Hamp-Lyons, 1990; Hayward, 1990; Read, 1990; Purves, Gorman and Degenhart,
1992b). In the present study, these variables were accounted for (see Chapter Six).
3. Scoring Procedures

This section describes a few major scoring procedures used in evaluating ESL academic
writing: 1) holistic, 2) analytic, and 3) primary and multi-trait. These have received much
widespread attention in direct writing evaulation research (Kroll, 1990, Alderson, 1991; Reid,
1993, Cohen, 1994; White, 1994; Hamps-Lyons, 1995).

a. Holistic Scoring

This type of scale is impressionistic in the sense that a rater quickly reads through the text
and gains a general impression of the writing proficiency and awards it a score, a letter grade
or a number on a preconceived ordinal scale which corresponds to a set of descriptive criteria
of what each level is in terms of language proficiency. Benchmark or anchor papers (sample
papers drawn from students’ work which represent the levels) are chosen as guides for the
raters who each award a grade without knowing other raters’ scores. The final grade of the
text is usually the average of two raters’ scores. If there is a wide discrepancy, to be
determined by those concerned, then a third reader is required and the two closest scores are
averaged. In more explicit holistic scoring, grading criteria are detailed for each of the levels
which ‘...establish the standards for criterion-referenced evaluation...’ (Reid, 1993, p.239)
rather than norm-referenced (evaluating students in comparison with each other); then papers
can be evaluated across groups. Through rater training and experience, high inter- and intra-
reliability correlations can be attained (Myers, 1980; Najimy, 1981; Homburg, 1984; Carlson,
1985; Reid, 1993; Cumming, 1990; Hamp-Lyons, 1990; Reid, 1993; Upshur and Turner,
1995).

However, holistic scoring focuses on what the writer does well and does not indicate the
specific areas of the writing skill that are deficient (Charney, 1984; Cumming, 1990; Hamp-
Lyons, 1990; Reid, 1993; Cohen, 1994; Cohen, 1994; White, 1994). This type of scoring can
be used, nevertheless, for evaluating classroom essays and large scale ratings such as
evaluations of writing in the international tests of Test of Written English (TWE) of the
TOEFL (see point d.). For program assessment and student diagnostic purposes, holistic
scoring can serve a preliminary purpose of identifying the various over-all level proficiency
levels of essays, but for more information regarding the teaching/learning process more
specific criterion-referenced evaluation criteria rather than norm-referenced are needed such as

the analytic, primary or multi-trait scoring methods. Researchers argue that there is a need for
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more qualitative evaluation procedures that distinguish high and low holistically rated essays
such as lexical, syntactic, discourse and rhetorical features (Tedick, 1990; Connor-Linton,
1995). Some research indicates that ESL/EFL students favour correction of their errors and
perform better if identification of error is balanced with positive comments according to
clearly identified writing evaluation criteria (Reid, 1993).

b. Analytic Scoring

Analytic scoring scales are more criterion-referenced in evaluating the different aspects of
the writing skill such as content, organization, grammar, mechanics (e.g. Jacobs’ Composition
ESL Profile, see section 4.). These scales may also include specific features such as cohesion
subsumed under organization (i.e., the structural and lexical signals that connect a text) (e.g.
Weir’s (1990) TEEP Attribute Writing Scale, see section 4.). Some raters may emphasize
different aspects of the scale especially easy to identify features such as grammar; however
with training, the feedback could be very enlightening (Cohen, 1994).
¢. Primary and Multiple-Trait Scoring

Primary trait scoring was used towards efforts in obtaining more information than holistic
scores and to evaluate clearly specific tasks first developed by the National Assessment of
Educational Progress (NAEP) in the 1970’s by Lloyd Jones (1977 in Cohen, 1994). Basically,
this scale deals with the setting up of criteria prior to the production of a particular task.
Although the focus is on one task, often evaluation may slip back to more holistic ratings.
Multiple-trait scoring focuses on more than one trait in the essay but in a different way from
that of analytic scoring. Often teachers need to consider how students have read, summarized
an article or argued one side of an issue (Hamp-Lyons and Henning, 1991; Cohen, 1994) skills
which are often not included in analytic scoring. Although quite revealing, the evaluation may
also fall back on holistic methods in actual ratings (Cohen, 1994). Also, there could be a
backwash effect in that instruction is influenced by the evaluation criteria; teachers should be
aware of this (Cohen, 1994; Connor-Linton, 1995; Prodromou, 1995).

Cohen (1994) gives score results of a few sample essays that were evaluated by the various
scales mentioned above. He notes that there is variation of results depending upon how raters
perform and which scales are used. He concludes that in any writing evaluation training
program, raters should focus on the criterial objectives set, use the same criteria with a
common understanding, attempt to have novice raters approximate expert raters in rating, and

have all raters sensitive to the writing strategies of students from other languages and cultures

(p.336).
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d. Portfolio Evaluation

This type of evaluating students’ writing was devised as an alternative method of
assessment to the composition and basically entails evaluating representative writing
assignments over a period of time. It focuses on the process of writing and emphasizing the
evaluation of the students’ best writing assignments (Reid, 1993; Cohen, 1994; Hamayan,
199S; Hewitt, 1995; Leeds, 1996). However, as some research shoWs, this type of assessment
may tap the teacher’s work more than the students’ in identifying representative samples, or
setting criteria and thus give an unrealistic picture of the students’ real performance at the end
of the semester (Reid, 1993; Cohen, 1994).

The above account of assessment procedures show that a choice of any one or a
combination of evaluation methods depends upon the purpose of the task and the context. In
the first stage of the text analysis in the present study, both holistic and analytic scoring
procedures were carried out using the EFL Program’s Evaluation Criteria and Jacobs’ ESL
Composition Profile (see section 4. below).

4. Scoring Instruments

Even though the search for objective evaluation criteria is complex, there have been
successful attempts of using scoring instruments in ESL writing evaluation some of which
were studied for possible use in the present research. These are briefly discussed below from
holistic to more primary or multi-trait scoring with an assessment of their suitability for the
present study.

a. The TOEFL Test of Written English (TWE) Scoring Guide

This is a holistic measure of foreign students’ writing of a composition used for entry
purposes into universities and colleges in the U.S.A. and other countries. It is based on a 6
point scale: | represents incompetence in writing on the rhetorical and syntactical levels and 6
represents clear competence. The scoring guide was revised in 1990 (see Pierce, 1991; Reid,
1993) and reliability and validity studies carried out (Kroll, 1990a) with positive results. Some
research studies have found correlations between the objective scores of the TOEFL and
IELTS (Geranpayeh, 1994), but to the researchers’ knowledge no such correlations have been
done on the writing component of these tests. Recently, the TOEFL and TWE, known as
TOEFL 2000, is being revised to be more performance based according to academic writing
needs (Douglas, 1995). |

There are a number of handbooks, guidebooks and teaching materials written specifically

to help students with the test (e.g. Philips, 1996). In some countries, e.g. Taiwan and
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Lebanon, there are specific classes purely to coach students for the test. The TWE scoring
guide was not selected for the present research since a more analytic type of evaluation was
needed which assigned scores to the different components of the writing construct such as
content, organization, vocabulary, language and mechanics. This would then allow a
correlation with the existing scheme (The LAU EFL Composition Criteria -LOC) for teacher
evaluation.

b. The Writing Component of the the International English Language Testing Service

Test (IELTS)

The IELTS writing scoring guide is also a holistic measure of foreign students’ writing
(often two sample texts) for entry purposes into universities in the UK and the
Commonwealth. It consists of a 9 point scale: 1 represents no ability in language and 9
represents full operation command of the language (Weir, 1990; Garbutt and O’Sullivan,
1991). Again, materials have been published to assist prospective takers of the test (e.g.
Garbutt and O’Sullivan, 1991) and in some countries special IELTS classes have been set up.
This scoring procedure was not selected since it dealt with more than one writing assignment,
uses the same band for all language skills (not only writing) and it does not assign part scores
to the different aspects of writing.

Studies have been carried out on the TWE (Carlson et.al., 1985; Stansfield, 1986; Raimes,
1990; Pierce, 1991) and the IELTS (Criper and Davies, 1988; Alderson and North, 1991)
scoring systems and results show that they both have strengths and shortcomings.
Nevertheless, the studies indicate that it is possible to make the results more predictive of
students’ performance if the writing team is trained. The following adequately sums up the
argument for the use of ‘any’ holistic measures or even other evaluation criteria.

“In the final analysis, it is not the scoring guide that guarantees reliable

scoring of TWE papers, but the nature of the training that the readers

receive and the type of benchmark esays that serve as reference points

for readers.” (Pierce, 1991, p.161)
¢. The Jacobs’ et al. (1981) ESL Composition Profile

The Jacobs’ ESL Composition Profile has been used widely in the USA with foreign

students entering the universities. It is an analytic measure of students’ writing skills divided
into five components each with its own scale: content, organization, vocabulary, language and
mechanics (see Appendix D). Benchmark compositions (or anchor papers), that are

representive of the writing proficiency levels agreed upon by the raters, must be used along

with the scoring scale. It has been tested for reliability and validity and has proved to be an



71

efficient instrument in ESL settings (Jacobs et.al., 1981, Hamp-Lyons,1990;1995). Hamp-
Lyons (1990) comments that it is ‘The best-known scoring procedure for ESL writing at the
present time..’ (p.78). It was selected as the scoring guide of the texts in the present research
since it provided both a holistic and analytic assessment scale and was very close in make-up
to the writing evaluation scoring procedure currently being used in the LAU EFL Program.
d. The LAU EFL Program Writing Evaluation Criteria
The EFL Program at LAU, Byblos has been using a scoring procedure (initially proposed

by the present researcher) which is based on a combination of holistic and analytic scoring
procedures comparable to the Jacobs’ ESL Composition Profile. Analytically, the papers are
scored on a scale of 1 - 5 (from 1, poor to 5, excellent) for language, organization and
content which have detailed descriptors (referred to as LOC-see Appendix E). Although
reliability and validity studies had not been carried out before the pilot study, positive inter-
and intra-rater reliability correlation coefficients were obtained. Since this measure had
proved to be an efficient evaluation measure, it was refined and used in the first stage of the
essay analysis.
e. The International Association for the Evaluation of Educational Achievement (IEA)

The IEA study was founded in 1959 to compare direct writing performances of school
children around the world. The evaluation of compositions began in 1988 (Purves, Gorman
and Degenhart, 1988) and dealt with 14 countries. A scoring guide was devised for each of
the writing genres of narration, exposition and argumentation. It included the following
analytic categories of content, organization, lexical and grammatical features, style and tone,
mechanics and handwriting on a scale of 1 to 5, 1 being the lowest grade and S the highest for
each category. Although the study yielded some positive results, it concluded that it was
difficult to evaluate compositions across culturally diverse groups. This scale was not
considered due its specificity on criteria of style and tone that were not part of the study.
f. Test in English for Educational Purposes (TEEP) Attribute Writing Scale

(Weir, 1990) uses the categories of relevance and adequacy of content, compositional
organization, cohesion, adequacy of vocabulary for purpose, grammar, mechanical accuracy in
punctuation and spelling on a scale of O to 3, 0 being the least competence. Although Weir’s
(1990) research with this scoring guide helped in identifying the writing problems of students,
the range of the scale was not adequate for the essay evaluation needed and the cohesion

component was not specific enough for the present study.
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g. Other Guidelines for Evaluation of Compositions
Several other evaluation procedures were also examined for possible use in the present

study (e.g. Mullen,1980; Scarcella, 1984; Doushaq,1986; McAlpin, 1988). These procedures
rated proficiency on scales from poor to excellent on categories of structure, organization,
content, vocabulary, mechanics and handwriting Although appropriate for the contexts in
which they were used, they were not considered since they tended to be specific to certain
tasks.
h. Guidelines for Cohesion Evaluation

Since the second stage of the essay analysis dealt with cohesion analysis and then a minor
focus on coherence, relevant criteria were examined (e.g. Halliday and Hasan, 1976; Bamberg,
1983; Connor, 1984; Stalker and Stalker, 1988, Hoey, 1991a) (see Chapter Five).

All in all, essay assessment is a complex procedure, yet when certain considerations are
attended to it can be very rewarding for both students and teachers. Hamp-Lyons (1990) calls
for an integrated approach to writing assessment and for continuous improvement of
procedures by applying what has been learned through the research.

V. Pedagogical Implications for the Present Study

Some implications from the foregoing are summarized below in Figure 3.7 according to an
adaptation of Silva’s (1990) model of the L2 writing context. It shows the interrelationships
among the writer, text, reader, instruction, evaluation and context.

Figure 3.7 Model of the L2 Writing Context
CONTEXT

Writer «—— Text «——» Reader
Evaluation/Instruction

1. Academic writing is basically goal-directed for a particular audience fulfilling a particular
rhetorical function in a given context.

2. Written texts draw upon the writer’s knowledge (schemata) as well as knowledge of local
structures and lexis to realize the global concerns of the text. The importance of academic
models and relevant instruction is crucial.

3. Written products are authentic texts for learning and research purposes and teachers should
be aware that instruction should take account of the language and background of the L2

learner in a more integrated approach of both process and product.
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4. The relation between writing/thinking/learning is indispensable in the acquisition of skills
and knowledge in an academic setting. As Olson (1996) points out ‘My claim is not the more
radical claim that words exist only in writing; rather, it is that writing is a primary means of
bringing words into consciousness, turning them into objects of thought and reflection’ (p.6).
5. Student and teacher awareness of the typical characteristics of the oral and written modes
and theories of writing may enhance effective teaching/leamning (Reid, 1993; Perera, 1988)
6. Leaming the genres, structures and lexis related to tasks relevant to the academic
community is crucial in the successful development of students’ writing.
7. Valid and reliable means of assessing students’ progress are crucial in the learning process.
It is obvious that the written mode of discourse must be taught. It cannot be left up to the

student entirely at any level, especially at university, to acquire it. Ways, therefore, must be
found to help. Bereiter and Scardamalia (1983) comment:

“...we must find ways to foster movement onto the high road that

do not [necessarily] require teachers who are already there themselves.” (p.33)

The present research is hopefully a contribution in that direction. Since the text is the focal
point of the present research to find ways to develop students’ writing proficiency, an account

of the findings from written text analysis research is given in the follbwing chapter.
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CHAPTER FOUR

TEXT ANALYSIS

“Work is love made visible.”
Gibran, The Prophet

The aim of this chapter is to review relevant work in text analysis for insights into the
nature of texts and to obtain an understanding of the function of the linguistic feature,
cohesion, central to the present research (see Chapter Five).

Text analysis as a field of inquiry was developed in the 1970’s with the aim of examining
texts to gain an understanding of how they are produced and comprehended giving useful
insights for composition instruction and evaluation (see de Beaugrande & Dressler, 1981;
Cooper and Greenbaum, 1986; Carrel, 1987; Connor and Kaplan, 1987; Enkvist, 1987; Grabe
and Kaplan, 1996, Donnelly, 1994; Kress, 1994, van Dijk, 1997a,b, among others).
Definitions of ‘text’ have varied, but most linguists since Halliday and Hasan’s (1976) seminal
work in cohesion agree that ‘A text is a unit of language in use’ (ibid., p.1) and can be both
spoken and written communication that extends beyond a sentence. Grabe and Kaplan (1996)
offer a simple definition:

‘A text occurs when the discourse segment is identified as possible, feasible,

appropriate, and performed, and has a topic.’ (p.40)

De Beaugrande and Dressler (1981) argue that a text should fulfill seven standards:
cohesiveness, coherence, intentionality of producer, intentionality of receiver, informativity,
situationality and intertextuality, i.e. a text written coherently in a context for a reader. They
argue that if these seven standards are not fulfilled then the text is not a text.

Although the term text has been used to refer to units of language without considerations
of context, and discourse to refer to the text in its context (Enkvist, 1984 in Grabe and
Kaplan, 1996), the two terms will be used interchangeably in the present study to mean text in
its context.

Most linguists note that to communicate information texts must be structured according to

,

‘...accepted linguistic, psychological, and sociological principles...” such as the ‘1) Gricean
maxims (1975), the need to be informative, factually correct, relevant, and clear..., 2)
conventions for conveying status, situation, intent and attitude, 3) mechanisms for indicating

newness of information, rate of information flow, and probability of information, and 4)
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predictability of cognitive structures which anticipate larger patterns of organization:
schemata, scripts, frames, goals etc’ (Grabe and Kaplan, 1996, p.41). Linguists further note
that the structure of texts is composed of a hierarchical order of communicative units,
beginning with propositions (semantic units) leading to the paragraph which combines with the
textual and extra-textual organizational factors to create discourse according to rhetorical and
genre expectations. Thus, text is made up of both micro and macro structures, the former
being words, phrases, clauses, connectors etc. and the latter more global concerns of topic
controlling sentences, paragraphing and overall rhetorical organization types such as problem-
solution, cause-effect, etc. (Kintsch, 1974; van Dijk and Kintsch, 1983; Crombie, 1985; van
Dijk 1985, Hamdan, 1988; Coulthard, 1994a, van Dijk, 1997a,b). In this description of text
communication, the present study can be seen as related to the micro-level linguisitic principles
of clarity (specifically those of lexical cohesion) and to the macro organization of the text
(specifically in the rhetorical type of cause-effect).

Hudson (1980 in Grabe and Kaplan, 1996) comments on this multi-dimensional nature of
text (italics are the researchers’):

‘The most obvious fact about discourse structure is that many different kinds

of structure run through discourse, and any attempt to reduce them to a single

type is bound to fail.’ (p.40)

Some of these ‘many different kinds of structure’ are linguistic patternings and semantic
relations that involve the internal cohesion of texts (micro-structure), and more macro-
structures of coherence, the development of thematic material, paragraphing, paraphrase and
restatement. It is through an analysis of these linguistic patternings and semantic relations in
the production and comprehension of texts specifically as they relate to cohesion in high and
low rated student texts in the present study that students may be helped to write clearer and
better organized texts.

A review of some descriptions of texts related to the present study is given below
according to: 1) text structure and organization, 2) text processing 3) text production and
context, 4) text types and 5) text in a theory of language. Some work, however, may often
overlap in these areas. Cohesion, a specific feature of text, is discussed in Chapter Five.

I. Structure and Organization of Written Texts
This section reviews work according to Grabe and Kaplan’s (1996) three categories 1)

syntactic analysis, 2) corpus research, and 3) functional sentence perspective: informational

structure analysis.
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A. Syntactic Analysis

In the 1950’s and 1960’s, influenced by transformational grammar principles, researchers
argued that syntactic features of texts indicated development in students’ writing. Studies
(Hunt, 1970, 1977; Maimon and Nodine, 1978; Flahive and Snow, 1980; Kameen, 1983;
Bernhardt, 1986; Hillocks, 1986) were based on Hunt’s definition of the T-unit (terminal unit -
defined ‘..as a main clause and all dependent modifying clauses.’) (Hunt, 1970, p.43) and
attempted to show that maturity in writing across age and grade levels contained more
complex and longer T-units. While some of the findings indicated that students’ writing
improved as a result of work at the sentence level, these studies did not account for the
ambiguity between the fact that though a student’s writing could be quite good at the sentence
level, it was not necessarily so when maturity in overall writing quality at the discourse level
was considered (Koch, 1983; Al-Jubouri, 1984; Kharma and Hajjaj, 1989; Sa’Addedin and
Akram, 1991; Winter, 1994; Grabe and Kaplan, 1996).
B. Corpus Research

Corpus research involves analysing larger quantities of text in different genres in an effort
to identify the common structures in each (Aijmer and Altenberg, 1991; Stubbs, 1996). Biber
(1988) analyzed a wide variety of written (and spoken) texts and argued for six types of
surface linguistic variations termed dimensions. For example, the fourth dimension, ‘Overt
Expression of Persuasion’, consists of necessity modals (e.g. must, should), prediction modals
(e.g. will, shall), suasive verbs (e.g. agree, arrange, propose..) infinitives (e.g. to change the
rule), and markers of conditional subordination (e.g. if..., unless...) which taken all together
define a particular text variation. Biber (1988) also found differences between American and
British written text genres; the former were more colloquial and jargony than the latter
suggesting the ‘influence of grammatical and stylistic prescriptions in British writing and
editing’ (p.201). In academic prose, Biber found further differences among the different text
genres (ibid., p.198) and points out:

‘Some previous analyses note that compositions from different genres must
be studied separately; that is, since the linguistic characteristics of narrative,
exposition, argumentation, and description are all different, the composition
tasks used in any particular study must be considered when evaluating the
results and conclusions’ (ibid., p.203).

Grabe and Kaplan (1987 in Grabe,1996) replicated Biber’s work on varieties of expository
prose to gain an understanding of the text itself and identified four dimensions:1) non-narrative

versus narrative context, 2) interactional versus informational orientation, 3) abstract/logical
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versus situation information and 4) objective versus expressive style. An important finding
was that student text types could be identified in ways other than simple counts of individual
surface features and then correlating them with writing quality (ibid., p.48). The authors
further report on a text analysis carried out on Freshman final exam essays that the essays
were comparable to the Humanities’ academic prose on three of Biber’s (1988) dimensions
and thus in part were following genre expectations of the academic community (ibid., p.48).

McCarthy (1991) mentions the usefulness of corpora information in text studies. °...the
existence of huge computerised corpora of written material such as the over 200 million word
Birmingham Collection of EnglishText (the basis of the Collins COBUILD dictionary project)
and corpus-building over the years has led to an interest in detailed taxonomies of textual
types. (p.148). Sinclair (1994), Editor-in-Chief of Cobuild Publications, argues for a re-
examination of research methods to exploit the large amount of data now available and to
focus more on larger stretches of discourse in the various fields reexamining traditional
classifications. Francis (1994), using Cobuild corpora data, shows how a cohesive device
called labelling common in the press and argument connects the discourse across clause
boundaries by retrospective labels (pointing backward, e.g. this problem) and advance
labelling (pointing forward, e.g. three reasons). Labelling, it is argued has an important
organizational function which may differ according to the genre.

The significance of this type of research is that text structure is viewed as related to and
influenced by genre. Current research should take this into account.
C. Functional Sentence Perspective: Informational Structure Analysis

This type of text analysis focused on a more discoursal level rather than that at the sentence
level and took into account the relationship between the structure of the text and its
communicative function (Grabe and Kaplan, 1996). Thus, text was viewed as structuring
information in different ways depending upon who the reader might be. This information
structuring is referred to as a) given-new, b) topic-comment, c) theme-rheme all dealing with
the first introduction of information in the clause and developing the topic by newly added
material (Bernhardt, 1986; Brandt, 1986; Christie, 1986, Hoey, 1986; Hult, 1986; Peters,
1986; Lautamatii, 1987; Halliday & Hasan, 1989; Eggins, 1994; Halliday 1994; Brazil, 1985
in Coulthard, 1994a; Coulthard, 1994b; Fries, 1994; Bloor and Bloor, 1995).
II. Text Processing

A second major concern of text analysis is text processing, referring mainly to the

interaction between writer/reader in how the writer gets the message across using surface
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features and how the reader decodes the message (Hinds, 1987; Coirier, 1991; Klein, 1991;
Emmott, 1994; Johns, 1994; Shiro, 1994). Four major factors that help readers to process
texts are outlined below.
A. Studies in psycholinguistic factors have shown that readers bring to the reading situation a
‘knowledge of the world’ stored and operated in cognition as ‘schemata’. Such knowledge is
drawn upon in reading texts which may help or hinder (de Beaugrande, 1981; Johns, 1994;
Shiro, 1994). Coirier (1991) also showed that there were important factors that the reader
brings to the text, such as ‘knowledge of the topic being dealt with, typological
representations (schemas, superstructures,..), as well as personal involvement, opinion,
interest’(p.364). Thus, texts are viewed as being organized according to accepted conventions
which readers must have the appropriate schemata to understand. This is particularly
significant when one considers students’ need to have relevant academic schemata in
processing L2 texts at the university and in producing them in writing.
B. Studies in the macro-structure features point out that titles, general statements,
organizational moves, and clausal relationships all help readers to process texts (Hoey, 1983,
1994; Dudley-Evans, 1994; Hunston, 1994; Meyers, 1994; Winter, 1994).
C. Other studies indicate the importance of the micro-level in structural and lexical cohesive
devices in helping the reader process text (Hoey, 1983, 1991a,b; Peters, 1986; 1991a;
McCarthy, 1994; Tadros, 1994).
D. An additional important factor is the context of the text in time and place referred to as the
‘context of situation’ (Halliday and Hasan, 1976, 1989) which helps the reader to process text
if this context is known or understood from the text. (see Section III below).
III. Text Production and Context

The third focus of text analysis into the structure of texts concerns the interrelationships
between the writer, reader and the context in the production and comprehension of the text
(Brown and Yule, 1983; Couture, 1986; Halliday and Hasan 1989; Coirer, 1991; Coulthard,
1994a; ). The research in this area followed the tradition of the London School of Lingustics
as reinterpreted in the systemic linguistics of Michael Halliday and his followers. It challenged
investigations of language in isolation, emphasizing that the meaning in text is dependent on
the ‘context of situation’, a concept promulgated by Malinowski (1923, 1935 in Halliday and
Hasan, 1989) and referring to the immediate textual (or co-text) and extra-textual context in
which an utterance is performed. Halliday and Hasan (1989) describe three parts of context of

situation which interact to create a coherent text:1) the field of discourse, 2) the mode of
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discourse and 3) the tenor of discourse (see Chapter Five). Coulthard (1994b) comments on
the interrelation between writer, reader and context in the study or evaluation of texts:

‘Ultimately a text is a string of words and a writer has to encode the ideational meaning

into, and the reader to decode that meaning from, words. Problems arise because word

meanings are not fully fixed; rather, words derive some of their meaning from the context

in which they appear’ (p.9).

Thus, it seems imperative that any textual analyst must be aware of the inter-relations
between the writer, the reader in a context as well as the textual factors at both the micro and
macro levels. The influence of the writing theories is apparent.

IV. Text Types

The fourth concern of text linguists is to identify types of texts and describe their related
structure. Hamdan (1988) divides research into text types into two groups which he points
out are interrelated. The first group (e.g. Longacre, 1978 and 1983, Frawley & Smith, 1983,
Smith, 1985, Malcolm, 1987 in Hamdan, 1988; and recently Coulthard, 1994b; Francis, 1994,
Hoey, 1991a, b, among others) deals with more quantitative statistical studies at the local level
and the second group (e.g. Hutchins, 1977, van Dijk, 1980, Stratman, 1982, Kopperschmidt,
1985, Mosenthal, 1985, Randquist, 1985 in Hamdan, 1988 and work in Coulhard, 1994a)
deals with more macro-level related research. Both groups agree, as Hamdan points out, with
the cognitivists (e.g. van Dijk, 1977; Kintsch and van Dijk, 1978; Rumelhart, 1981; Meyer,
1982; Randquist, 1985; Giora, 1985 in Hamdan, 1988) that “information in each text type can
be structured according to a schema which functions as ‘information organizer’ in text
production and reception.’(ibid., p.89). Thus, since there are conventions that text structures
comply with to be communicative, the writers’ creativity is limited to only *“their ability to
organize their ideas and arguments within the frame of the text type they are writing” (ibid.,
p.90). The present research overlaps between the two groups.

Since the focus is on the expository essay, this will be the text type reviewed below with
reference to other types for comparative purposes. This section concludes with a review on
studies on expository texts.

A. Expository Texts
This section reviews some work into 1) the structure of expository texts and 2) an

account of the ‘parts’ of expository texts.
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1. Structure of Expository Texts

The increasing use of expository texts for exams in academic settings across disciplines has
led researchers to give it serious attention in recent years (McCarthy, 1991; Jordan, 1989;
Johnson, 1982). The study of expository texts has also been diverse as Fox (1993) points out.

‘The structure of expository prose has captured the interest of a wide

range of disciplines, including rhetoric (Dillon 1981; Young et al. 1970;

D’Angelo 1975; Winterowd 1975), cognitive psychology (...), artificial

intelligence (Grosz and Sidner,1986) and linguistics (Hinds 1979; Grimes

1975; Kamp 1981)." (p.77) (bold type are the researchers)

Generally, the function of expository texts is viewed as ‘..mainly for giving specific
information... that ‘..needs succinct language and an orderly marshalling of salient points ...
clear and systematic thinking’ (Tomori, 1971, p.142). Mosenthal (1985) defines exposition as:

‘..the process of comprehending and conveying information

in the form of written representation for the purpose of

updating one’s knowledge about some phenomenon.’ (p.389)

In contrast with the rhetorical genre analysis approach to text analysis (see Chapter Two)
that begins with an overall template, some linguists focused on characterizing texts to find
relations between the parts and the whole (Hatch, 1992). Studies show expository texts
include different rhetorical types: definition, comparison and contrast, description, cause-effect
etc. each with linguistic and cohesive features which need to be considered in instruction and
evaluation (Mosenthal, 1985; Couture, 1986; Grabe, 1987; Emmott, 1994, Meyers, 1994,
among others). In a sense, both these approaches can be seen in relation to Cook’s (1989)
top-down/bottom-up view of teaching/learning language, the rhetorical genre analysis being
more of a top-down approach and the rhetorical structure analysis a more bottom-up approach
(see section VI. below). The present research can be viewed as an overlap between the two
approaches to text analysis, looking at the whole text genre as well as the cohesive features
that help realize the overall structure. Some linguists’ descriptions of text from a more
rhetorical structure perspective are given below.

Hamdan, 1988 cites studies (Frawley and Smith, 1983; Longacre, 1983; Smith, 1985)
which analyzed the different linguistic features of narrative, expository and procedural text
types. The studies concluded that different text types show different micro-level linguistic
features (Frawley and Smith, 1983); expository clauses showed less of an emphasis on past
tense forms of the verbs with more frequent passive forms without an agent (Smith, 1985); an

expository text may include embeddings of other rhetorical types (Longacre, 1983).
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Mosenthal’s (1985) extensive study on the structure of expository texts proposed a
taxonomy of six expository text types (records, reports (general and specific), classifications
(general and specific), speculatives and theoreticals) which may };elp both researchers and
practitioners in the teaching/learning of the writing skill since it is at the secondary and college
levels that expository texts are mostly used (p.388-389). The taxonomy includes a
‘specification hierarchy’: ‘an ordered set of propositions’ with respect to the ‘topical
organization’. He defines ‘propositions’ as ‘idea units, with each proposition representing a
single idea ...and each idea unit composed of two parts: arguments and predicates (‘predicates
are normally defined as consisting of verbs, adjectives, and adverbs between a set of
arguments typically consisting of nouns, pronouns, and gerunds’). Because one or more
propositions may be combined to form an argument of another proposition, propositions may
consist of words, phrases, sentences, even paragraphs. The effects of combining smaller
propositions into larger propositions produce different types of specification hierarchies (ibid.,
pp-392-393).

He cites research that identifies three differences between exposition and narration in
structure, content and purpose (Goetz and Armbruster 1980; Kintsch and Young, 1984,
Meyer and Rice 1984 in Mosenthal, 1985). He mentions that ‘the structure of expository text
tends to be thematic, consisting of superordinate and subordinate information (de Beaugrande
1980, Kintsch and van Dijk 1978, Meyer 1984)....The content of expository text tends to be
definitions or descriptions of events and states in time and space. The purpose of expository
text is to update a person’s knowledge about some event or state in space and time (Brewer
1980; de Beaugrande 1984; Spiro 1980)’ (ibid., p.388) whereas narrative texts are more
episodical in structure, protagonist oriented in content, and social in purpose (ibid., p.387).

Mosenthals taxonomy is briefly described below. Each type has a different purpose and as
one moves from type 1 to type 6 the text becomes more abstract.
Type 1: Situation-specific records:  These describe ‘phenomena’ (object, action etc..)
existing in space and time, which are described using the present tense with a linear (rather
than hierarchial) proposition structure, the most dominant relatioﬁship being ‘temporal’ and
‘and’.
Example: This elephant is large in size. It has a trunk... Ithasa..  (ibid., p.401)
Type 2: Generalized records: These describe habitual characteristics and include definition
and clarification.

Example: Elephants. Elephants are characterized by massive size; strength. (ibid., p.401)
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Type 3: ‘Loose’ classification: This describes content organized into two propositional
relationships of ‘comparison’ and ‘contrast’; higher categories are broader topics for the lower
level categroies.

Example: ‘There are two types of elephants; grass eaters and fruit eaters.

The grass eaters differ from fruit eaters in terms of their physical

appearance ...Grass eaters like to sleep while lying down...Fruit

eaters sleep... (ibid., p.402)
Type 4: Strong classification: This also places content into categories of propositional
relationships, but into ‘cause’ and ‘condition’; lower level propositions are ‘explanation’ and

evidence’. ‘Strong’ classifications relate cause and effect categories.

Example: ‘Differences in elephants’ physical appearance are related to
their behaviour; their behavior, in turn, is related to where
they come from. As Leu (1979) has observed, Indian elephants
live where there are grassy plains and few predators; African
elephants live where there are many fruit trees and many predators.
Because grass is less nutritious than fruit and because the lack
of predators have not produced an evolutionary need for larger
size (Conley 1983), Indian elephants tend to be smaller than
African elephants. ..." (ibid., p.403)

Type 5: Speculatives: These describe ‘adversative’ relationships in which evidence is given in
support of a cause-effect relationship and then new evidence is presented to support a

contrasting hypothesis.

Example: ‘Nutrition experts (e.g. Bats 1979) have argued that the most

important cause of a species size is diet. In contrast, heredity

experts (e.g. Phoodbod 1965) have shown that heredity is the

most important cause of size. However, recent studies

(Phant 1984) suggest that it is a combination of these factors.

Hence, one might hypothesize that diet and specie type both

determine an elephant’s size.” (ibid., p.404)
Type 6: Theoreticals: These describe two basic categories: the ‘speculative text’ and the
‘operational’ similar to a procedural description of researchers when they posit hypotheses on
a topic and then describe testing methods.

Mosenthal’s (1985) specification hierarchies are based on both macro structures (topics in
titles and sentences which determine the development of the micro-structures) and micro
structures (topic development details in propositions that support the macro structure). In
effect this relationship between the micro and macro structures can be suggestive of creating
textual coherence. (Hamdan, 1988, p.105). Mosenthal’s description is different from that of

the Australian systemic view of texts. The latter argues for a more global type of structure
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related to its social function, (academic function in the present research), and the purpose of
the task, e.g. research papers, essays etc. In this view, sentences, clauses and linguistic and
cohesive signals are analyzed in whole texts in realizing their function. Teaching/learning of
each type of genre is in three stages: modelling, joint negotiation of text, and independent
construction of text (Cope and Kalantzis, 1993) (see Chapter Two).

In another attempt at describing the structure of expository texts, Fox (1993) argues that
the underlying rhetorical structures

‘...are not merely strings of clauses but are instead groups of hierarchically

organized clauses which bear various informational and interactional relations

to one another (Mandler and Johnson 1977; Dillon 1981; Meyer and Rice 1982;

van Dijk an Kintsch 1983). The model thus has in its apparatus a basic unit -

the proposition - and a class of text structures which describe the structures

which the propositions display.’ (ibid., p.78)
Fox (1993) claims that expository texts have different rhetorical structures: issue, list, narrate,
reason, circumstance, conditional, response, purpose, opposition, concession, contrast, the
first three being the higher level structures (ibid., pp.78-90). She claims that these rhetorical

¢

structures are organized in different ways in propositions which she defines as ‘ ... more
abstract than a clause or sentence, and ... intended to represent the smallest unit that enter[s]
into informational and/or interactional relationships with other parts of the text...in organizing
text based on discoursal principles rather than grammatical as clauses are (ibid., p.78). The
reason rhetorical structure (R-structure), important for the present study, occurs at lower
levels of the text and is often realized directly by terminal nodes (propositions) relating to a
nucleus which makes a statement about something and an adjunct bwhich provides the reason

for that statement (ibid., p.82). An example is given below.

1) Last year the Irish government boycotted the celebration
2) because the grand marshal was IRA fundraiser Michael Flannery.
(People, March 19, 1984)

Diagramed as Reason

Reason
(H (2) (ibid., p.82)
Fox’s rhetorical structures are comparable to those of Mann and Thompson’s (1987 in
Hatch, 1992) ‘rhetorical structure theory’(RST), who claim that there are different types of
relationships between units (or clauses) of the text (the nucleus N and the satellite S) which

the writer chooses (with a reader in mind) to achieve goals. The final purpose is to produce a
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whole form or text. Some of these relationships include causal, conditional, interpretation
and evaluation, restatement and summary.

Fox (1993) also analyzes the distribution of anaphora among the different rhetorical
structures in the texts (pronouns and full-noun phrases that point backward in text and connect
with earlier items in and among the different rhetorical units, termed a return pop in written
texts in authentic non-academic written texts. She notes that anaphoric patterning is also
genre specific and together with rhetorical structures is important for the clarity of texts.

Another study carried out by Tadros (1994) on the discourse structure of expository texts
(specifically a textbook of economics) demonstrated the interaction between writer and reader
in the use of six predictive categories. She defines prediction as signals which she groups
under six categories: enumeration, advance labelling, reporting, recapitulation, hypotheticality,
and question. They are overtly mentioned in the text to direct the reader (e.g. two problems,
the major aim, this report will discuss etc.). Each of these categories consists of a pair, the
first, predictive, member (symbol V), signals the prediction which has to be fulfilled by the
second, predicted, member (symbol D)’ (ibid., p.70). The value for academic writing is in
training students to use such signals to organize their work. Although Mann and Thompson
(1987 in Hatch, 1992) do not find it necessary to have linguistic markers to show explicitly the
relationships between nucleus and satellite units, they do mention that connectors like
‘however’ and ‘therefore’ help to clarify discourse functions. The 'i:mponance for students to
be aware of signalling relationships in their texts (particularly in light of studies such as Johns
(1979) that show the problems in non-native texts) cannot be taken lightly especially in an
academic context.

Peters (1986) claims there is a particular difficulty in describing the structure of expository
texts, specifically academic compositions since they are diverse. She describes the attempts of
some linguists such as van Dijk (1980), who assumes that the proposition constitutes the
highest level macrostructure in expository texts and that supporting units or arguments are
lower-level macrostructures, and Hoey’s (1979) claim for the emphasis of the problem-
solution structure in expository texts (p.171). Peters claims that expository texts have both
macro and micro structures which vary with the type of text and argues for the importance of
textual features such as cohesion in the assessment of texts.

“Apart from indications of macrostructure, readers expect from an academic text
sufficienct microstructural details to supply cohesion and to show the logical
connections between one statement and another”. (ibid., p.170)
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The analysis of the structure of expository prose suggests that any research carried out
should take into consideration the type of text under consideration and the related linguistic
features for the interpretation of the results to be valid. This is specifically relevant in
evaluating written products. Some research has shown that students perform differently in
different discourse text types (Reid, 1993; Kroll, 1990; Quellmalz et al. (1982). Quellmalz et
al. (1982) argue that generalizations about student writing competence must reference the
particular discourse domain rather than the ‘general domain of writing’ (p.256).

2. Parts of the Expository Text

Two controversial issues related to expository texts are what constitutes a sentence and a
paragraph. Since the present study focuses on the analysis of lexical cohesion over sentences
and paragraphs, a review of how they have been viewed in the literature is discussed in this
section. The discussion may focus at times on both the sentence and the paragraph.

a. The Sentence

There are multiple views held by linguists as to what constitutes a sentence in the written
mode (Milic,1969; Stern,1976; Hunt, 1977; Akinnaso, 1982; Halliday and Hasan, 1976, Hoey,
1991a, among others). Although Hunt’s (1977) notion of the T-unit (see section I. A. in this
chapter) influenced quite a lot of early research, it was Christensen’s (1967) work on the
sentence and paragraph that formed the basis for much later work at the sentence level and
paragraph level. Donnelly (1994) in summarizing Christensen’s work in rhetoric shows that it
is similar to the given-new contract focusing on local ‘coherence’ rather on more global
features of the text.ﬂ The addition of information is viewed as linear (and between adjacent
sentences) and sentences are of two main types: coordinating (that link similar ideas) and
subordinating (that expand or examine ideas). For Christensen, ‘the more sentences a writer
adds to a paragraph, the more the idea is developed and the greater the “texture” or “depth” of
thought exhibited in the paragraph’ (Donnelly, 1994, p.81). The general pattern of the
paragraph or text is from general to specific with topic sentences beginning the paragraph in
most cases (implied or explicit). The implications of this view are far reaching as is confirmed
in the many rhetoric books that emphasize the general to specific pattern (see also Coulthard,
1994b) in paragraphs and the detailed instructions to students on how to write well
constructed paragraphs. Milic (1969) argues for a similar view of the sentence and divides
them into types: initial, additive, adversative, alternative, explanatory, illustrative, illative, and
causal (p.21). However, what these views do not take into account is the global features of

texts and the relationship between sentences that are not adjacent in a text.
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Others extended the notion of the traditional sentence to a more discoursal level (McCarthy,
1991; Hoey, 1991a, Tadros, 1994, among others). McCarthy (1991) argues that the traditional
view of sentence as an orthographical unit is significant only in showing how important
discoursal features such as cohesion are as they extend beyond the boundaries of the
sentences. Tadros (1994) defines the sentence functionally to fit in with his predictive
categories. ‘...it is necessary to extend the notion of sentence to include not only what is
traditionally conceived of as a sentence boundary, but also other stops not traditionally
regarded as terminal signals - the dash and the colon - since these latter can be taken as
sentential terminal signals when they separate a V from a D member (see section IV.A.1.
above). The reason for extending the traditional notion is that the dash and the colon are
capable of marking major discourse patterns’ (p.70).

Kress (1994) points out that the ‘sentence belongs to writing, forming there the basic unit
of textual structures...typically..a structure of main and subordinated embedded clauses...each
sentence is a construct with an internal structure which marks the thematic element of each
sentence from the non-thematic [theme/rheme]. The treatment and development of topical
material within the sentence is hierarchcal and integrative’ (p.8).

Hoey (1991a) also views the sentence as orthographical in the analysis of lexical cohesion;
however, he points out that the sentence could be considered as part grammatical and part
textual.

‘In so far as cohesion occurs across clause boundaries, it reveals the sentence to

be a textual category; in so far as there are restrictions on the ways one may repeat

within a sentence (see, for example, Lowe 1969) the sentence is shown to be a

grammatical category’ (p.216).

Although most agree that the sentence is an orthographical unit and that the internal
structure is the domain of ‘grammar’, it is also being viewed in textual analysis research as
containing linguistic features that extend beyond its boundaries and beyond adjacent sentences
over longer stretches of discourse.

b. The Paragraph

The teaching of the composition has focused on the overall organization of texts stressing
the different functions of the paragraphs: introductory, body, and concluding paragraphs each
with topic sentences. Bain (1866 in Stern, 1976, p.254) was the first to postulate a theory of
the paragraph which views ‘“the paragaraph as a deductive system, a collection of sentences
animated by unity of purpose, a purpose announced in an opening topic statement and

developed through a logically ordered sequence of statements that ‘iterate or illustrate the
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same idea’.” Martin (1969 in Stern, 1976) supports Bain’s view of the paragraph and defines

it as follows:

‘Typographcally, a paragraph is simply several lines of type, the

first of which usually begins some distance to the right of the margin.

Logically, it is a coordination of related assertions. Rhetorically, it

is a series of sentences ordered as to achieve a single major effect’. (p.210)

However, there does seem to be the beginnings of some doubt as to the traditional role of
the ‘topic sentence’ according to Martin.

‘The topic sentence (or thesis statement, as it is sometimes called) is a

more or less a fictitious entity. It does sometimes make an appearance in so

many words, of course, but fully as often, it is not something a writer has

in mind as the unity he wants to achieve’ (ibid., 1969, p.211).

Rodgers (1965 in Stern, 1976, p.254) noted the great influence of this theory on 20th
century rhetoric and textbooks on composition. Christensen (1966, in Stern, 1976, p.255)
supports Bain’s theory and concludes that ‘the paragraph may be defined as a sequence of
structually related sentences’ with ‘the topic sentence of the sequence ...the topic
sentence...nearly always the first sentence in the sequence’. Becker (1966, in Stern, 1976,
p.256) goes further to identify two major types of expository paragraphs: Topic-Restriction-
Illustration and Problem-Solution patterns.

Some researchers, (Roberts, 1958, Rodgers, 1966, Braddock, 1974 in Stern, 1976; Kaplan,
1983); however, challenge these views and indicate that this is an artificial way of dividing
written discourse, which in fact does not appear in professional writing. Stern (1976)
recommends a more discoursal approach to teaching writing rather than worrying about
orthographical indentations and beginning paragraphs with topic sentences. He concludes,

“In sum, today’s paragraph is not a logical unit ...it does not necessarily
begin with a topic sentence; it does not necessarily ‘handle and exhaust

a distinct topic,’ as the textbooks say it must do. It is not a composition-
in minature, either...the paragraph is a flexibile, expressive rhetorical
instrument...Let us...make our teaching discourse-centered..If the whole
does indeed determine the parts, their paragraphs should improve as their
essay molds them into form’. (p.257)

Concerning the different types of development of cause-effect, definition, comparison and
contrast etc. that many textbooks and syllabi emphasize, Weissberg (1984) found when a
sample of 60 authentic pieces of scientific paragraphs were analyzed according to a model of

given/new information that a ‘relatively large portion of paragraphs (over 21) ..were

developed through a mixture of patterns’ and cautions ESL teachers not to insist on one type
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(p.495). It is pointed out however, ‘This is not to say that authentic paragaraphs do not
follow systematic patterns of develoment, but rather that as composition teachers we may
simply have been describing and teaching the wrong kinds’ (p.486). |

The traditional view of the paragraph is not of significance in the present study except to
confirm the traditional three part organization of introduction, body and conclusion in the
essays written by the students and to see how the lexical cohesive patterns over text
determined the position of the topic controlling sentences over the paragraphs. Although
topic opening and closing sentences appeared in initial and closing positions in the paragraphs
of the student texts analyzed, there were also other places in the paragraphs where they
appeared. This confirms Hoey’s (1991a) view of the significance of viewing sentences and
paragraphs at the discoursal level (see Chapter Seven).
B. Argumentative Text

Another text type which researchers have shown to indicate different micro and macro
features and syntactic and cohesive features different from those in expository texts is
argumentation (Toulmin, 1958; van Dijk; Stratman, 1982; Hatim, 1985; Kopperschmidt,
1985; Sakr, 1985 in Hamdan, 1988; Connor, 1987a; Connor and Lauer, 1985; Hayes, 1990;
Mayberry and Golden, 1990; Hamp-Lyons and Henning, 1991, among others). However, the
findings show that exemplification, cause-effect relations, comparison-contrast sub-texts and
connectives are used in persuading. This is significant in that the cause-effect rhetorical mode
analyzed in the present study could be considered a pre-requisite for the argumentative texts
which the students at LAU need to produce in later English courses. Related to this, De
Beaugrande (1980 in Hamdan, 1988, p. 107) defines argumentative texts as ‘conceptual
expository + evaluative’.

Basically, the structure of the macro-structure in contrast to the expository has been
described in ways similar to that of Toulmin’s (1958 in Hamdan, 1988) structure: claim (the
central proposition), the data (the evidence which can be data as examples, figures, cause-
effect information etc.) and the warrants (the information that logically takes the data to the
conclusion). Many textbooks include argumentation as a rhetorical structure that is taught in
university English programs, usually after expository writing has been dealt with (e.g. Tibbetts
and Tibbetts,1991; Sorenson, 1988; Kane and Peters, 1980).

C. Studies on Expository Texts
There has been much research into the expository text and the lexical and cohesive features

present that could help student writers produce better quality coherence in texts (e.g. Christie,
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1986; Harnett, 1986; Hult, 1986; Hoey and Winter, 1986; Coulthard, 1994a). More
specifically related to the present study is work done on comparing the texts written by skilled
and unskilled writers (Perl, 1974; Zamel, 1983; Raimes, 1985, 1987; Scarcella, 1984; Hall,
1991; Silva, 1993, among others). The main findings indicate that skilled writers have a
greater sense of audience in using linguistic devices to orient their readers. They stress
discoursal elements more and mechanics less. Another main finding was that non-native
writers’ texts were in general of lower proficiency levels with problems that necessitated
different types of attention when compared to those written by native writers. (see Chapter
Three).

Based on such research findings, many textbook writers identify different types of
expository writing and give instructions to students on how to write them (e.g. Sorenson,
1988). Typically, these instructions consist of descriptions of the rhetorical mode. They give
model texts, lists of related cohesive and transitional devices and exercises at sentence and text
level and, recently, exercises related to tasks across the curriculum (e.g.Swales and Feak,
1994). This is also the case with the textbooks used in the Freshman I course at LAU (Oshima
and Hogue, 1991; Langan, 1991). These explanations might serve the author’s purpose;
however, it is clear that they need to be supplemented with a discoursal dimension of
applicability (see Chapter 12).

V. Text in a Theory of Language

Since the present research focuses on the text or the written product, it is significant to
show its relative place in a theory of language. Hoey (1991a) forms his theory of language
and the place of text in it, by redrawing Halliday and Hasan’s (1961 in Hoey, 1991a) map in
Figure 4.1 to include text and organization at the discoursal level of language. Although
Halliday and Hasan’s (1961) map has since been revised (see Chapter Five, I1.B), the 1961
version is given below to show the full extent of the developments in Hoey’s theory over thirty
years.

Hoey (1991a) explains that Halliday and Hasan’s (1961) map of language focused on the
components as being basically structural, the realization of which depends upon the context.
Hoey sees the necessity, in view of developments in the field, to note that there are elements in

language that are non-structural such as text and lexis
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Figure 4.1 Halliday and Hasan’s (1961) Map of Language

Situation (extr{Eextual features)

Linguistics Context
I
FORM grammar; lexis
I phonology ortbgraphy
- ——
Phonetics SUBSTANCE | phonic graphic

In revising the map of language as in Figure 4.2 below, Hoey views lexis and text as non-
structural organizational components indicated by circles (Figure 4.2). Hoey argues that since
text cannot be predicted, it is therefore a non-structural element. He views text on an

organizational level and sees the need to fit it in a theory of language.

Figure 4.2 Hoey’s (1991a, p. 208) Map of Language

SITUATION extra: textual features
uon

BN
S

phonology

SUBSTANCE|  phonic substance
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As the Figure 4.2 indicates, lexis and text mediate between and overlap with syntax and
phonology and are realized in either speech or writing through the interaction level. It is clear
that they are both on the same level of importance in regard to language. The map shows the
triple structure of language: phonology, syntax and interaction and the arrows in the map
indicate the relations. A claim that Hoey’s (1991a) work makes on the nature of non-narrative
texts is that ‘...bonding accurately identifies related pairs of sentences in a text, and the net
they combine to create accurately reflects the organization of the text.” (p.193). The
implication of Hoey’s (1991a) theory of language, is therefore, that text and lexis are
interrelated: ‘But it is not only the case that text is lexically signalled it is also the case that
lexis is textually established’ (p. 220). Thus, Hoey points out the importance of investigating
‘...how lexical cohesion and text organization affect each other’ (ibid., p.220) to which the
present study also hopes to contribute.

VI. Implications for the Teaching/Learning of Writing

Findings of text analysis research have influenced the teaching/learning of writing in the
English classroom. Paralleling the rhetorical genre and rhetorical structural analyses, recent
research has argued that there is more effective learning of the writing skill if viewed from a
communicative interactive point of view in a ‘top down’ rather than a ‘bottom up’ approach
(Carell, 1987;Cook, 1989). This approach basically claims that more effective learning takes
place when the global aspects of discourse are focused on first and then the local aspects
second. An example of the local or atomistic approach to learning the language would be the
earlier emphasis on teaching the grammar, spelling, pronunciation in isolation of the text and
context. A more top down or holistic approach would be the teaching/learning of their
functions in a communicative context. However, most agree to an overlap of both approaches
in L2 writing. Figure 4.3 summarizes the two approaches:

Figure 4.3 ‘Top Down’, ‘Bottom Up’ Instructional Approaches (Cook, 1989, p.80)
Discourse Factors Top down

Social relationships

Shared knowledge

Discourse type

Discourse structure
Discourse function

Conversational mechanisms

Cohesion

(Grammar and Lexis)
(Sounds or letters)

Bottom up
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Widdowson (1978) earlier supported this approach:

‘...the consideration of use requires us to go beyond the sentence and to

look at larger stretches of language. Normal linguistic behavior does

not consist in the production of separate sentences but in the use of

sentences for the creation of discourse.” (p.22)

Text analysis also indicated that there are different types of texts each with related macro
and micro features. There are also suggestions that there are levels of complexity between
text types and the existence of different sub-texts or embeddings with the same text type and
specific linguistic features, cohesion being one important device, that highlight the
relationships in texts making them accessible to the reader. These points, it is argued, should
be taken into consideration in any analytic research on texts. Furthermore, if as Hoey (1991a)
claims, a study of text is also a study of lexis, it would be interesting to explore their relation
in one genre, EFL compositions, as a step in understanding our students’ writing. The
following chapter deals further with exploring patterns in texts, specifically lexical cohesion

patterns in the overall organization of the text.
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CHAPTER FIVE

COHESION IN TEXTS

“Let the voice within your voice speak to the ear of his ear.”
Gibran, The Prophet

Cohesion has been a major area of concern in text analysis since the 1970’s and a number
of advances have been made towards the understanding of texts and writing development.
Although cohesion alone does not produce quality writing, it is a significant linguistic feature
in the production of texts. Grabe and Kaplan (1996) note both the limitations and the
importance of cohesion studies:

‘Cohesion research does not appear to be a complete answer to understanding

writing development; at the same time, cohesion analyses do provide certain

useful insights.’(p.58)

It is these limitations and insights of research in cohesion analyses for students’ writing
development that form the topic of this chapter. It is argued that cohesion, specifically lexical
cohesion, is an important feature in the production of texts and that there is a need for more
in-depth discoursal studies to obtain clearer descriptions of the cohesion patterns at different
levels of writing proficiency and of the relations of these patterns to the coherence in
EFL/ESL student writing (Khalil, 1989; Hoey, 1991a; Granger and Tyson, 1996). The
discussion is divided into eight major parts: 1) importance of cohesion, specifically lexical
cohesion in written texts, 2) cohesion and coherence in texts, 3) taxonomies of cohesive
devices, 4) lexical cohesion in expository essays 5) taxonomies of lexical cohesion , 6) studies
in cohesion, 7) studies on Arab non-native students’ texts and 8) implications for the present
study.

I. Importance of Cohesion in Written Texts

Most linguists agree that cohesion refers to the surface means that connect texts and signal
underlying relationships within and between sentences. Carter (1987) sums up the idea of
cohesion: “The term ‘cohesion’ embraces the means by which texts are linguistically
connected” (p.72). Since Halliday and Hasan’s (1976) seminal work, cohesion has been
viewed with much significance and research has been carried out on student compositions to
see how different cohesive devices in text contribute in the production of ‘good’ writing (see

section VL. later). De Beaugrande and Dressler (1981) identify cohesion as one of the seven



94

standards without which a text would not be a text and Harnett’s (1986) comment, quoted at
length below, sums up the importance and need for cohesive studies which is still very relevant
today:

‘If meaning exists in relations (see Pike 1964), words that signal relations

are important resources for writers. ... If thinking is the manipulation of

an internal representation of environment (see Hunt, 1983), terms which

express this manipulation are also important resources for writers....if ‘good

writing’ implies ‘coherent meaning,’ and if coherence is expressed partially

through linguistic cohesion, it seems useful to analyze cohesion in writing

as it contributes to coherence in prose.... Only a few, however, have attempted

to analyze systematically how cohesion contributes to coherence..’(p.142)

Peters (1986) further argues that the use of cohesive devices becomes even more significant
in academic writing since it is a form of a monologue and “...thus apart from indications of
macro-structure, readers expect ...micro-structure details to supply cohesion and to show the
logical connections between one statement and another” (p.170).

Along with the more general view of cohesion discussed above, linguists note the
importance of a specific category of cohesion, that of the connective function of lexis in texts.
Although it was with Hoey’s (1991a) work that lexical cohesion as a replicable analytical tool
in texts became more explicit, linguists have long commented on its importance and attempted
to define it. Halliday, in an early article, (1966) mentions the importance of devising methods
to study the lexical patterns in language and towards the end of the paper comments that °...
the cohesive power of lexical relations, are of great potential interest’ (ibid., p.160). Sinclair,
had also (1966) noted the importance of lexical studies in their own right.

“But running parallel to grammar is lexis, which describes the tendencies of items to
collocate with each other. A study of these tendencies ought to tell us facts about
languages that cannot be got by grammatical analysis, ...” (p.411)

However, he perceived the need for more work before a theory of lexis could be described

and even found defining the term lexical item difficult:

‘a formal item (at least one morpheme long) whose pattern of occurrence can be
described in terms of a uniquely ordered series of other lexical items occurring in its
environment.’(ibid, p.412)

Bloor and Bloor (1995) also note the importance of lexical cohesion and define it in the

Hallidayan sense:

‘Lexical cohesion refers to the cohesive effect of the use of lexical items
in discourse where the choice of an item relates to the choices that have
have gone before.” (p.100)
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It seems worthwhile, therefore, to study lexical cohesion in texts and to search for an
analytic procedure which would show how student texts are constructed.
II. Cohesion and Coherence in Texts

Another important feature of text is coherence. It is discussed here since one focus of the
present study attempts to examine how cohesion contributes to text coherence (see Chapter
Ten). Linguists and researchers (Widdowson, 1978; de Beaugrande and Dressler, 1981;
Carrell, 1982; Chapman, 1983; Bamberg, 1984; Cook, 1989; Johns, 1986; Connor, 1990;
Enkvist, 1990, Hoey, 1991a, Hatch, 1992) attest to the importance of coherence in written
discourse but agree that it is not as concrete to identify as cohesion is.

Johns (1986), however, neatly divides the definitions into two groups: text-based and
reader-based. Johns points to Grabe’s (1985) review on text analysts which considers
coherence part of the text in the propositions that hold the text together. Some linguists
(Swales, Evensen, and Harris in Connor and Johns, 1990; Coulthard, 1994a) also imply that
use of global markers and superstructure management in the use of introductions, topic
sentences etc. contribute to text coherence. Johns (1986), however, noted that traditional
concepts of coherence as totally reliant on textual features were being challenged beginning
with Halliday and Hasan’s (1976) work. Halliday and Hasan had viewed coherence with two
characteristics: ‘cohesion (i.e. ties between sentences) and register (i.e., coherence with a
context)’ (ibid., p.248):

‘A text is a passage of discourse which is coherent in these two regards:

it is coherent with respect to the situation, and therefore consistent in

register; and it is coherent with respect to itself, and therefore cohesive.’

(Halliday and Hasan, 1976, p.23)

However, as Johns points out, Halliday and Hasan’s work concentrates on cohesion which
they themselves allude to as not being a sufficient qualilty of text. Still, Halliday and Hasan’s
idea of a coherent text is that it is cohesive. Johns points out how textbooks and classroom
practices in EFL have misinterpreted Halliday and Hasan’s (1976) theory of cohesion and
included lists of cohesive items, typically, conjunctions or linking words, in textbooks in the
effort to teach students to use them to make their texts coherent.

From the reader-based approaches of coherence, Johns (1986) reviews the work of
psycho-linguists: “According to this view, the degree to which a reader grasps the intended
meaning and underlying structure from text (and therefore finds it coherent) depends, to a
large extent, upon whether the reader-selected schemata (or expectations) are consistent with

the text’ (ibid., p.250). She refers to two text processing procedures: from the bottom up
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(the processing of letters, words, and phrases) as well as from the top down (from the reader’s
prior knowledge and expectations) and concludes that reading is considered an interactive and
interpretive process which the writer must be aware of. Definitions of coherence indicate that
coherence is not only the use of textual features such as those of cohesion. Cook (1989, p.4)
defines coherence as:

“The quality of being meaningful and unified” “...It is a quality which is
clearly necessary for communication and therefore for foreign language
learning, but which cannot be explained by concentrating on the internal
grammar of sentence.”

Swales (cited in Connor, 1990) also attempts to define coherence:

“... the prevailing view would seem to be that coherence is a property that
a reader ascribes to a text (in some varying degree) while cohesion is a
property that a text possesses (in some varying degree) ...” (p. 189)

Hoey (1991a) defines coherence also with the reader in mind:

“We will assume that cohesion is a property of the text, and that
coherence is a facet of the reader’s evaluation of a text.” (p.12)

Enkvist (1990, p14) also defines coherence and distinguishes it from cohesion. For purposes
of the definition the three texts Enkvist refers to as an illustration are given first.

Text 1
‘My car is black. Black English was a controversial subject in the seventies
At seventy most people have retired. To re-tire means “to put new tires on
a vehicle.” Some vehicles such as as a hovercraft have no wheels. Wheels go
round.’

Text 2
‘ Susie left the howling ice cube in a bitter bicycle and it melted. It soon
tinkled merrily in her martini. Into her drink she then also poured the grand
piano she had boiled in a textook of mathematics the night before. She
chewed the martini, read the olive and went to bed. But first she took
her clothes off. She then took her clothes off.’

Text 3
‘The net bulged with the lightning shot. The referee blew his whistle and
and signaled. Smith had been offside. The two captains both muttered
something. The goalkeeper sighed for relief.’
Enkvist notes that ‘no existing grammar, or other description of English, can explain why

3) makes better sense than 1) or 2), yet it does to those who know about soccer. ... “We must

understand a text, that is, build up a world picture around it, to say that the text is coherent.
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Conversely, a text strikes us as incoherent if we cannot build up a plausible scenario around
it.” (ibid., p.13). Thus Enkvist’s definition of coherence:

“Cohesion is the term for overt links on the textual surface such as those in
1) and 2) whereas coherence is the quality that makes a text conform to a
consistent world picture and is therefore summarizable and interpretable.
Thus 1) and 2) have cohesion but not coherence, and 3) has coherence
although it lacks over, grammatically describable cohesion markers such as
repetition or anaphora. The coherence in 3) follows from our being able to
surround it with a plausible text world.’ (ibid., p.14)

Enkvist, however, explicitly cites seven problems in the study of what makes texts
coherent: 1) cohesion and coherence relationship, 2) messages and metamessages or textual
and non-texual, 3) inference in interpretation, 4) the relevance of situational context, 5)
receptor knowledge and degree of interpretability, 6) text strategies, text categories, patterns
of exposition and argument, and 7) strategy, structure, and process.

Hoey (1991a) also comments that

“Whatever the relationship between cohesion and coherence, it is

clear that cohesive ties are not by themselves criterial of coherence.”

(ibid., p.12)

From the foregoing definitions, it is apparent that cohesion is not a necessary quality of
coherence and that coherence is also reliant on the reader’s interpretation of the text in varying
degrees. The implications of this work is best summed up by Carrell (1982) in her critique
that Cohesion Is Not Coherence:

“If we really want to learn about textual coherence, we must supplant or

at least supplement textual analysis theories such as cohesion theory with

broader, more powerful theories which take the reader into account, and

which look at both reading and writing as interactive proceses involving the

writer and the reader, as well as the text” (ibid., p.487)

There have been numerous attempts to make taxonomies of coherence features and
methods of coherence evaluation in texts (Grice, 1975; de Beaugrande and Dressler, 1981;
Bamberg, 1983; Hamdan, 1988; Connor and Johns, 1990; Enkvist, 1990, among others). One
coherence evaluation scale, perhaps typical of most, is that of Bamberg’s (1983, 1984) which
has been adapted for use in some composition evaluation studies (e.g. Hamdan, 1988).
Bamberg (1983) incorporates coherence features on a four point holistic evaluation scale (4
representing full coherence) and includes items such as: topic and context orientation for the

reader, organization, cohesion-lexical, conjunction, reference etc.-closure and grammar.

Although inter-rater reliabilities have been obtained between coherence and text quality using
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this scale (Connor and Lauer, 1985; Hamdan, 1988) the holistic nature of the scale and the
inclusion of broad cohesion categories as part of coherence limits detailed analysis of texts.

The question remains as to how cohesion can be better utilized to understand student texts
and help students produce coherent ones? This study, hopefully, may give a few insights.
III. Taxonomies of Cohesive Devices

There are various categories of cohesive devices that linguists and researchers have

described including: reference, substitution, ellipsis, conjunction and lexical relationships.
Since Halliday and Hasan’s (1976, 1989) work has been the basis of much work in this field,
the cohesive categories as described by them is given first. This shows the relative place of the
lexical cohesion category (see section V. later).
A. Halliday and Hasan’s (1976) Taxonomy of Cohesion

In Halliday and Hasan’s (1976) systemic-functional model, language is made up of three
major parts: the ideational, (concerned with the expression of content), the interpersonal,
(concerned with the social, expressive and conative functions of language) and the textual
(concerned with the structural and non-structural systems that create language) (ibid., p.26-
27). Halliday and Hasan (1976) see cohesion as part of the non-structural textual system in
that it is not necessarily tied to the sentence but can extend beyond sentence boundaries over
text. They define text as ‘a unit of language in use’, (ibid., p.1) which could be of any length
and as ‘..a semantic unit - a unit not of form but of meaning’ (ibid., p-2). The function of
cohesion in text is as follows:

“The concept of cohesion is a semantic one; it refers to relations of
meaning that exist within the text, and that define it as a text.
Cohesion occurs where the interpretation of some element in the
discourse is dependent on that of another.’ (ibid., p.4)

These concepts of text and cohesion are maintained in Halliday (1994)

“But it is important to be able to think of text dynamically, as an ongoing

process of meaning; and of textual cohesion as an aspect of this

process...The organization of text is semantic rather than formal, and

(at least as far as cohesion is concerned;... ) much looser than that of

grammatical units.” (ibid., p. 311)
This semantic communicative function of a text overrides the grammatical unit of sentence; it
is something superordinate to a sentence but is realized by sentences. To help unify the text,
there are what Halliday and Hasan (1976) refer to as cohesive ties between and within

sentences. They are basically structural representations on the surface of discourse to show
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both grammatical and semantic underlying relations. These cohesive ties are what gives
texture (or as Halliday and Hasan define it - coherence) to a piece of discourse; they make a
text a text. The greater the number of ties, the tighter the cohesion and the more coherent the
text is.

Cohesive ties either point backward to a referent (anaphoric - most common in English) or
point forward (cataphoric). A text may be made up of a system of cohesive chains (more than
one set of ties) which may be of varying degrees of density depending upon the sophistication
of the writer’s language, the purpose of the writer, and the type of writing at hand. An
example of a cohesive tie by reference is given below where It refers back (anaphoric) to cat
and forms a cohesive tie.

Example 1: The cat began to drink the milk. It was very hungry.

According to Halliday and Hasan’s (1976) categories, there are three types of cohesion:
grammatical, lexical and conjunctions. Figure 5.1 summarizes Halliday and Hasan’s (1976)
cohesive categories. ‘

Figure 5.1 Halliday and Hasan’s (1976) Taxonomy of Cohesion (p.322)
Cohesion consists:

1. in continuity of Lexicogrammatical meaning (‘relatedness of form’; phoric)
Collocates

Lexical Cohesion reiterations (repetitions and synonyms)
L 3

superordinates

general terms

v .
Substitution substitutes
Ellipsis ellipsis
. nominal
clauses___ groups : i words
: verbal

2. in continuity of referential meaning (‘relatedness of reference’: phoric)
Reference
personal (communication role of referent)
demonstrative (proximity of referent)
comparative  (similarity to preceding referent)
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3. in semantic connection with the preceding text (non-phoric)

Conjunction
additive in ideational meaning (external)
adversative| terms |interpersonal meaning (internal)
causal of
temporal

1. Grammatical Cohesion
This category includes reference, substitution and ellipsis.
a. Reference
Reference ties are semantic relations between an element of text and some other thing by
reference to which the element is interpreted. Reference is either exophoric (outside the text)
or endophoric (inside the text) and can be in one of three categories: pronouns, demonstratives
and comparatives. Figure 5.2 indicates these types of reference.

Figure 5.2 - Reference Cohesion (Halliday and Hasan, 1976, p.33)

Reference
Exophoric Endophoric
(situational) (textual)
anapLoric cataplxoric

(to preceding text) (to following text)

Example 2: Paul likes wine. He drinks it every day. Both ‘he’ and ‘i’ are anaphoric
referents and form a cohesive tie.
b. Substitution and Ellipsis

According to Halliday and Hasan (1976) incidences of substitution and ellipsis form
grammatical cohesive ties involving presence or absence of an item respectively. In the
following example of substitution, the italicized words have been replaced by ‘one’.

Example 3: Q. Does the professor need a pen?
A. No, he just borrowed one.

Words such as one, do, so, and not belong to this category. In ellipsis, words have been
omitted in the structure of the sentence, but the meaning is not distorted since it is recoverable
from the preceding context.

Example 4: John bought some cheese. Pam bought wine.
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The use of substitution and ellipsis helps the writer avoid unnecessary repetition especially
in speech. In written discourse, the writer should be careful not to cause ambiguity for the
reader. There is often an overlap between substitution and ellipsis.

Example 5: Paul bought a magazine. Mary bought one too.

The one could be considered substitution for magazine or ellipsis in that magazine is
omitted. Hoey (1991a) points out that Halliday and Hasan (1976) admit that ‘the boundary
lines among these two categories and references are indistinct’ as the example below indicates
(Hoey, 1991a, pp.5-6).

Example 6: “In answer to the unlikely question ‘Does Agatha sing in the bath?’, a. is an
instance of substitution, b. of ellipsis, and c. of reference:

a. No, but I do.

b. Yes, she does.

c. Yes, she does it to annoy us, I think.” (ibid., p.6)
2. Lexical Cohesion

Lexical cohesion, the second category, is of two types: reiteration and collocation which
form a large portion of cohesive ties and differ from grammatical cohesion in that they may
leap over several sentences and may not have only one presupposed item.

“ Lexical ties are independent of structure and may span long

passages of intervening discourse.” (Halliday, 1994, p.311)

In reiteration (paradigmatic cohesion), the repetition of words or phrases may be through
the use of synonyms (same meaning), antonyms (opposite meaning), hyponyms (superordinate
to part e.g. family to father, mother, children etc.), and meronyms (part to whole, e.g. finger to
hand) where the two occurrences have the same referent and are accompanied by ‘the’ or a
demonstrative; for example, ‘this’ (Halliday and Hasan, 1976, p.318). In collocation
(syntagmatic cohesion) , there is an occurrence of individual items which are associated by a
semantic field; for example, ‘father’ collocates with ‘mother’ and ‘children’ in a semantic field
of family relationships which exist as hyponomy. Some researchers note that the lexical
category is not very clear and seems to be a collection of miscellaneous features (see Stotsky,
1983 and Hasan, 1984 in section V.). |

Hoey (1991a), however, considers that cohesion in text is basically a study of lexical

patterns and this is the importance of lexical cohesion (see Chapter Seven).
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3. Conjunction Cohesion

Conjunctions, the third category of cohesion, connect sentences explicitly showing the
underlying meaning (or semantic) relations between them. Halliday and Hasan (1976) view
them as separate from grammatical and lexical cohesion (lying between the two) and divide
them into three types: Elaboration (e.g. thus, in short), Extension (e.g. and, also, but) and
Enhancement (e.g. then, next, finally, likewise).
B. Halliday and Hasan’s (1989) Taxonomy of Cohesion

A revision of the taxonomy by Halliday and Hasan (1989) in Figure 5.3 below shows that
the main change is that the two major components are divided into non-structural and
structural and the lexical cohesive category more clearly identifies the parts.
Figure 5.3 - Revised Taxonomy of Cohesion (Halliday and Hasan, 1989, p. 82)

Non-Structural Cohesion

Componential Relations Organic Relations
Device
Grammatical Cohesive Devices A. Conjunctives
A. Reference e.g. causal tie
1. Pronominals concession tie

2. Demonstratives
3. Definite article

4. Comparatives B. Adjacency pairs
B. Substitution & Ellipsis e.g. Question

1. Nominal (followed by

2. Verbal answer; offer

3. Clausal (followed by)
acceptance; order
(followed by)
compliance...

Lexical Cohesive Devices
A. General Continuatives
1. Repetition (leave,left)* (e.g. still, already...)
2. Synonymy (leave,depart)*
3. Antonymy (leave,arrive)*
*4. Hyponymy (travel,leave)*
5. Meronymy (hand,finger)*
B. Instantial
1. Equivalence(you be the patient)*
2. Naming (the dog was called Toto)*
3. Semblance (the deck was a like
a pool)*
* Taken from Hasan (1984, in Hoey, 1991a, p.8-9)

Structural Cohesion
A: Parallelism
B: Theme-Rheme Development
C: Given-New Organisation
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Halliday and Hasan (1989) also revise their view of the text and the cohesive devices as
part of a context (context of situation) which they qualify to include three features of the
context. The first feature is the field of discourse which refers to what is happening socially
‘...the general sense of what it is on about’; for example in a love poem ‘..the field of
discourse is love..” (ibid., p.24). The second feature is the tenor which is concerned with the
personal relationships involved: who are the participants in this text?’ (ibid., p.34). The third
feature is the mode ‘that is to say the particular part that the language is playing in the
interactive process: whether the mode is speech vs. written, or the type of genre; for example,
‘a composition in a recognised genre’ (ibid., p.24). Figure 5.4 shows the relationship between
the text and the situation.

Figure 5.4 Relation of the Text to the Context of Situation (Halliday & Hasan 1989,

p. 26)
Situation: (realised by) Text:
Feature of the context Functional component of
semantic system

Field of discourse Experiential meanings

(what is going on) (transitivity, naming, etc.)
Tenor of discourse Interpersonal meanings

(who are taking part) (mood, modality, person, etc.)
Mode of discourse Textual meanings

(role assigned to (theme, information, cohesive

language relations)

Many studies of student compositions have been based on Halliday and Hasan’s (1976, 1989)
cohesive categories (see Section VI. later).
IV. Lexical Cohesion in Expository Essays

The significance of the role of lexis in connecting text has been noted by researchers.
Stotsky (1983) mentions the importance of work done by Shaughnessy (1977a) and Halliday
and Hasan (1976) in ‘examining the role of vocabulary in connected discourse from a different
perspective’ (ibid., p.430) although she does comment on the latter’s limitation in analytic
studies on academic essays (see section V.). Since the present work focuses on an analysis of
lexical cohesion devices in expository essays, a review of two related aspects are reviewed

below: 1) lexis and organization of texts and 2) lexis and repetition in texts.
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A. Lexis and Organization of Texts

Linguists, researchers, and EFL teachers have tended to look at vocabulary (used
interchangeably with lexis hereafter) not as a skill in its own right but as subsidiary to the
reading or writing skill. Slot and filler type exercises and lists with grammar were the
overiding framework (see McCarthy, 1984; Carter, 1988; McCarthy and Carter, 1994). Some
precoccupied themselves with making lists called lexicons to help students widen their
vocabulary repertoire (e.g.Thorndike, 1944; West, 1953; Praninskas, 1972; others as surveyed
by Fox, 1982). Although these lexicons provide a range of items needed in writing, Halliday
and Hasan’s (1976) work saw the true beginnings of studying the lexis as having a more
‘important’ role in discourse, and in fact they devote a chapter on it, ‘Lexical Cohesion’.
Other researchers have recommended that vocabulary should be viewed with more of an
emphasis on its communicative role at the discourse level (Richards, 1976; Judd, 1978; Celce-
Murcia and Rosensweig, 1979; McKay, 1980, and Nattinger, 1980 in McCarthy, 1984, 1991;
Coirer, 1991; Lewis, 1993, Coulthard, 1994b; Sinclair, 1994). Some propose a lexical
syllabus (e.g. Sinclair and Renouf, 1995; McCarthy and Carter, 1994). In relation to this new
perspective of the role of vocabulary, McCarthy (1984) says

“Research has not yet made clear the functions of lexical patterning above sentence-
level, across turn-boundaries and as discourse organizers, but as it does, it will be as
important to language teaching as was the demonstration of the lack of fit between
grammatical patterning and communicative function. Lexical reiteration is a good
example of this. A description of its cohesive function is available in Halliday and
Hasan (1976). ...Of paramount interest should be the communicative effects of such
relations as synoymy, antonymy, and hyponymy across sentence, conversation, and
discourse boundaries” (p.15).

Linguists have noted the importance of lexis in indicating the macro-structure of texts (see
Stotsky, 1983; Jordan, 1984; Carter and McCarthy, 1988; Dudley-Evans, 1994; Hoey, 1991a;
Nattinger, 1992; Hoey, 1994; Francis, 1994; Hunston, 1994; McCarthy, 1991; 1994, among
others). McCarthy (1991) notes three major types of lexis. The first two are grammatical and
lexical words (closed or function words as opposed to open or content words). Examples of
the former are the articles, verbs, demonstratives, prepositions and the like; examples of the
latter are monkey, noise, toenail etc. which, according to him, show larger patterns of text
(p.74). The third class, the discourse-organizing (also referred to as lexical signalling) such as
basis, case, cause, these questions, the issues either refer back or forward in a text and are

comparable to Hoey’s (1994) and McCarthy’s (1994) discourse organizers. Carter and

McCarthy (1988) comment on the organizing feature of lexis in text:
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‘Language practitioners need not shy away from lexis as a boundless chaos;

organisational principles are available and simply wait to be more fully

exploited’ (p.38).

In fact, Hoey (1991a) has recently argued for other organizing patterns of lexis over text
and provides some workable samples (see Hoey 1991a, b) which seem to open a new frontier
in lexical cohesive studies.

B. Lexis and Repetition in Text

Not only is lexis viewed as having an organizational function over texts, but its repetitive
role in organizing and developing ideas is now recognized. Since repetition of lexical items is
an important part of the analysis of lexical cohesion in the present study, it is discussed below
with an account of repetition in spoken discourse for comparative purposes.
1. In Written Texts

Repetition is often viewed in the teaching/learning situation in academic texts as something
to be avoided due to its redundancy (Winter, 1979). Academic expository writing is usually
valued for its conciseness and logical ordering of ideas. However, ‘repetition’ can add to the
quality of writing. Studies have shown that lexical repetition has both a connective and
organizing function in texts (Winter, 1979; Hoey, 1991a; McCarthy, 1991; Youman, 1993).
Winter (1979) emphasizes the importance of repetition as ‘replacement’ in contributing to the
context of adjoining sentences and notes the loss of meaning when sentences are quoted out of
context, as Quirk (1952 in Winter, 1979) finds true of words. Winter finds it necessary to
define ‘systematic repetition’.

(It) “is not item repetition as such, but is the significant repeating of one or

more of the constituent features of clause of a first member within the

structure of a second member, where it becomes new sentence or part of new

sentence. ...In such repetition, there are obligatory changes or additions

to the repeated clause structure which give it new meaning as clause. These

have been called replacements. ... It is this semantic process which gives

systematic repetition its signficance between sentences.” (p.102).

Thus, he used ‘repetition’ in a broader sense. ‘I use it to stand for all its connective functions
between clauses: deletion (or ellipsis), substitution and lexical repetition’ (ibid., p.102). He
reviews the studies in repetition from the 1920’s to the 1970’s which indicated this view on
lexical repetition (Karlsen, 1959, Harper, 1965, K. Callow, 1970, Quirk et. al., 1972,
Longacre, 1974, Winter, 1974, Halliday and Hasan, 1976 Hoey in progress in Winter, 1979).
Youman (1993) also found in professional writing in stories and essays that repetition is a

normal occurrence for innovation and coherence.
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Weissberg (1984) in an attempt to identify alternative authentic paragraph development
structures (as opposed to the ones that textbook writers stress such as definition, cause-effect,
comparison and contrast) analyzed 60 authentic scientific writings and the ‘extent to which
explicit cohesive devices occur in experimental research reports’ (p.491-2). It was found that

“..it is clear that exact repetition of words is an important cohesive device in scientific
writing. Although students in advanced composition classes sometimes express
concern over the frequent use of repeated words within and across sentences the
results reported here and elsewhere indicate that lexical repetition is not to be
considered a stylistic flaw in scientific research report writing. Students should be
encouraged to use this device when necessary to strengthen the cohesion of their
writing.” (p.495)

McCarthy (1991) adds that

“If lexical reiteration can be shown to be a significant feature of textuality, then there

may be something for the language teacher to exploit ... not ...because it is there, but

only if, by doing so, we can give learners meaningful, controlled practice and the hope

of improving their text-creating and decoding abilities,and providing them with more

varied contexts for using and practising vocabulary.” (p.65).
2. In Spoken Texts

Linguists have also noted the cohesive quality of repetition in spoken discourse. Tyler
(1994) analyzed the lectures given by two native and two non-native speakers and concluded

that the use of lexical repetition by the native speakers made the texts more coherent.

“...lingusitic forms, i.e. particular patterns of lexical repetition

which provide context-situated interpretations of lexical

items and establish context-specific synonym sets, have been

shown to contribute to discourse coherence.” (p.687)

Norrick (1987) also stressed the importance of repetition and outlined its functions,
recognizing ‘...general cognitive and interactional motivations for repetition in the nature of
conversation itself, in the task of production, in the attempt to render discourse more coherent
and accessible, and in strategies for influencing hearers’ (ibid., p.246).

Tannen (1989) sees the importance of repetition of words and phrases in spoken discourse
towards ‘the establishment of coherence and interpersonal involvement’, (p.48) and details
the different ways this is brought about for purposes of production, comprehension,
connection (specifically cohesive), interaction and coherence as interpersonal involvement.
Although repetition in speech is brought about in different ways than in written discourse, it is
significant to note that ‘repetition’ is an important aspect of human discourse in general.

Tannen refers to Halliday and Hasan’s work (1976) in including ‘repetition in their taxonomy
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of cohesive devices; it serves a referential and tying function’ (ibid, p.50). She comments on
this cohesive function in speech, ‘Repetition of sentences, phrases, and words show how new
utterances are linked to earlier discourse, and how ideas presented in the discourse are related
to each other’ (Tannen, 1989, p.50). For example, the ‘and he in the final line ties it to the
others and shows that it is the same person. (The italics are the researchers’. 1 And he
knows Spanish ,2 And he knows French .. 5 And He is a gentleman. (ibid., p.50)
V. Taxonomies of lexical Cohesion

Several linguists have described taxonomies of lexical cohesion which are reviewed in this
section in chronological order. They relate to academic expository writing.
A. Winter (1974, 1979) (see section 1.2 later)
B. Stotsky (1983)

Stotsky’s (1983) work although noting the value of Halliday and Hasan’s (1976) cohesive
categories, is significant in outlining the limitations in their use on academic expository essays.
She first points out that Halliday and Hasan’s (1976) scheme focused on an examination of a
‘conversational literary text’ [Alice in Wonderland] and suggests that this differs from the
vocabulary of academic expository writing. Therefore, a different cohesive scheme is needed.
She finds Halliday and Hasan’s scheme limiting in that it does not account for: 1) the use of
derivatives and derivational elements (e.g. ‘nominal’, ‘nominalization’) which are indicators of
maturity in writing, 2) the use of a superordinate followed by a subordinate (as in expository
essay writing it is usual to find instances of a general word preceding an example, e.g.
‘societies’ - ‘civilians’), 3) the different types and preciseness of referential repetition; the
identification of lexical repetition need not refer back to a common referent and, in fact, ‘...the
second occurrence may be, as far as reference is concerned identical, inclusive, exclusive and
unrelated’ (ibid., pp.433-435) and still be counted as reference, and 4) the terms that also
contrast (e.g. ‘employer’/’worker’ are often not picked up (considered by Cooper and Odell,
1977 as indicating writing improvement) if they are part of collocation. Stotsky (1983)
reformulates Halliday and Hasan’s (1976) cohesive categories into a framework that she
maintains is more applicable to expository academic essays. She stresses the importance of
lexical cohesion by referring to linguists (Witte and Faigley, 1981; Hopkins, 1979) who found
that lexical cohesion, compared to grammatical cohesion, constituted the major way of
connecting sentences in expository essays of both high and low quality. She says:

‘If lexical rather than grammatical cohesion is the most significant kind of cohesion
in academic discourse, future research may wish to consider using the framework
suggested in this section. It may yield clearer and more accurate information
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and insights about the use of lexical resources by writers of exposition than the
original scheme by Halliday and Hassan.’ (p.440)

Stotsky’s lexical cohesive categories (1983) are outlined below in Figure 5. 5 and Halliday

and Hasan's (1976) are given in Figure 5.6 for comparative purposes.

Figure 5. § Proposed Taxonomy of Lexical Cohesion in Expository Essays (Stotsky,
1983)

I. Semantically related words: a type of cohesion in which one lexical element is
systematically related to a previous one through:

Repetition

Synonymy or near-synonymy

. Opposition or contrast

Inclusion as a coordinate, superordinate, or subordinate member in an ordered

or unordered set (general or specific terms)

5. Derivation or repetition of a derivational element

II. Collocationally related words: a type of cohesion in which one lexical element is related
to another only through frequent co-occurrence in similar
contexts*

A e

* Factors affecting the cohesive power of co-occurring words in expository essay writing:
a. Frequency of occurrence in the language as individual words
b. Frequency of co-occurrence in texts in general
c. Physical proximity in the text
d. Extent of reader’s reading experience with these co-occurring words
(Stotsky, 1983, p.441)

Figure 5.6 Taxonomy of Lexical Cohesion (Halliday and Hasan, 1976)

I. Reiteration: a type of cohesion in which one lexical element is related through a
common referent to a previus element as a:
1. Repetition (e.g. power/power)
2. Synonym or near-synonym (e.g., lack of order/chaos)
3. Superordinate word (e.g., armies/societies)
4. General word (e.g., power/This entity)
II. Collocation: a type of cohesion in which one lexical element is related to a
previous one through frequent co-occurrence in similar contexts by:
1. Association with a particular topic (e.g., Marx, social change, economic class
conflict, capitalistic society)
2. Opposition or contrast (e.g., influence/counter influence)
3. Membeership in ordered sets
4. Membership in unordered sets

C. Hasan (1984) (see section I.1.)
D. Phillips (1985) (see section 1.3.)
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E. Cruse (1986)

Cruse’s (1986) taxonomy focuses on synonyms and antonyms. He admits the complexity
of strict identification in these two classes; whether two items are synonymous, or to what
extent depends greatly on the context. He proposes a scale of words that are more
synonymous than others and three sub-groups of antonyms.

F. Harnett (1986)

Harnett (1986) proposes two subclasses of cohesive links, static and dynamic ties, which
develop the topic and help identify writing quality. She defines static ties as ‘those that hold
attention on a topic.....repetition of the same lexical item, demonstratives, nominal, verbal and
clausal substitution and ellipsis...synonyms, near-synonyms, antonyms, and collocations...’.
Dynamic ties ‘develop the topic rhetorically such as ‘temporal conjuncts (before,
afterwards)...lexical superordinates, hyponyms, causal conjunctions (e.g.afterwards
therefore)..Adversative conjunctions (e.g. but, however) signal contrasts, and the comparative
and superlative forms of adjectives and adverbs..’(p.145). She concludes that ‘static and
dynamic ties perform distinct functions in the textual organization of prose. Static ties connect
stretches of text; dynamic ties advance the logic of the discourse. ‘

G. Ehrlich (1988)

Ehrlich proposes cohesive categories by Reinhart (1980), of referential linking, through
pronouns and noun phrases for example, and semantic connectors, such as ‘in addition’,
‘however’. A few examples are given below. He notes that

“..pairs of sentences must be either: 1) referentially linked, or 2) linked by a semantic
connector in order to be cohesive. This first condition requires that adjacent or near-
adjacent sentences within the same paragraph contain NPs (noun phrases) that designate
the same referent. The second condition requires that sentences be connected by some
semantic marker that expresses a semantic relation such as cause and effect, comparison,
contrast, exemplification etc.” (ibid., p.112)

Example 7: Restriction on Referential Linking

1. “a) The first of the antibiotics was discovered by Sir Alexander Fleming in
1928. b) He was busy at the time investigating a certain species of germ.

2. “a) The antibiotic which was discovered by Sir Alexander Fleming caused a
great disturbance in the medical community. b He was busy at the time
investigating a certain species of germ.” (ibid., p.113)
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Explanation

‘Passages 1 and 2 both exemplify referential linking in the sense that the b) sentences of
each contain a personal pronoun designating a referent which is also referred to in the a)
sentence. However, when contrasted with 1), passage 2) seems odd, i.e. incohesive.

One of the differences between 1 and 2 is the information status of the clause in which
the first co-referential NP occurs. In 1, Sir Alexander Fleming occurs in a main clause; in
2) the same NP occurs in a relative clause. In terms of informational status, the main
clause of 1 is dominant whereas the relative clause of 2 is non-dominant’ (ibid., p.113)

Example 8: Restriction on Semantic Connectors

“a) Joy Kogowa is the author of Obasan, a novel that tells the story of Japanese
Canadians during World War II through the eyes of a child. b) In addition, she
wanted to explore the different ways people reacted to their victimization.”
(ibid.,p.116)

Explanation

“This passage is odd or incohesive because the semantic connector, in addition, does

not connect the proposition of sentence b to a proposition of the dominant clause of a.

She contrasts this method with Halliday and Hasan’s (1976), showing the shortcoming of
the latter’s approach. She comments: “These results are not terribly surprising if one asumes
that it is not the mere presence or frequency of cohesive devices which determines whether a
text will be cohesive or not” (ibid., p.112). Referring to Scarcclla’é’ (1984) work on cohesion
in the writing development of native and non-native English speakers, she claims that ‘it is the
appropriate fit of these devices to the context and their distribution throughout a text which
determines their effectiveness’ (ibid.,p.112).

H. Donnelly (1994)

Donnelly (1994) noted the importance of lexical cohesion in texts and mentions three main
techniques: repetition, synonymity, and generalization. For a second type of cohesion,
grammatical, Donnelly follows that of Halliday and Hasan (1976). The lexical cohesion
categories are briefly described below:

1. Repetition ‘is simply the repeated use of the same word or phrase’ (ibid., p.97). This
avoids monotony by: 1) shifting the repeated word in the sentence, 2) varying the use of
modifiers, or 3) changing its function (part of speech). The illustration below shows how, in
the second paragraph, there is a more effective placing of the word critics (ibid., p.97).
Example 9:

“Critics are often called the artists’ parasites. Critics make their living
telling other people what they should like. Ceritics do not judge art by
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some objective criteria. Critics consider what appeals to them to be
good art. Critics call what doesn’t appeal to them bad art.” (ibid., p.97)

“In artistic circles, critics are often called the artists’ parasites. Critics
make their living telling other people what they should like. However, do
not make the mistake of thinking that critics judge art by some objective
criteria. Good art is simply that which appeals to the critic. Bad art is

that which does not appeal to the critic.” (ibid., p.98)

2. Synonyms entail using ‘... a different word that has the same meaning in the given context’
whereas many words in the dictionary may indicate a synonymous relationship, it is the
context that determines it. For example, the words answer and rebutt may be indicated in the
dictionary as synonymous but in certain contexts are not (ibid., p.99).
3. Generalization entails making relations among the more general word and the more specifc
(e.g. ‘aspirin’ - ‘pain reliever’ - ‘drug’ - ‘stuff’ or ‘thing’).

Although the above taxonomies are worth considering, they were not chosen for the
present study since the analytic procedures were not sufficiently detailed for replication.
I. Hoey (1991a)

Hoey (1991a, p.9) notes that lexical cohesion is an important part of cohesive studies and
gives a comprehensive analytic procedure of lexical cohesion from which the present study
draws its inspiration (see Chapter Seven). He comments that it is different from previous
studies of cohesion in that it does not itemize cohesive features but shows their text organizing
function. In this way it offers a new perspective on how language is processed which teachers,
linguists and rescarchers can draw upon. He says that

“Lexical cohesion is the only type of cohesion that regularly forms multiple
relationships...lexical cohesion becomes the dominant mode of creating
texture. In other words, the study of the greater part of cohesion is the
study of lexis, and the study of cohesion in text is to a considerable degree
the study of patterns of lexis in text.” (ibid.p.10)

Hoey (1991a, p.6) observes that most taxonomies of lexical cohesion show ways of
repeating, but they do not extend over large stretches of text. He also notes this limitation in
regard to Halliday and Hasan’s (1976) taxonomy. Their lexical cohesion category does not
distinguish sufficiently between items. For example, he notes how in the sub-class of
reiteration relations of exact repetition (‘book’- ‘book’), synonymy or near synonymy (‘book-
volume’), superordinate (‘spaniel-dog’) or general word (‘spaniel-dog-creature’) are all

accepted as referring back to the same item. This makes it difficult to differentiate among

them and therefore to classify them in any systematized way under reiteration. Hoey (1991a)
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notes, however, the significance of Hasan’s (1984) revision of the lexical categories that
influenced his own work (see section I.1.later). In another category, collocation, in which
lexical items usually occur together, (e.g. ‘doctor’, ‘nurse’, ‘needle’), Hoey (1991a) further
notes, along with others, a mixture of relations and problems of identification due to the
subjective reliance on reader schemata (Halliday and Hasan, 1976; Stotsky, 1983; Martin,
1981, Hasan, 1984 in Hoey, 1991a). He argues that lexis in discourse tries to account for
more obvious features of cohesion. Collocation was, therefore, omitted from the analysis in
the present study.

Since the aim of Hoey’s (1991a) work was to explore 1) how cohesion contributes to
coherence, 2) how cohesion contributes to text organization, and 3) how sentences relate to
one another as complete propositions, he needed an analytic procedure that was
comprehensive. Hoey (1991a) reviews three researchers’ work that influenced his own, as
discussed below.

1. Hasan (1984)

The main contribution of Hasan’s (1984) work was the inter-relation of the two types of
chains, identity and similarity, first introduced ‘simply’ in the work of Halliday and Hassan
(1976). Hoey (1991a, p.14) mentions Hasan’s recognition of the inadequacy of their system
(1976) in reporting that there was ‘no easy correlation between the number of cohesive ties
and the degree of coherence awarded a text by readers’ in her research into children’s writing.

“She concludes that a better explanation of the way cohesion contributes

to the recognition of coherence lies (in part) in the fact that cohesive ties
form chains that interact with each other; this interaction she terms cohesive
harmony.” (ibid., p.14)

Hoey (1991a) defines the two chains referred to in the texts.

“An identity chain is made up of cohesive ties that all share the same referent(s) whether
the ties in question are pronominals, reiterations, or instantial equivalents.” (Hoey,1991a,

p-15)

“Similarity chains are chains of ties where issues of identity cannot arise, for example,
parallel processes or descriptions. So if three entities in a writer’s world are all
described as little then there will be a chain of three lexical ties formed by the
occurrences of little.” (ibid., p.15)
Hoey points out that “The presence of one or more chains, even identity chains, does not
guarantee coherence to a text. Rather, the crucial factor would appear to be that chains

interact” (ibid., p.15). He abbreviates an example from Hasan (1984 in Hoey, 1991a):
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Example 10:

1 Once upon a time there was a little girl

and she went out for a walk

and she saw a lovely little teddy bear

and so she took it home

and when she got it home she washed it

and she had the teddy bear for many many weeks and years.

AW s W

There are three identity chains running through this passage:

1 girl 2 she 3 she 4 she 5 she, she 6 she
teddy bear 4 it 5 it, it 6 teddy bear
4 home 5 home.

W

There are also two similarity chains:

2 went out 5 got...home
4 took 6 had (in this context, both verbs describe possession).

Figure 5.7 below shows the cohesive interaction between the similarity and identity chains
which Hasan sees as contributing to the coherence of the text.

Figure 5.7 - Cohesive Chains (Hasan, 1984)

she (girl) went out

home she got home

home she took it (teddy bear)
she had H teddy bear

(ibid., pp.15-16)

Hoey (1991a) notes that Hasan’s (1984) contribution is a more integrated rather than a
classificatory view of cohesion; rather than the occurrence of cohesion, it is the combination
of cohesion elements that is signficant (p.16). Thus, Hoey comments, “Our own approach,
although it has classificatory stages, is firmly based on the assumption that cohesion can only
be satisfactorily understood if it is described functionally and taken as a piece.’ (ibid., p.16).
He indicates, however, that “..Hasan’s notion of the chain does not...provide any insight into
the answer to the question of the relationship of cohesion to the ways sentences connect as

wholes’ (ibid., p.16). Winter’s work, reviewed below, does offer such insights.
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2. Winter (1974, 1979)

Winter’s work, as reviewed by Hoey (1991a), is not so much a classification of cohesive
categories as “...how the grammar of sentences contribute to their interpretation in context.’”
(ibid., p.16) “...it is much more important to recognize the common function of the variety of
cohesive ties than to distinguish them, the common function being to repeat” (ibid., p.17).
What Winter counts as repetition is broader than, for example, Hailiday and Hasan’s (1976)
category of reiteration. He uses the term “repetition to stand for ellipsis (which he prefers to
refer to as deletion), substitution (the label used by Quirk et al. 1972, to describe what
Halliday and Hasan term as reference), and lexical repetition (broadly equivalent to Halliday
and Hasan’s reiteration)” (ibid., p. 17). Hoey quotes Winter on the meaning of repetition:

“Systematic repetition is not item repetition as such, but is the significant
repeating of one or more of the constituent features of [one] clause...
within the structure of a second...This repetition provides a clause

constant whereby the nature of the new information is recognised

and its importance to the context assessed. In such repetition,

there are obligatory changes or additions to the repeated clause

structure which give it new meaning as clause. These have been

called replacements (Dixon 1965, Quirk et al. 1972, and Winter 1974).

It is this semantic process which gives systematic repetition its

significance between sentences.” (Winter, 1979, p.101 in Hoey, 1991a,p.18)

Thus, ‘...Winter's use of the term replacement is quite distinct from that of some other
linguists. It refers not to the physical replacement of one word by another, as happens when a
pronoun ‘replaces’ a noun in a later sentence, but to the provision of new information in a
context that has been previously presented’ (Hoey, 1991a, p.18). There are two types of
replacement: symmetrical and asymmetrical. Examples of each are given below:

Example 11 - Symmetrical Replacement

“Pressure built up on all sides: his father, a ‘moderately successful plumbing
contractor’ (said Time) demanded performance. His mother, who left her
husband in Florida and moved to Austin to be near her son, demanded love.

Whitman could provide neither.”
(New Statesman 12.8.66: 220, taken from Winter 1979 in Hoey, 1991a, p.18)

Hoey (1983 in Hoey, 1991a, p.19) diagrams the relationship in the passage above as shown
in Figure 5.8 below:



115

Figure 5.8 Relationships in Symmetrical Replacement

His father demanded performance
His mother demanded love
Repetition His demanded
Relacement * *
Constant His parent  demanded response by him
Variable which sex what kind of response

Hoey reports that ‘Winter notes that the important replacement in this pair of sentences is
that of performance by love’ ....although “The first replacement of father by mother sets up
the potential for a comparison, since both items are from a small and recognized kinship set
and occur with the repeated possessive his...” (ibid., p.19).

Example 12 - Asymmetrical Replacement

“...she took just two years to reduce me to a state of nervous breakdown,

and she did this by a combination of just those characeristics which

prejudice allots to women at work: emotionalism, capriciousness,

selfishness and pettiness.”

(The Guardian, letters 26.5.67; taken from Winter 1979 in Hoey, 1991a, p.20)

Hoey points out “Whereas symmetric replacement presupposes that changes will be made
within the existing clause, asymmetric replacement occurs when a clause is repeated and
something is added to it” (ibid., p.20). Thus ‘The clause she did this repeats in its entirety the
previous clause, so as to focus attention on the diatribe against women contained in the
delayed adjunct. This Winter terms ‘replacement by addition’.

Hoey further comments that ‘Winter seeks to achieve ..interprcfation of pairs of sentences
in a text, making use of the way grammar and cohesion interact in the context’ (ibid., p.20).
However, Winter’s work is limited to short texts so to study the relationship of cohesion and
large-scale patterning in text, “...we shall need an analytical technique that will permit the
handling of large stretches of text” (ibid., p.21). This is relevant to the present study since
whole composition texts not parts or extracts were the material for the analysis. Hoey moves
on to Phillips’ (1985) work for an understanding of relationships over larger stretches of text.

Hoey (1991a) first draws some conclusions from Hasan’s (1984) and Winter’s (1974,
1979) work which are also relevant to the present research:

‘1. If cohesion is to be interpreted correctly, it must be interpreted in the
context of the sentences where it occurs.

2. We are more likely to arrive at a satisfactory account of how cohesion works
if we concentrate on the way repetition clusters in pairs of sentences.

3. It is the common repeating function of much cohesion that is important,
not the classificatory differences between types of cohesion.
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4. There is informational value to repetition, in that it provides a framework,
for interpreting what is changed.
4. Relations between sentences established by repetition need not be adjacent

and may be multiple.” (p.20)

3. Phillips (1985)

Hoey (1991a) reports that Phillips’ (1985) main contribution is his finding of the network
patterns of collocation stretching over long distances over chapters in science texts. Although
Phillips” work was not focused on cohesion, since the collocations were based on repetition of
words it could be considered so.

The significance of the work, however, lies in the intercollocations (e.g. ‘if a is shown to
collocate with b and ¢ there must have occurred a number of sentences in which a, b, and ¢
were repeated in close proximity to each other.’) which ‘is a crude measure of the

interconnectedness of cohesive chains’ (ibid., p.22). Figure 5.9 shows example collocations.

Figure 5.9 Intercollocation Network

similar O ) analysis
G
use
circuit v O amplifier

(Phillips, 1985 in Hoey, 1991, p.21)

An added significance is that the collocations form nets which varied over chapters
indicating that “...collocation is text-sensitive and that clusters of repetitions occur irregularly
(and therefore significantly) at long distance” (ibid., p.22). Hoey cites Phillips’ example which
shows the °‘...relationship between similar goups of intercollocations.’ (ibid., p.22) in Figure
5.10.

Hoey explains ‘Since networks vary from chapter to chapter, the presence in any two
chapters of networks closely resembling each other can be used as a measure of the closeness
of relationship of those chapters. Phillips argues that this may lead to an overall pattern of

linkage among chapters. Thus, working from diagrams [Figure 5.10], Phillips is able to
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represent the relationships among chapters in terms of the number of related networks they
have” (ibid., p. 23).

However, Hoey points out that what is significant is the number of networks and the links
between them. Where Phillips showed significant long-range connections between chapters,
Hoey shows links between sentences.

Figure 5.10 Relationship of Intercollocations

consider

order small small

variation

variation

arbitary Qe arbitary independent

stationary vanish

(Philips, 1985 in Hoey, 1991a, p.22)
“Operating the conservative criterion of at least three links [Phillips had found linkage of
up to 23 sometimes] allows him to represent (part of) the organization of one textbook” (ibid.,
p.24). The significant links between a few of the chapters cited in Hoey are shown in Figure

5.11 below:
Hoey describes the relationship among the chapters.

“...there appear to be three patterns of relation between the chapters, patterns that he terms
‘segments’. [the organization into 1,2,3 is the researchers’]

1. “The sequential segment occurs when we have a succession of linked chapters, the first of
which contains only prospective links and the last of which contains only retrospective links....

Chapters 2,4, and 13”
2. The synoptic segment occurs when one has two non-consecutive chapters linked, the first

prospective, the second retrospective... Chapters 1 and 13”
3. The last, the isolated segment, occurs when a chapter has no links with any others..Chapter

3" (ibid., p.23).
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Hoey (1991a) comments that “The novel claim is that this vocabulary (‘...chapters with
shared content will also share vocabulary’) is tightly organized in terms of collocation and that
in broad terms it allows the identification of topic opening and topic closing and of the text’s
general pattern of organization. In short, he [Phillips] is claiming (or at least it can be claimed
for him) that systematic repetition organizes book-length texts through collocation...” (ibid.,
p-24). Thus, Hoey concludes “..understood aright, cohesion is of the greatest importance in
text organization” (ibid., p.25).

Figure 5.11 Links among Chapters

CH3
Energy and
angular
momentum

CH1
Introduction

CH13
Hamiltonian
mechanics

CH2
Linear
motion

CH4
Central
conservative
forces

(Phillips, 1985 in Hoey, 1991, p.24)

Hoey (1991a) summarizes the foregoing work The italics are the present researchers’.

‘The implication of the work of Hasan, Winter, and Phillips is that cohesion
does contribute to coherence, is directly relevant to the interpretation of pairs
of sentences, and does produce a form of text organization. What is therefore
needed is a way of describing it that will reveal the cohesive harmony that
Hasan discusses, the repetition replacement relations that Winter describes,
and the long-distance organization that Phillips point to. In short, we need

a description that harmonizes these insights.’ (p.25)

Chapter Seven provides a summary of Hoey’s (1991a) ‘description that harmonizes these
insights’ and an adapted description necessary for the analysis used in the present study.
VI. Studies in Cohesion

Selected relevant studies in cohesion are reviewed in this section. Although it is difficult

to classify studies as they often overlap, they will be discussed according to their major focus:
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1) the relation between cohesion and writing quality, 2) the relation between cohesion and
coherence, 3) the relation between cohesion and genre and 4) studies on Arabic non-native
students’ texts. Studies in lexical cohesion are included under the general heading of
cohesion.
A. Relation between Cohesion and Writing Quality

One major aim of the study of cohesion in student texts is to see how skilled writers
produce texts. Then less proficient writers could be given relevant instruction to improve their
writing. Shaughnessy’s (1977b) study of skilled and unskilled college students revealed that
skilled writers had ‘hidden features of competency’. There have been many studies of cohesive
devices, one ‘hidden feature of competency’, in ‘poor’ (or low rated) and ‘good’ (or high
rated) writing (Chambers, 1981; Fanning, 1981a,b; Williams, 1984; Yde, 1985; Weisberg,
1986; Yang, 1989; Jafarpur, 1991; Farghal, 1991, among others). Some of these studies are

summarized in Table 5.1. The focus column in the following tables indicates how cohesion is

interpreted in the particular study.

Table 5.1 Summary of Studies - Relation between Cohesion and Writing Quality

Researcher(s) Date Subjects/Texts Focus Findings
Witte & Faigley 1981 SH&SL H & H (1976) | Significant higher frequency of
college essays Conjunction, | conjunction/reference in H. H:Less
reference, repetition/more lexical collocation
lexical cohes.
Cooper 1984 in | 400 persuasive | H & H (1976) | No significant relations. H: more
Hamdan | freshman essays | cohesive varied cohesive ties than L.
1988 categories
Hamnett 1986 316 college Static and Low positive correlation between
essays Dynamic ties | counts of different ties and holistic
scores
Yang 1989 2 essays H & H (1976) | Relation between cohesive chains
and writing quality
Jafarpur 1991 38 college H & H (1976) | No significant relation between text
essays (9H;12M; | adap.cohesive | quality (holistic scores) and the
17L) categories frequency and type of cohesive tie
Significant relations were found
in H texts
Neuner 1991 40 college H& H(1976) | No significant relation between
essays cohesive frequency of cohesive ties and text
(20H/20L) categories level. Greater distance between
cohesive items , lexical variety and
maturity of lexical choice in H texts
Ferris 1994 160 essays Syntactic and | Greater variety of lexical items in H.
lexical items | Positive correlation : synonymy/
antonymy and essay holistic scores
Less reliance on repetition and more
complex syntactic structure in H.
Engber 1995 66 college lexical Significant correlations between
essays richness holistic scores and lexical variation
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Granger & Tyson 1996 International Connectors Higher frequency of complex
Corpus of e.g. however, | connectors e.g. therefore, however
Learner English | thus, indeed, in native texts

essay writing of | therefore etc. | More genre specific studies needed
native/ non.nat.
89,918 words

H & H = Halliday and Hasan H = high rated texts; L=low rated texts

Although the findings indicate that there seems to be no or little correlation between
frequency counts of cohesion and quality of texts through the holistic ratings, the high-rated
texts show a higher frequency use of lexical variation and more complex type cohesion than
those in the low-rated texts. In fact, Witte and Faigley’s (1981; study found that lexical
cohesion alone comprised about two thirds of all the cohesive devices in all texts (showing it
to be quite significant) with the high rated texts indicating more lexical density and
collocations. More specifically, poor writers have fewer immediate and mediated ties, fewer
types of conjunctives, and fewer third person pronouns with more redundancy without adding
new information or refining meanings as better writers do. This suggests for Witte and Faigley
that the poorer writers do not establish strong bonds between cohesive ties. Although this is a
different concept of distance to that in the present study (where longer distances between
cohesive links showed maturity in writing), researchers were beginning to focus more on the
way cohesive devices function over text (e.g. Neuner, 1991; Hoey,1991a) rather than on
counts. Thus, for Witte and Faigley, indicators of writing quality are the writers’ invention
skills rather than quantitative analyses of cohesion. Harnett (1986) comments that °...simple
counts of either types or instances of all cohesive ties cannot be a completely effective index
of the quality of prose’ (p.151). Weissberg’s (1984) finding that explicit intersentential
cohesion devices were not used in almost one-quarter of the opportunities presented also
confirms this and his comment, even at that time, suggests that the need to study cohesion
differently.

‘Although cohesion has been reported to be an important element in good writing
(Witte and Faigley 1981), it should not be assumed that students will necessarily produce
readable texts simply by scattering a certain proportion of repeated words or anaphoric
pronouns in the topic portions of their sentences.’ (p.495)
B. The Relation between Cohesion and Coherence
Since one of the main objectives in teaching/learning writing is coherence, researchers have
attempted to study how the surface features of different categories of cohesion contribute to
this. This is best expressed by Granger and Tyson (1996):

‘...coherence should be the primary discourse consideration: no matter how much
students study connectors or any other aspect of cohesion, an incoherent message
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will always remain so. However, increased mastery of cohesive devices will certainly
help students to express relations more clearly. We hope that heightened awareness
of the semantic, stylistic, and syntactic properties of connectors will lead students to
think more carefully about the ideas these connectors are linking.” (p.26)

Some studies that have attempted to find the relation between cohesion and coherence are

variety of lexical cohesion

summarized in Table 5.2.
Table 5.2 Summary of Studies - Relation between Cohesion and Coherence
Researcher(s) Date Subjects/texts Focus Findings
Using H& H 1976
Evola & Lentz 1980 94 college Conjunctions, No significant relation between
essays pronouns, cohesion and coherence rated
(Arab/Farsi) articles -holistic | holistically and discrete point
and frequency Holistic better indicator of
objective ratings | proficiency than discrete point
Jacobs 1982 11 medical Coherence: HT:relevant and detailed/MT:
students - Relevance/detail | detailed only/LT:relevant only
academic texts HT more coherent
Tireney&Mosenthal | 1983 12 th graders | Variety of Significant cohesive differences
essays cohesion devices | between discourse modes: more
reference links in narratives/
more lexical links in exposition
No significant relation between
cohesion and coherence ratings
Connor 1984 6 argument Cohesion: No significant relation between
college essays | H & H (1976) cohesion and coherence
Quantity and No differences between native
quality - not and non-native use of cohesion
distance Native texts indicated use of a

McCulley 1985 493 persuasive | Primary-trait Low partial significant relation
essays-high coherence scale | between holistic essay score
school level and coherence holistic score

No significant relation between
Variety of frequency of cohesion and
cohesion devices | coherence ratings

H: more lexical features of

synonym,hyponym ,collocation

Parsons 1991 8 non-native Coherence based | Significant higher frequency
and 8 native on Hasan's of significant interacting
post-graduate | (1984) chains of | chains in native texts
essays cohesiveharmony

Significant relation between
central token chains and essay
rank scores suggesting that
cohesion contributes to the
coherence of texts

Hoey 1991a 2 selections lexical cohesion | Lexical cohesion contributes
textbook/ (see Chapter 7) to text coherence and text
newspaper organization

Hoey 1991b | 2 selections lexical cohesion | Lexical cohesion contributes
textbook/ based on Hasan’s | to text coherence and text
newspaper (1984) chains of | organization

cohesiveharmony
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Using Other

Hagen 1965 in | College vs Transitions No significant relation between
1971 professional rank order of frequency of
transitions and  coherence
scores: transitions not
necessary indicators of
coherent writing

Bamberg 1984 2,698 high Holistic (1-4) Significant correlation between
school essays | coherence scale | essay holistic scores and essay
coherence scores

Connor & Lauer 1985 50 UK&S0 US | Coherence:focus { Low positive relation between

high school context,grammar | coherence and holistic essay
essays cohesion, scores with cohesion indicating
organization the lowest coefficient
Wikborg 1985 in | 144 college Coherence: topic | Identifies problems: ambiguous
Hamdan | essaysin five | structuring and and incorrect use of cohesive
1988 disciplines cohesion ties; paragraphs are incoherent

H & H = Halliday and Hasan H=high rated texts; M=mid rated texts; L=low rated texts

It is obvious from the findings, that although cohesion devices are not necessarily indicators
of coherent texts and native and non-native speakers show comparable frequency, the
patterning and types of cohesion indicate more coherence and thus more proficient writing.
While early work in the field found little or no correlation, work in the 1980’s began to find
relations between cohesion and coherence beginning with Hasan’s (1984 in Hoey, 1991a)
work on chains of cohesive harmony (Halliday and Hasan, 1989; Cox et al. 1990, 1991,
Spiegel and Fitzgerald, 1991 in Grabe and Kaplan, 1996; Granger and Tyson, 1996; Parsons,
1996; Hbey, 1991a, b). Some drawbacks of many of the studies may result from the use of
holistic ratings and to general descriptions of cohesion and coherence features. Where low
correlations were found, it is noted that the researchers’ method of analysis is more in depth
with the features more fully described. However, most studies point to the need for further
research. This is summed up by Ehrlich (1988):

“That empirical studies have often found no correlation between cohesion

and coherence does not necessarily reflect a lack of causal connection

between the two. Rather, such results may merely reflect the ill-defined

nature of cohesion norms in English discourse” (p.117)

C. Relation between Cohesion and Genre

More recent studies of cohesion have noted that findings to be valid should relate to the
specific genre under analysis. Although the above studies on the relation between cohesion
and writing quality and coherence are genre specific in that they deal mainly with the

expository texts of EFL students, recent studies focus on contrasting the types of cohesive

devices in different genres. Granger and Tyson (1996) note the following:
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‘Many features of language are exremely genre-sensitive, so the type of task set
will significantly alter the results obtained. Therefore, if meaningful statements are
to be made about difference in usage, the types of discourse under study must be

comparable.’ (p.18)

They further point out that the essay provides a suitable data base.

‘The other obvious attraction of studying essay writing is that it provides complete texts
which are particularly well suited to the study of cohesion, coherence, and other textual
problems which remain prevalent at an advanced level (ibid., p.18).

Table 5.3 summarizes some of these studies.

Table 5.3 Summary of Studies - Relation between Cohesion and Genre

Researcher(s) Date | Subjects/texts Focus Findings
Johns 1980 20 letters; H & H (1976) | Highest frequency of lexical
selected reports | cohesion cohesion: letters 46%; reports:
& business texts | categories 79%; textbooks:79%
Synonyms vary according to
discourse type; highest freq. of
reference and conjunctions in
letters
Norment 1982 180 college cohesion Native texts are better
essays - native organized
Vs non-native Frequency and percentage of
use of cohesive devices differs
in narratives and exposition
and across student groups
Smith et.al. 1983 16,000 word Conjunctions | Conjunctions vary with genre
samples:Brown Highest frequency in fiction
English Corpus and religion than journalism
and science
Stotsky 1983 3 textbook H & H (1976) | Higher frequency of lexical
selections/2 high | cohesion cohesion in H text
school essays categories Limitation of H & H categories
Jordan 1984 Over 100 texts Various types | Signals vary with discourse
in professions of rhetorical structure and help to make
signals texts coherent
Nunan 1995 30 graduate Coherence: Inappropriate use of resources
science reports cohesion & Cohesion and coherence
topicalisation | resources of writers should be
examined as they interact in
discourse

H & H = Halliday and Hasan H = high rated text L = low rated text

The findings indicate that cohesive categories vary with text genre and lexical cohesion is an
important resource in expository text types. Researchers advise that cohesion studies should
take into account the specific discourse being analyzed (Stotsky, 1983, Harnett, 1986,
Granger and Tyson, 1996). Harnett (1986) comments that researchers should not just adopt

cohesion taxonomies that have been outlined for descriptive linguistic purposes (e.g. Halliday
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and Hasan’s, 1976) but should reconsider the ways of analyzing cohesion according to their
function in compositions.
D. Summary of Studies on Cohesion

From the foregoing studies, a few points can be summarized:

1. Frequency counts of cohesion are not a necessary indicator of coherence or

writing quality.

High and low rated texts have varied uses of lexical cohesion.

Genre and topic may influence the frequency and variety of lexical cohesion in texts.
Total dependency on holistic scoring may not reveal significant findings.

High-rated texts indicate denser use of cohesive ties, variety of cohesive

types and less repetition.

nwhwn

Harnett (1986) says:
‘Using cohesive ties successfully is apparently not easy. Both good and poor
writers may use the same kinds of cohesive ties, but they use them differently.’ (p.143)

‘Cohesion is a means to an end, not the end itself. ... The success of a writer’s prose

depends upon much more than successful use of any cohesive devices. Nevertheless,

these features and their distinct uses can help us to describe how readers understand and

writers control the textual structure that express rhetorical development in written

discourse.’ (p.152)

Thus Granger (1996) advises that in studying learner language ‘...it is necessary to combine
a quantitative and a qualitative approach, comparing frequency and semantic/syntactic
use’(p.17). It is left for future research to explore this field further as our textual world
becomes more specialized. There is a definite need for more precise methods to analyze
cohesive devices in discourse more meaningfully.
VII. Studies on Arabic Speakers’ English Texts

Although studies in cohesion on Arabic speakers English writing is very limited or non-

existent, some research done in the Arab world has been enlightening in indicating the various
writing problems that students have. Connor (1996) in summarizing the research on Arabic
students’ writing mentions that ‘...research on writing in Arabic has focused on syntactic
constructions’ (p.37). These will be outlined below according to studies in 1) the Arab world
and 2) Lebanon, in order to show the need for more research.
A. In the Arab World

The problem of the teaching/learning of English as a foreign language in the Arab world
is best described by Bader (1992, p.223).

“Language courses, i.e. courses designed to enhance the students’
basic language skills (reading, writing, speaking, and listening)
although acknowledged by many as the most important courses

in an English department (see Jawad 1983; Munro 1983; Ruiging
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1986), have been found to be ‘underrepresented’ (Zughoul 1986,
p-11), the ‘weakest’ and ‘inadequate’(Ibrahim 1983, p.24, p.26).”

In reference to writing, a number of researchers and linguists have carried out studies

1983) Some of these studies are summarized in Table 5.4 below.

Table 5.4 Summary of Studies on Arab Non-Native Students’ Texts (in Arab World)

and/or summarized the work done on Arabic speakers’ texts (see for example Mattar, 1978;
Kaplan, 1966, 1967, 1972; Al-Chalabi, 1984; Holes, 1984; Al Jabouri, 1984; Swales and
Mustapha, 1984; James, 1980; 1990; Doushaq, 1986, Hamdan, 1988; Purves, 1988; Shakir,
1991; Sa’Addedin and Akram,1989, 1991;Kharma and Hajjaj, 1989; Connor and Kaplan,
1987; Dudley-Evans and Swales, 1980; Connor, 1996). They all argue ‘that texts written in
English by Arab students are generally characterized by excessive use of coordination,
parallelism, repetition, and exaggeration’ (Shakir, 1991, p.399) and that there is a need for

more varied vocabulary and use of derivational forms (Thompson-Panos & Thomas-Ruzic,

Researcher(s) Date Subjects/texts Focus Findings
Arab World
Doushaq 1986 96 college Sentence, Problems in organization, unity,
essays from paragraph and | mechanics and cohesion both at
science and content levels | sentential and suprasential
arabic majors levels
Hamdan 1988 292 college Comparison of | Holistic ratings of coherence
(used H & H (1976) essays coherence and | and cohesion higher (sig. higher
cohesive categories cohesionin 2 | correlations between coherence
& an adaptation of essays:general/ | & cohesion) in essays on topics
Bamberg’s (1983) major specific | related to the students’ majors
coherence scale
Khalil 1989 20 college H & H(1976) | No significant relation between
essays and coherence | frequency of cohesion and
(Grice,1975) coherence holistic rating
Most lexical reiterations are
repetitions of the same item
Underuse of lexical variety
Farghal 1992 10 college Grammatical Teachers evaluate highly texts
cohesion that show grammatical cohesion
at expense of naturalness - not
necessary to have explicit
cohesive markers in ‘good’ texts
Other
Shakir 1991 2 college Evaluation of | Teachers equate grammaticality
essays coherence of sentences and mechanics with
coherence. Recommends more
discourse type instruction and
evaluation especially lexis and
organization
Al-Abed Al-Haq 1994 62 argument Language in Lacked organization and poor
essays general use of intrasentential and inter-
sentential transitional devices
and poor use of wording

H & H = Halliday and Hasan

H=high rated texts; L=low rated texts
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Al-Abed Al-Haq (1994) points out that some other previous research (Shouby, 1951;
Prothro, 1955; Kaplan, 1966; Atari, 1983; Onaka, 1984; Norment, 1984; Kobayashi, 1984; Oi,
1984; Kharma, 1985, 1986; and Halimah, 1991) into the problems that Arabic speaking
students have in writing in English indicate the emphasis on mechanical and sentence level
rather than on a more communicative discoursal level ( p.315-316). Holes comments (1984
in Al-Abed Al-Haq, 1994) “... that teachers of academic writing should be acquainted with
the difficulties that face the advanced Arab learners whose writing is ‘relatively free of gross
grammatical error’ but has a ‘persistently un-English “feel” to it” (p.308).

Some research has shown that Arab students’ use of vocabulary and lexical cohesive
devices are limited and lack variety (Mattar, 1978; Dudley-Evans and Swales, 1980; Khalil,
1989). In comparing the relative difficulty the students have with the different components of
the writing skill, Al-Abed Al Haq (1994) reports:

‘Within this continuum of difficulty, the most difficult components for the sample

are ..quantity.., argumentativeness..thesis statement..whereas the least difficulty are

..unity..relevance..grammaticality. Between these two ends of the continuum
fall ..cohesion..wording..and coherence’ (ibid., p.312).
B. InLebanon
Although the Lebanese language situation differs from that of other Middle Eastern
countries in that students also study French as a second or foreign language along with
English, many of the problems that Arab students have in their writing are applicable to
Lebanon’s university students and to those in the LAU/EFL Program. In EFL Programs at
the university level in Lebanon, there are complaints from teachers and administrators that
students’ writing has an ‘un English feel to it’. Two comments from Kaplan’s (1966) early
article are still relevant and adequately sum up this situation
‘There is a general complaint among EFL teachers especially in the university that the
students’ performance in writing is not satisfactory.’ (ibid., pp.3-4).

Kaplan points out that even though students may have control of the syntax,

Students ‘...have still demonstrated inability to compose adequate themes,

term paper theses and dissertations. Instructors have written, on foreign
student papers, such comments as ‘The material is all here but seems somehow
out of focus’or ‘Lacks organization,” or ‘Lacks cohesion.” And these comments
are essentially accurate. The foreign student’s paper is out of focus because

the foreign student is employing a rhetoric and a sequence of thought

which violate the expectations of the native speaker.’
(ibid., p.308)
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Although the issue of interference of L1 has been questioned by many researchers including
Kaplan himself (see Chapter Two), his comment is still very true of many Freshman I students
at LAU (see Chapter Eleven). However, to the researchers’ knowledge no studies have been
carried out on students’ writing in Lebanon at both the university and pre-university levels
except for a few M.A. dissertations at the American University of Beirut. This sad situation is
probably a result of the long civil war which lasted from 1976 to 1991, a period when
discoursal research expanded in other countries. Table 5.4 summarizes the few studies carried

out related to the present research.

Table 5.5 Summary of Studies on Arab Non-Native Speakers’ English Texts (in Lebanon)
Researcher Date Subjects/texts Focus Findings
Carthy 1978 132 high Transitions No significant differences in
school essays e.g. however, frequency of use between native
native vs non therefore, non native texts
native inaddition etc. | More complex transitions used
in H texts.
Bacha 1979 | 300 coliege Transitions Significant improvement on post
students e.g. however, test-objective after use of special
in addition, designed material on transitions
therefore, etc. | in experimental group
Khoury 1981 200 college Instruction in | Significant higher frequency of
essays Transitions transitions in essays in the
experimental group

The findings indicated that high rated texts showed a more complex use of transitional
words (one type of cohesion device) than the low rated texts. The studies also argue that the
difficulty that Arabic students have in using transitional words is more developmental than
interference from L1 and that semantically designed materials improved students’ use of these
devices in both an objective and composition assignment. To the researcher’s knowledge, no
studies on cohesion have been carried out in Lebanon.

One other type of research, however, studied the psychological and social attitudes on the
learning of English (Yazigi, 1991) in the EFL Programs at both the AUB and LAU. A
subsidiary finding of the study, partially related to the present one, is that although students
are instrumentally motivated to learn English, their performance on a direct writing sample
was rated the lowest when compared to the scores obtained on other sections of an adaptation
of the IELTS proficiency test. This finding, together with those above, supports the
observation that students do have problems in their writing and that there is clearly a need for

research into students’ writing in Lebanon. The present research on cohesion is an attempt to

fill this gap.
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VIII. Implications
It seems clear that cohesion, especially lexical cohesion, is a significant part of the

structure of texts. Although it is controversial how it contributes to the quality and coherence
of texts, there is some speculation that if different analytic methods are used, cohesion’s
contribution to text relations and coherence will be better understood and exploited by
language teaching to help students’ writing development and progress. Granger and Tyson
(1996) note this need in cohesion studies:

“There is a pressing need for large-scale studies in order to obtain a more

accurate description of cohesion/coherence problems in EFL/ESL student

writing.” (p.18)

It has been shown from the foregoing that learners in creating text face problems at both
the macro-level (over-all organization) and micro-level (sentence and clause levels). Silva
(1993) notes that L2 learners’ writing is relatively of lower quality especially in lexical variety
and sophistication and lexical cohesion at the discourse level. Lebanese students have similar
problems. Perhaps the insights from the present study in patterns of lexical cohesion in EFL
texts may contribute towards helping them write quality texts and lay the foundation for
further much needed research in Lebanon.

This chapter concludes the review of literature. Part Three discusses the research design
and methodology: Chapter Six outlines the overall research design of the study and Chapter
Seven specifically describes the lexical cohesive procedure adopted.
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PART THREE: METHODOLOGY
CHAPTER SIX
RESEARCH DESIGN

“What visions, what expectations and what presumptions...”
Gibran, The Prophet

This chapter describes the research design of the study in four parts: 1) the variables, 2)
the research questions, 3) the pilot study and 4) the main study.
I. The Variables
The independent and dependent variables are detailed below.
A. Independent Variables
1. Text Level: High, Mid and Low
The text level is the proficiency level at which the text has been assessed by faculty.
2. Students’ Study Language: English or French
The students’ study language is the second language medium through which they completed
most of their secondary education.
B. Dependent Variables
The dependent variables are concerned with the cohesive categories which are found in the
students’ texts according to the following operational criteria.
1. The frequency of the bonds in the texts when

a) two links equal one bond

b) three links equal one bond

The raw frequency of bonds is expressed as a percentage of the total number of cells in
the text.

2. The distance of the bonds (referrred to as the bond indicator) as measured by the number
of intervening sentences between the bonded sentences when

a) two links equal one bond
b) three links equal one bond
The distance of bonds is calculated as shown in Chapter Seven.

3. The frequency of the type of links as outlined in the thirteen types listed hereunder. The
raw frequency of each of the 13 types of links is expressed as a percentage of the total
number of links in the text.
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Textual Link Types (In order of importance in EFL texts
a) CP1  complex paraphrase type 1
b) CP2 complex paraphrase type 2
c) CP3 complex paraphrase type 3
d) SPP  simple partial paraphrase
e) SMP1 simple mutual paraphrase type 1
f) SMP2 simple mutual paraphrase type 2
g) CR1  complex repetition type 1
h) CR2  complex repetition type 2
i) CR3  complex repetition type 3
J) SR simple repetition
k) COR co-reference
Grammatical Link Types (In order of importance in EFL texts)
) D Deixis
m) S Substitution

(Note: CPl, 2, 3 appear hereafter in tables of results and priority scales as 1 2 3 consecutively although CP3
is the highest and CPI the lowest on the priority scale.)

II. The Research Questions
There are four related research questions given again below along with the two major aims
that they were generated from (see Chapter One). (The hypotheses based on the research
questions are given along with the main results in Chapter Nine.) The minor aims 1, 2, and 3
(see Chapter One) are discussed in Chapters Ten, Eleven, and Twelve respectively.
Major Aim 1 generated the following research question (see Chapter One):
1. Is lexical cohesion an indicator of (related to) writing proficiency in the expository
EFL texts in the Freshman English I Course?

Major Aim 2 generated the following three research questions (see Chapter One):

2. Are there differences in frequency of lexical cohesion in the holistically rated EFL
texts of high and low writing proficiency levels and study language at the same level
in the Freshman English I Course?

3. Are there differences in the distance of lexical cohesion in the holistically rated EFL
texts of high and low writing proficiency levels and study language at the same level
in the Freshman English I Course?

4. Are there differences in frequency of type of lexical cohesion in a) the whole text and
b) in adjacent sentences in holistically rated EFL texts of high and low writing
proficiency levels and study language at the same level in the Freshman English I

Course?

III. Pilot Study

The regular course work of the second semester of the academic year 1992-93 (February

- June, 1993) in the EFL Program at LAU, Byblos, was used as the pilot study which included
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the selection and evaluation of the students’ texts in the three English courses (Freshman I,
Freshman II and Sophomore Rhetoric) at four times in the semester. The pilot study is
discussed in two steps: 1) the selection of the texts and 2) the evaluation of the texts. An
overview of these two steps is diagrammed in Figure 6.1 below.
A. Selection of Texts

The selection of the texts entailed the following:

Two sets of essays in the first half of the semester:
One set of essays at the beginning of the semester referred to as the Diagnostic 1 Texts
One set of essays at mid-semester during the regular mid-semester exams referred
to as the Mid-Semester Texts

Two sets of essays at the end of the semester:
One set referred to as the Diagnostic 2 Texts (a rewrite of the Diagnostic 1 Texts)
One set during the regular final-semester exams referred to as the Final-Semester Texts
1. Rationale for Quantity of Text Samples

There were two options for the selection of the number of text samples for the analysis.
Option 1

The first option was to select two essays at each of the four exam times (Diagnostic 1 and
2, Mid and Final) having students sit for two one hour long essays, giving each student a total
of eight essays to be evaluated in each of the three of the English courses. The rationale for
this was first, the researcher would be more certain to obtain a sizeable sample of essays on
the organizational type required; that is, cause and effect since choice of organizational types
was given to the students at mid and final exam time.

A second reason for obtaining two sample essays at any given exam time was that this
would be a more reliable indicator of the student’s writing performance (White 1994; Kroll
1990a), and as there is some evidence that students may perform differently on different
occasions (Ruth, 1988, p.203-4) two samples would be a better representation of the students’
proficiency abilities. However, a major disadvantage would be that students may be fatigued
in a three hour exam (having to do a reading comprehension component as well at mid and
final exam times) which might affect their performance. Another drawback was the marking
load for teachers: they would have to evaluate two essays for each student at four different
times, risking fatigue and negative attitudes from markers. It was not possible to leave the
evaluation until the end of the semester and correct all the essays together as would be the
normal procedure for this type of writing evaluation (White 1994) since the essay writing was

a crucial part of the regular course work and students expected immediate feedback.



132

Figure 6.1 Overview of the Pilot Study
PILOT STUDY

DIAGNOSTIC TEST 1

N=301

scored (LOC)

VN

holistic  analytic

MID-TERM TEST

——Cohesion Analysis

l N=301

scored (LOC)

VN

holistic  analytic

DIAGNOSTIC TEST 2

l N=301

scored (LOC)

holistic  analytic

FINAL TEST

N=301

scored (LOC)

VN

holistic  analytic
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Another consideration was to select a sample of essays over two or three semesters from
the same students in a longitudinal type of study to see whether the students’ writing
proficiency developed over a longer period of time. This would involve one cohort of
Freshman English I students following their writing in the two consecutive semesters (after
they had taken Freshman English I) in which they are required to take Freshman English II in
one semester and Sophomore Rhetoric in another; that is, picking up their texts over three
semesters. However, this was not a feasible research design since the objectives of each of the
English courses are different, and also the essay topics in each semester would be different
which may affect student performance, and therefore any comparison could be less valid.

Considering these drawbacks, this option was discarded.
Option 2

The second option was to select one essay at the four exam times, diagnostic 1 and 2, mid
and final. Although there would be only one sample for each student at each of the four
sittings, the students could concentrate on one essay topic at a time in a longer period of time,
90 minutes, which is sufficient time for the average student at the university to complete the
essay. Teachers could then concentrate on evaluating fewer essays. Since the researcher
wanted to analyze the cause-effect organizational type, there was the possibility of students
not choosing the cause-effect organizational mode at either mid and final essay times (choice
of two topics being given). However, since only a sample of student texts would be used for
the cohesion analysis, this did not pose a serious drawback; a significant sub-sample of
students was fairly certain to choose the cause-effect mode. This option was chosen at the
time for the selection of the texts for the pilot study.

2. Selection of Diagnostic 1 Texts

As part of the regular Spring 1993 program, on February 20, 1993, all students who had
registered in the EFL Program in the Freshman English I, Freshman English II, and
Sophomore Rhetoric English classes sat for a 90 minute pre-scheduled 500-600 word essay
under controlled exam conditions, referred to hereafter as the Diagnostic 1 Text. The
procedure for administering the Diagnostic 1 and 2 Texts in the three English courses
involved a few considerations mention below.

First, students had been told prior to the exam that the purpose of the diagnostic essay was
to determine their weaknesses and strengths so that the most appropriate instruction in the
classrooms could then be given. They were also informed that the essay would receive a score

which would be computed as part of their final course grade. In this way, students would be
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encouraged to participate and perform seriously. Neither the teachers nor the students were
informed that the essays would be used later for research purposes as this might have
influenced not only student performance but teacher evaluation of the texts. The researcher
was interested in maintaining the regular program and thus a realistic situation. However, the
teachers were involved in setting the topics and in the administrative and evaluative
procedures as part of the regular program. As White points out (1994, p.252), ‘Those
teaching the classes must be involved in developing the test specifications.’

Second, since there is evidence that students may perform differently depending on the
topic (Hoetker, 1982; Ruth and Murphy, 1988; White 1994, Hamps-Lyons 1991, Kroll 1990)
each English course was given one topic to write on so that students’ writing proficiency
could be reliably compared within each course (see Appendix F). The topics were on general
subjects that the students could easily relate to and not need to draw on specialized
information. It has been found that general topics related to the students’ own experiences are
more appropriate than more specific topics for diagnostic testing purposes (White 1994,
Hamps-Lyons 1991). The prompt was ‘simply’ and clearly written so that students would not
be confused (Brossell, 1983) and an open structure used allowing students to develop their
ideas according to their knowledge and experiences, best suited for diagnostic purposes
(Smith et.al., 1985). Since research has also shown that the organizational mode affects
performance (Quellmalz et.al., 1982; Carlman, 1986; Kegley, 1986) one mode, cause-effect
was chosen for all courses. It had been found students could handle it adequately and it is
one of the main types learned in the Freshman English Courses and a pre-requisite for the
advanced course, Sophomore Rhetoric in argumentative writing and other types of writing at
the university.

Table 6.1 indicates the organizational types used in the topics at the four essay sittings.

Table 6.1 Organizational Types Used in Essay Topics - Pilot Study

English Course | Diagnostic1 | Mid-Exam Diagnostic 2 | Final-Exam
Freshman I Cause-Effect | Narration Cause-Effect | Cause-Effect or
or Illustration Comp./Contrast
Freshman II Cause-Effect | Cause-Effect or | Cause-Effect | Cause-Effect or
Illustration Comp./Contrast
Sophomore Cause-Effect | Argumentation | Cause-Effect | Argumentation
Rhetoric

Third, although there are individual differences, as a group niriety minutes is considered

ample time for students to write a 500-600 word essay satisfactorily (Caudery, 1990; Kroll
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1990b). Students at LAU are accustomed to test taking situations. Since their high school
years, they have regularly taken exams under similar conditions. In fact, students were
accustomed to sitting for the Diagnostic essay each semester as part of the regular program,
but this was the first time it was carried out so rigorously. Kroll (1990b) also maintains that
exam conditions do not necessarily affect students negatively and White (1994) confirms that
if the prompt is clear, students will be able to perform their best .

Fourth, specially designed exam booklets were used so that there would be maximum
objectivity in evaluating the essays: students’ and raters’ names could be covered during the
scoring process. Also, they provided students with draft paper for any preliminary work.
Very importantly, the appearance of the booklet format was more formal than previous ones
and thus was likely to be interpreted by students as being more objective and more serious. In
fact, many students confirmed this verbally.

Fifth, to reduce familiarity between the students and their class teachers, the latter
proctored other than their own sections. Common administrative directions were given in all
test rooms before the students began writing.

The Diagnostic 1 texts were then scored by the teachers and then recorded (see section B.
later). Although some reseach has shown that Arab non-native writers show weaknesses
when writing in the English script which has been noted to influence raters’scores (Sweedler-
Brown, 1992), the essays were not typed so as to keep the evaluation as realistic as possible.
The total mean scores of each of the three courses on the Diagnostic 1 essay test (Tables 6.3-
6.5) clearly show that the lowest was attained by the Freshman English I students, 64.4%
(referred to as a D by the university grading system) which is cons;dered by the university an
unsatisfactory performance level.

3. Selection of Mid and Final Exam Texts

Two other writing samples were obtained from the same students at mid-semester (after
one and a half months) and final semester exam time (after three months) when all students
have to write an essay along with a reading comprehension component. The essays were
given under the same conditions as Diagnostic 1 (see section 2. earlier) and scored in the same
way as the Diagnostic 1 had been (see section B. later). Since these were the mid-semester
and final-semester exams, students were given a choice of two topics according to the
organizational types they had studied so far in the courses (see Appendix F). It is recognized
that students do not necessarily perform the same on different tasks and giving them a choice

at mid and final time would give the students the opportunity to do their best. (White, 1994,
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p-253). Tables 6.3-6.5 indicate the mid and final exam mean essay scores. Again, the
Freshman English I mid and final mean essay score of 64.4% (when the mid and final are
computed together) is the lowest in comparison. |
4. Selection of Diagnostic 2 Texts
A final fourth essay sample was obtained from the same students at the end of the semester
a few weeks before the final-semester exam. Students were given the same booklets they had
used in Diagnostic 1 and were directed to re-write the essay on the same topic in the same
booklet, hereafter referred to as Diagnostic 2 Text. They could refer to their first essay if they
wanted to. The Diagnostic 2 essay had to be given before the final-semester essay exam as
students’ final exams are strictly scheduled by the University Registrar’s Office leaving no time
for any additional large scale exams after that date. The same procedure in administering (see
section 2. earlier) and scoring the exam (see section B. later) was used as that of Diagnostic 1.
Students were informed that the higher grade obtained, either on Diagnostic 1 or 2 would be
calculated as part of the total course grade. Tables 6.3-6.5 indicétc the mean Diagnostic 2
scores, and again, the Freshman English I mean score of 67.8% is the lowest. In fact, the
mean scores of all four Freshman English I tests remained in the D range; that is, between 60-
69%, which is considered unsatisfactory performance by the university.
B. Evaluation of Texts
The evaluation of the texts consisted of three steps: 1) holistic, 2) analytic and 3) cohesion.
1. Holistic Evaluation of Texts
In light of research on holistic evaluation (see Chapter Three) an essay evaluation instrument
that had been used at LAU, Byblos, for the past five years was revised for use in the present
research (see Appendix E). Although it is not the purpose of this study to validate the writing
evaluation criteria, the instrument was revised so that it would be a more reliable and valid one
in assessing students’ texts into high and low proficiency levels. This procedure follows the
precedent of Mattar (1978) who used in-house evaluation criteria to determine the high and
low texts before he scored the texts for coherence quality.
In order to make the scoring more objective and reliable, the following procedure was
followed in the program for all four holistic essay evaluation sessions:
a. General Administrative Procedure
i. A schedule of first and second readers for each course and section was distributed to all

readers. First readers were the class teachers of the section. Second readers were those who
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had been with the program the longest, were more experienced and full-time faculty teaching
staff. The first and second readers remained the same for the four sessions.

ii. A few informal practice evaluation sessions were held prior to the scoring of the essays to
discuss the evaluation criteria in the light of benchmark texts. Benchmark texts are those that
are agreed upon by the evaluators to represent the different levels of the scoring criteria and
are guides for the evaluators during the scoring process. These benchmark texts were
identified from the students’ exam texts.

ili. The first markers and then the second markers would indicate and cover their scores in
the place provided on the back of the essay booklet. In this way, the two readers would not
know the score given by the other.

iv. The results of each essay session were then recorded on the SPSS spread sheet.

The above essay evaluation procedure was not totally new to the teachers. It had been an
informal practice in the program whereby teachers would on many occasions read each others’
students’ essays and comment on the level and others also had had practice in the procedure in
institutions abroad. Thus, the teachers were familiar with the strategy when it was
systematically applied.

b. Holistic Essay Evaluation Procedure

Each essay received two holistic scores out of 100 according to each of the two readers’
rating of the essay. Table 6.2 represents the scoring scale used for evaluating the essays and
used also by the university in all disciplines.
Table 6.2 Holistic Scoring Scale

Scale Holistic Letter Rating
5 90-100 A Excellent
4 80- 89 B Good
3 70- 79 C Satisfactory
2 60- 69 D Fair
1 Below 60 F Poor/Failing

All essays were scored according to final course objectives except for the mid-semester
essay which was scored according to the material that had been covered up to that point. The
final grade for each essay was the mean of the two readers’ scores. If there were any
discrepancies which was a difference in the level of A, B, C, D or F mentioned in Table 6.2, a
third reader was required and the two closest scores were then averaged.

Tables 6.3-6.5 indicate the number of students initially registered in the three English

courses and the actual number of students who sat for all of the four exams (referred to as FN
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in the tables below). Out of the 366 students registered over all courses, a FN of 301 sat for
all four tests, an 82% attendance. The mean scores of the essay tests are also indicated. The
lowest total mean scores appeared in the Freshman English I classes, thus confirming the
general weakness in writing at this level and, therefore, more justification to focus on this level

in the present study.

Table 6.3 Freshman English I Population and Mean Scores of Essay Tests - Pilot Study

Section N FN Dl MT D2 F
1 18 12 7025 61.72 71.50 72.40

2 28 25 67.52 66.74 60.26 71.32
3 17 13 59.56 5938 67.60 60.90
4 22 18 6591 66.81 74.70 69.40
5 11 7 60.07 62.00 66.08 65.30
6 24 20 64.39 55.10 6836 60.80
7 27 19 62.74 6490 6640 64.26

Total 147 114 64.35 6238 67.84 66.34

Table 6.4 Freshman English II Population and Mean Scores of Essay Tests-Pilot Study

Section N FN D1 MT D2 F

1 17 13 62.34 66.65 71.69 70.21
2 21 18 67.54 61.13 73.19 68.99
3 28 27 63.45 62.17 6622 67.57
4 14 10 66.95 60.65 7090 71.61
5 22 16 67.50 65.14 73.00 70.38
6 19 14 60.84 57.29 68.71 67.92
7 31 29 67.10 62.85 73.73 69.78

Total 152 127 65.10 6227 71.06 69.50

Table 6.5 Sophomore Rhetoric Population and Mean Scores of Essay Tests-Pilot Study

Section N FN DI MT D2 F

1 31 30 65.27 72.07 73.50 70.22

2 22 18 72.61 70.595 78.22 72.13

3 14 12 69.10 6230 72.58 68.30

Total 67 60 68.99 6832 74.77 70.22
N = Initial number ofstudents registered

FN = Final number ofstudents
Dl - Diagnostic I Essay

D2 = Diagnostic 2 Essay
MT- Mid Term Essay

FT = Final Essay
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¢. Correlation between Raters’ Holistic Scores

Since initial selection of texts would be made from the Diagnostic 1 texts, reliability of
scores was significant. Correlation statistical tests were carried out between the two raters’
scores for the Diagnostic 1 texts in Freshman I and II courses to check how consistent raters
were in their evaluations. Since the scores did not show a normal curve, the Spearman Rank
Correlation Coefficient statistical test was carried out on the holistic scores and correlation
coefficients of p=.4921 were obtained for Freshman English I and p=.6675 for Freshman
English II, both at very high significance levels of p=<.001. Although the results are positive
and highly significant, the strength of the relationship between the two raters’ scores is not
very strong. Thus, it could not be concluded that the mean essay scores obtained are reliable
indicators of the students’ writing level. More practice evaluation sessions using the above
evaluation procedure would be necessary.
2. Analytic Evaluation of Texts

Each essay was also analytically rated by the EFL Program’s Writing Evaluation Criteria for

language (L), organization (O), and content (C) (used interchangeably with LOC hereafter)
on a scale of 1 to 5, with 5 representing the highest score (see Appendix E). The essays were
again evaluated as final semester products except for the mid-term ones. The first and second
readers’ scores were then averaged. The analytic evaluation was included as often students’
performance is not the same in the different writing areas (Kroll, 1990a), and it was important
for the teachers to find out in which areas the students exhibit strengths and weaknesses. All
scores were recorded on the SPSS spreadsheet in the computer.
3. Cohesion Analysis of Texts

A sample of ten texts chosen randomly (2 with a D grade, 2 with a C grade and 1 with a
B grade) from the Freshman I (5 texts) and Freshman II (5 texts) were analyzed 1) according
to the cohesive categories of Halliday and Hasan (1976). The pilot analysis indicated no
differences in the cohesion patterns of the essays at the three writing proficiency levels of high
(B), mid (C) and low (D). Also, considering the limitations of the cohesion taxonomy for
application reviewed by researchers (see Chapter Five), Hoey’s (1991a) model of analysis for
lexical cohesion was selected since it shed new light on how lexical cohesion could organize
and thus contribute to the coherence of larger stretches of text. Six texts were chosen at
random from the Freshman English I sample - three from the Diagnostic 1 texts (holistically
rated as B, C and D) and the same students’ rewrites on Diagnostic 2 texts were selected

(They had remained at the same level of proficiency as those of the Diagnostic 1). These six
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texts were analyzed according to Hoey’s (1991a) taxonomy of lexical cohesion (see Chapter
Seven). The pilot analysis findings showed that there seemed to be some difference between
the low and high texts in a few of the types of lexical cohesion with the high texts showing a
higher frequency of use of simple and complex paraphrase (i.e. synonyms and antonyms). The
B rated texts also seemed to have repetitions over longer distances. The C rated texts did not
show much difference when compared with the low texts or the high texts. It became
apparent during the course of the pilot analysis that the priority order of picking up the types
of cohesive links between sentences according to Hoey (1991a) would need adaptation to the
EFL composition genre.
IV. The Main Study

The first (Fall) semester in the EFL Program at LAU, Byblos of the academic year 1993-
94 (October 1993-February 1994) was used to select the essays for the main study. This
included the selection and evaluation of the students’ texts in the Freshman English I at two
times in the semester, one set at the beginning of the semester referred to as Diagnostic 1 (D1)
and one set at the end of the semester referred to as Diagnostic 2 (D2). Some figures related
to the holistic and analytic scoring of the Freshman English II course are given in order to
show the comparative performance level, however, the cohesive analysis focuses on the
Freshman I texts.

The procedure for the collection of the data for the main study is discussed below in three
major steps: 1) the selection of the texts 2) the holistic and analytic evaluation of these texts,
and 3) the selection of the sample texts used for the cohesive analysis. (The procedure for the
lexical analysis of the texts is given in Chapter Seven). An overview of these three steps is
diagrammed in Figure 6.2 below which includes two independent essay samples selected from
the population (step 1) of 202 students: N=60 (step 2) and N=40 (step 3). A fourth step
involved interviewing a sample of N=26 (step 4) students from the N=40 student sample who
had written the texts concerning their perceptions of the success of the Freshman English I
course in meeting their needs as well as their perceptions on their individual writing abilities
(see Chapter Eleven). Some parallels between these perceptions and the students’ writing
proficiency levels could then be included in the recommendations for the teaching/learning
situation (see Chapter Twelve).

A. Selection of Texts
From the results of the pilot study, the focus to base the main study on the Freshman I

texts DI was confirmed. Texts, however, were collected at mid and final times and from the
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two other English courses as part of the program’s regular course work and some of these
results will be given for comparative purposes. The selection of the texts is discussed below
according to a) the subjects and the texts, b) the rationale for the text selection, c) a
description of the population and d) administering the DI and 2 texts.
1. Subjects and the Texts

As part of the regular EFL program, on October 23, 1993, all students sat for a 90 minute
pre-scheduled 500-600 word essay under controlled exam conditions, referred to hereafter as
the Diagnostic 1 Text (D1). The same students sat for a similar test on the same topics (see
Appendix G), hereafter referred to as Diagnostic 2 Text (D2) at the end of the semester on
January 17, 1994. Since the selection of the texts is related to the selection of the subjects, the
selection of both subjects (hereafter referred to as students) and their texts will be discussed
together.
2. Rationale

The rationale for the focus on Freshman I D1 and 2 texts is the following:
a. Most of the complaints about students’ writing are at this level which the mean scores also
confirm (see Tables 6.3-6.5). It would, therefore, be more to the program’s benefit to attempt
to study the texts at the basic level first.
b. Most students take FI in their first semester (and mainly in the Fall semester) at the
university, and so there would be fewer intervening variables to account for. Texts written by
those students who were taking Freshman I (a very small number) not in their first semester
would be excluded from the cohesive analysis.
c. Since the present study is not a comparative analysis, but one that attempts to gain insights
into student texts (at least on two separate occasions), the results would be more reliable if
one topic was used on both occasions since research findings show that topic affects choice of
linguistic features (see Chapter Three). Thus, the mid and final texts would have to be
excluded since they are necessarily on different topics. Even if it were a comparative study,
the samples to be compared would have to be written at almost the same time which is also
not the case. Since it was not possible in the regular program to select two samples from
students at any one time, the best alternative to obtain two samples from each student and on
one topic was to select the D1 and D2 texts and exclude the others. It was not possible in the
regular teaching situation to give the same topic four times in a semester in the same course to
the same students. Specific details on the background of the students who wrote the texts are

given below.
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Figure 6.2 Overview of the Main Study

MAIN STUDY
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Step 2 Scored (Jacobs) Step 2 Scored (LOC)  Step 3 Analyzed
holistic ~ analytic holistic analytic cohesion (Hoey)

Step 4 Interviews N-26
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3. The Population

Table 6.6 indicates the distribution over nine sections of the total population of students
who were attending the regular university undergraduate Freshman English I course at the
Byblos Branch in the Fall Semester (October-February) of the academic year 1993-94 and the
mean scores of the DI and D2 essays. Figures indicate the total number of 261 students
initially registered (N) and the final number of 202 students (FN) that sat for both the
Diagnostic 1 and 2 tests, a 77.4% attendance and who formed the population of the main
study. It is noted that there is a relatively even distribution of students over the sections. The
overall mean scores of both D1 and D2 essays also show a D average which is similar to the
results obtained in the pilot essays.

Although some research may indicate language differences between males and females (e.g.
Freed, 1995), since the present study focuses on high and low rated texts, the gender variable
is not relevant. However, in the random sampling there is a proportional sampling of males

and females in the population (N=202) and the sample (N=40).

Table 6.6 Freshman 1 Population and Mean Scores of DI & D2 Essays-Main Study

Section N FN DI D2
1 30 23 69.39  69.52
2 27 24 75.45  73.92
3 29 23 66.43  66.46
4 29 20 56.55 64.78
5 30 21 65.55  65.69
6 31 24 61.85 68.60
7 31 28 68.00 69.83
8 29 22 62.89 64.30
9 25 17 67.82  69.03

Total 261 202 65.83 68.74

N = Initial number of'students registered
FN = Final number of students who satfor both DI and 2

DI - Diagnostic J Essay
D2 = Diagnostic 2 Essay

Table 6.7 indicates the distribution over five sections of the population who were attending
the FII course in the same semester as that of FI.  There was a general mean percent score of
64.78 on DI and 70.45 on D2 which are also similar to the averages obtained in the pilot

essays. Again, the total mean percent score of the FI course is lower than that of the FII.
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Table 6.7  Freshman II Population - Main Study

Section N FN
1 20 16
2 32 28
3 28 22
4 29 23
5 29 23

Total 138 116

N = Initial number of students registered
FN = Final number of students who sat for both DI and 2

4. Administering the Freshman I Diagnostic 1 and 2 Tests

The same procedure in administering the diagnostic tests was used as that of the pilot study
(see section III. earlier). However, all students were given a new exam booklet in which to
write their Diagnostic 2 texts so that just copying of the D1 texts would be avoided. There
was little possibility that the FI students would be test wise since they had just begun their
university studies and thus unaware of the pilot essay procedure.
B. Evaluation of Texts

The procedure for evaluating the texts is given in three steps: 1) scoring the texts
holistically, 2) scoring the texts analytically and 3) identifying the high and low texts
1. Holistically Scoring the Texts

The purpose of holistically scoring the texts was to identify the high and low proficiency
texts in a reliable and valid way as a preliminary step to the cohesion analysis. The nine faculty
members who scored the texts were the regular English teaching staff in the EFL Program at
LAU, Byblos. They were all experienced teachers with between 5-15 years of EFL teaching
experience at LAU and/or in similar settings. Six were holders of Masters of Arts Degrees
cither in TEFL, Linguistics, English Literature or Communication and three were holders of
Bachelor of Arts of Degrees. The holistic scoring of the texts involved two parts: a) the
scoring procedure and b) inter and intra reliability tests
a. Scoring Procedure

Each of the FI and FII D1 and D2 texts was given two percentage scores by two readers
(the class teacher referred to as R/ hereafter, and a second teacher who was teaching another
section of the same course hereafter referred to as R2) using similar criteria, scoring and
recording procedures as those used for the pilot essays (see section III.B. earlier). The final

percent score assigned to a text was the mean of the two raters’ scores or the mean of the
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two closest scores if a third rating was needed. It was necessary to have each text evaluated
by more than one rater so that a reliable score of the text could be obtained (Jacobs et.al.,
1981, referred to as Jacobs hereafter). However, since the inter-rater reliability of the pilot
essays carried out on the raters’ D1 FI holistic scores indicated a significant but low
correlation, more practice text evaluation sessions to discuss benchmark essays were
conducted. Since most of the teachers were well-informed on the evaluation procedure, these
were more effectively carried out informally with individuals or small groups of teachers. All
scores were typed into the computer using the SPSS spreadsheet and double checked for any
errors. However, before the texts could be reliably divided into proficiency levels of high and
low (a necessary pre-requisite for the cohesion analysis), two statistical testing procedures
were necessary: /) intra and inter-rater reliability tests on the holistic scores using the LOC
criteria and 2) reliability and validity tests on the LOC instrument. These two procedures are
discussed in sections b. and c. below.
b. Intra and Inter- rater Reliability Tests

It was important to check whether the teachers were consistent with their own scores
(intra-rater reliability) and consistent with each other’s scores (inter-rater reliability) in order
to confirm reliably the identification of the high and low texts (Jacobs, 1981). Since the intial
selection of high and low texts would be from the D1 texts, they were the focus of the
reliability tests. To test for intra-rater reliability, a random sample of 3-5 texts was then
selected from each section of Freshman I D1 texts giving a total of 38 texts. These texts were
given to the class teachers to re-score in the same way as in section a. above after two weeks
of the initial evaluation so that there would be little memory of the papers. The first and
second scores of the same teacher of the sample of 38 texts were recorded on the SPSS
spreadsheet. To test for inter-rater reliability, the FI and FII D1 and D2 essay ratings of R1
and R2 were used. (A summary of the reliability statistical tests carried out is given later in
this chapter, section B.3. and results are discussed in Chapter Eight.)
¢. Reliability and Validity Tests on LOC

A second necessary step in ensuring that the population text scores were reliable indicators
of the text levels was to check the reliability and validity of the EFL Programs’ Writing
Evaluation Criteria (LOC) used in the scoring. This was carried out by correlating a sample of
60 FI essay scores and 60 FII essay scores using LOC with the same sample’s scores using the
Jacobs’ (1981) ESL Composition Profile. (The rationale for using The Jacobs’ ESL
Composition Profile was that it evaluated similar aspects of the writing skill that the LOC did,



146

had been used with Arab non-native students of English in similar settings at the Freshman
level in the USA and had been tested to be a valid and reliable instrument). As was mentioned
previously, the aim of the present research is not to validate the LOC instrument used, but
preliminary tests on its reliability and validity would give additional information on the strength
of initial ratings. The testing procedures for reliability and validity of LOC are outlined
below.
- Testing for the Reliability of LOC

To check that the essay scores using the LOC criteria were reliable indicators of the
proficiency levels, a random sample of 30 D1 and D2 Freshman I and II texts (the same
students wrote both D1 and D2 texts in each course) giving a total of 120 texts was selected
from the FI and FII population of texts respectively and re-evaluated using the Jacobs’ (1981)
ESL Composition Profile. This procedure is outlined below (i-v.):
i. The random sample selected is shown in Figure 6.2 (as part of step 1) and detailed below:

Freshman I DI N=30 D2 N=30 Total =60
Freshman II Dl N=30 D2 N=30 Total =60
Grand Total 120

It was decided to include the Freshman II texts in the re-evaluation so that the raters would
not just focus on Freshman I but have more than one course to evaluate as the teachers in the
initial evaluation had done.
ii. The 120 texts were placed into two groups according to FI and FII, but all students’
names, scoring marks and indications distinguishing D1 and D2 texts were removed and texts
coded. Only the course title, FI and FII, and the topic of the essays were not removed from
the text booklet. The texts in each course were not put in any specific order and the D1 and
D2 texts were mixed. Thus, the two new raters (referred to as R3 & R4 hereafter) ‘blindly’
scored the texts which would give more objective results. The raters were also requested to
score the papers in the same order as given to them by the researcher so that if there were to
be any halo effects of some papers on others, they would be the same for both raters. The
second set of raters had not been involved in the testing at Byblos, but had taught FI and FII in
the Beirut Branch of LAU. They were also holders of M.A. degrees in Teaching English as a
Foreign Language (TEFL), one from an American university and the other from a British
University and both had at least 5 years of teaching English language experience at LAU,

Beirut Branch, and/or at similar institutions. They were both familiar with the Jacobs’ ESL
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Profile and had used it in their own classes. New raters were chosen for this part of the
scoring to ensure objectivity of the results.
iii. The evaluation procedure was explained to the raters and benchmark essays indicating
cach level for FI and FII were provided. They were also asked to grade the texts according to
final course objectives. Each rater then scored the papers independently on two different
occasions indicating their scores on separate sheets (see Appendix D). Two sets of scores
were given for each paper: first, a holistic percentage score and second, analytic scores for
each component of the writing skill (content, organization, vocabulary, language and
mechancis) on the scale provided by the ESL Composition Profile. Raters were requested not
to sum the analytic scores for the holistic score but to keep these types of scoring independent.
Correlation studies would be carried out between the holistic and -analytic scores to test for
internal reliability of the test scores(see section B.2 later).
iv. After this re-evaluation was completed, the raters were requested to submit the scoring
sheets. To check also the intra-rater reliability on the raters’ holistic scores, a random sample
of 10 texts was selected from each of the two courses giving a total of 20 texts for each
scorer to remark holistically. This was also done about two weeks after the first re-evaluation
so that raters’ would have little memory of the texts. The raters were not informed that the
purpose of this remarking was to test the consistency of their own evaluation.
v. All this raw data was then recorded on the SPSS spreadsheet for statistical analysis.

A summary of these procedures is given below in section B.3. and results are discussed in
Chapter Eight.
- Testing for the Validity of LOC

To test the validity of the programs’ evaluation criteria; that is ‘how well the criteria was

measuring what it is intended to measure’ (Jacobs, 1981, p.73), five types of validity were
investigated: face, content, concurrent, construct and predictive, detailed below (i.-v.).
i. Face Valildity

Face validity concerns ‘the way the test looks to the examinees, test administrators,
educators...” (Harris, 1965 in Jacobs, 1981, p.74). Jacobs’ (1981) criteria establishes face
validity since it aims ‘...to measure ability to compose written discourse and an actual sample
of composing performance is required; there is thus a resulting congruence between “what we
want to measure” and “what the test appears to measure” (Jacobs, 1981, p.74). Also, it ‘looks
like a measure of composition ability because it contains the criteria which educators have for

centuries emphasized as important requisites for good writing and which mature, intelligent
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readers have been shown to respond to’ (ibid., p.74). The LOC criteria were considered by
the teachers in the program to measure the ability to compose written discourse to contain
adequate descriptive criteria. It can be concluded that both criteria have face validity.
ii. Content Validity

A writing evaluation instrument is said to have content validity when °...it evaluates writers’
performance on the kind of writing tasks they are normally required to do in the classroom’
(ibid., p.74). Both LOC and Jacobs’ writing criteria also have content validity since they both
evaluate the performance of EFL/ESL students’ different types of expository writing which
are tasks they perform in the normal foreign language classroom.
iii. Concurrent Validity

A writing evaluation instrument is said to have concurrent validity when the scores obtained
on a test using the instrument significantly and positively correlate with scores obtained on
another test that also aims to test similar skills (ibid., p.74). Examples of tests that could
correlate with a writing sample such as the texts obtained in the present study might be

*

‘...measures of overall English proficiency...” such as the final exam grade in the English
courses ‘even though a composition requires a writing performance specifically’ (ibid., p.74)
or another sample of writing performance. Jacobs’ criteria has been established to have
concurrent validity; scores being highly correlated with those of the TOEFL and Michigan
Test Battery (ibid., pp.74-75). “The correlation coefficients which result from the
relationships between the tests can be considered to be “validity coefficients.... .60 or above
provides strong empirical support for the concurrent validity...." for the instrument in question
(ibid., p.75).

To test whether LOC had concurrent validity, correlations were carried out on the FI
population (DI: N=202; D2: N=202) and the FI sample of texts (DI: N=40; D2: N=40) that
would be analyzed for cohesion between the three sets of scores as mentioned below:

- The holistic scores obtained from LOC on DI and the English Entrance Exam (EEE)
scores.

- The holistic scores obtained from LOC on D2 and the final exam grade. All FI and FII
students at the end of the semester as part of the course requirements sat for a final exam
which consisted of a reading comprehension component (50% of the grade) and a final essay

(50% of the grade) on which there was usually a choice of either the cause-effect or

comparison-contrast organizational mode.
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- The holistic scores obtained from LOC on D2 and the final writing exam grade. The final
writing exam is part of the final exam mentioned in the foregoing point.

All the above scores were recorded on the SPSS spreadsheet for statistical analysis. A
summary of the procedures is given below in section B.3. and the results are discussed in
Chapter Eight.

iv. Construct Validity

Construct validity is the degree to which a test is able to distinguish among abilities in what
it sets out to measure and usually referred to in theoretical terms; in this case, the theoretical
construct is ‘composition ability’ which the instruments aim to measure. Jacobs’ criteria has
been researched and found to have construct validity in that significant differences were found
when scores in a pre-test/post test situation and scores of graduates and undergraduates were
compared. LOC criteria also have construct validity in that they distinguished among the
various writing proficiency levels of high, mid and low on the D1 and D2 tests (see section
B.3. later).

v. Predictive Validity

Predictive validity refers to the degree to which the writing criteria on entrance to the
univeristy can predict how well the student can perform at the end of the semester or in
university life by correlating the entry essay scores with either student final grades and/or
Grade Point Averages (GPA’s). Although pilot research results on the predictive validity of
Jacobs’ criteria indicated that those students on entrance with a minimum of proficiency level
obtained satisfactory grades at the end of the semester, Jacobs (1981) notes that the results
should be viewed with caution as there are other intervening variables that need to be
accounted for. Jacobs (1981) also reports that ‘Numerous studies have provided evidence
that scores on English proficiency are not generally highly related to or predictive of academic
grades...However, [others] have observed that tests of writing ability...seém to be better
predictors of GPAs than tests of other skills..."” (p.76).

To test whether LOC had any significant predictive validity, correlations were carried out
on the population and the sample (that would be used for cohesive analysis) between the F1
D1 holistic scores and and the students’ GPAs at the end of the same semester which are
reported on in Chapter Eight.

The above tests confirmed that LOC, the program’s evaluation criteria, is a reliable and

valid instrument for the purposes of this study (see Chapter Eight).
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d. Identifying High and Low Text Levels

After confirming the LOC instrument to be a reliable and valid one for the purposes of this
study, the D1 and D2 FI texts (the focus of the study) were then identified. The four point
grading scale of the university (see Table 6.2) was divided into three proficiency levels of high,

mid and low using the scale below.

High-rated texts (HT) - 75% and above
Intermediate (or Mid)-rated texts (MT) - 65% - 74.9%
Low-rated Texts (LT) - Below 64.9%

The rationale for the cut off scores was that texts with scores of 75% and above are
considered ‘good’ writing by EFL standards in the university; texts scoring below 65% are
‘poor’ and texts scoring between the two are from fair to satisfactory. Also, it was more
convenient for the present study to deal with a three point scale rather than a four point one.

The FI text scores were then identified as High (HT), Mid (MT) or Low (LT) on the SPSS
spreadsheet from which the sample for the cohesion analysis would be selected (see section C.
later).

2. Analytic Scoring

The purpose of also analytically scoring the texts for the various categories of the writing
skill was a) to find if there any differences in performance that students may exhibit, b) to
correlate the parts of the writing skill among each other and with the holistic scores, and c) to
draw any parallels between them and the cohesion analysis results and the student interview
comments. Jacobs (1981) points out that an important aspect in testing is the internal
consistency or reliability of scores; that is, there should be no significant differences among the
parts or between the parts and the whole score (p.71) if the test is a reliable one. The Jacobs’
criteria had been researched and showed significant internal consistency.

In carrying out this procedure with the texts using the analytic criteria scale of LOC of
language, organization and content on a scale of 1-5 (see Appendix E) as was done with the
pilot essays, it was, however, found that the scale was too narrow for any significant results;
any findings were recorded only for possible departmental use. Instead, it was decided to use
the analytic criteria of Jacobs’ (1981) ESL Composition Profile which has a wider score
spread and would probably give more reliable results (see Appendix D). For this purpose, the
random sample of 30 Diagnostic 1 and 30 Diagnostic 2 texts drawn from both FI and FII
populations (a grand total of 120 texts; 60 texts from FI and 60 texts from FII) was used (see

section B.c.earlier). This data was also fed into the computer for statistical analysis.
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3. Summary of Scoring Procedures
A summary of the scoring procedures is given below under the focus for that particular
procedure as well as any additional ones found necessary which may not have been mentioned

above. The references to the results in Chapter Eight is also given according to section

numbers and tables.
a. General Scoring
The following texts were scored holistically and analytically using LOC:

. D1 (N=202) and D2 (N=202) FI texts. (A.]l. Table 8.1)
2. DI (N=116) and D2 (N=116) FIl texts. (A.l/.Table 8.1)

—

The following texts were scored holistically and analytically using Jacobs’ criteria. See
inter, intra, internal reliability and concurrent validity tests below.

1. DI (N=30) and D2 (N=30) FI texts
2. DI (N=30) and D2 (N=30) FII texts

The holistical scores of the following texts using LOC were compared:

1. D2 (N=202) F1 and Final Exam Essay by Rhetorical Mode. (/I.A.1.b, Tables 8.1, 8.2)
2. D2 (N=40) F1 and Final Exam Essay by Rhetorical Mode. (I/.A.1.b, Tables 8.1, 8.2)

The analytical scores of the following texts using Jacobs’ Criteria were compared:

Between FI D1 and FI1 D2 (N=30) (//l.A., Tables 8.16, 8.17, 8.18, 8.19)
Between FII D1 and FII D2 (N=30) (I/1.A., Tables 8.16, 8.17, 8.18, 8.19)
In F1 D1 and D2 (IIl.B., Table 8.20)
In FII D1 and D2 (II1.B., Table 8.20)

N -

b. Tests for Reliability
Inter-rater reliability correlations were carried out on the raters’ holistic scores:

D1 (N=202) FI (using LOC) (II.B., Table 8.8 for I -4)

D2 (N=202) FI (using LOC)

D1 (N=202) FII (using LOC)

D2 (N=202) FII (using LOC)

D1 (N=30) FI (using Jacobs’ criteria) (II.C., Tables 8.10, 8.11 for 6 - 8)
D2 (N=30) FI (using Jacobs’ criteria)

DI (N=30) FII (using Jacobs’ criteria)

D2 (N=30) FII (using Jacobs’ criteria)

O NANR WD -

Inter-rater reliability correlations were carried out on the raters’ analytic scores using
Jacobs’ Criteria: (see 111.C., Table 8.21)

1. D1 (N=30) FI
2. D2 (N=30) FI
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3. DI (N=30) FlI
4. D2 (N=30) FII

Intra-rater reliability correlations were carried out on the raters’ holistic scores:

—

. DI (N=38) FI (using LOC) (II.B., Table 8.9)
. DI(N=10) and D2 (N=10) FI (using Jacobs’ criteria) (/I.C., Table 8.11)
. DI (N=10) and D2 (N=10) FII (using Jacobs’ criteria) (/I.C., Table 8.11)

W N

Internal-reliability correlations were carried out on the following analytic scores using
Jacobs' Criteria (1-4 analytic scores correlated among each other; 5-8 analytic scores
correlated with the holistic scores of the same texts)

D1 (N=30) FI (Ill.D., Tables 8.22, 8.23 for 1-4)
D2 (N=30) FI

D1 (N=30) FII

D2 (N=30) FII

D1 (N=30) FI (IILF., Table8.24 for 5 - 8)

D2 (N=30) FI

D1 (N=30) FII

D2 (N=30) FII

XN DA LN -

The results of the reliability studies were significantly positive (see Chapter Eight).
c. Tests for Validity

Concurrent validity tests were carried out between the two sets of holistic scores obtained
using LOC and Jacobs’ criteria on the following texts:

D1 (N=30) FI (II., D.1., Table 8.12 for I - 4)
D2 (N=30) FI
D1 (N=30) FII
D2 (N=30) FII

Lo -

Concurrent validity tests were carried out between the two sets of holistic scores obtained
using LOC on the following texts:

1. D2 (N=202) FI and the same students’ English final exam (/1.D.5.)

2. D2 (N=40) FI and the same students’ English final exam (/1.D.5.)

3. D2 (N=202) FI and the same students’ English final essay exam as a total population
and separately by two rhetorical modes (/1.D.3.and 4., Tables 8.13, 8.4)

4. D2 (N=40) FI and the same students’ English final exam essay as a total population and
separately by two rhetorical modes (/1.D.3.and 4., Tables 8.13, 8.14)

Concurrent validity tests were carried out between the holistic scores of the texts below
and the same students’ Semester GPA scores and the analytic scores and Semester GPA’s
using Jacobs' Criteria:

1. D2 (N=30) FI (I1.D.6., Table 8.15 for 1 - 4)
2. D2 (N=30) FI
3. D2 (N=30) FII
4. D2 (N=30) FII
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Concurrent validity tests were carried out between the holistic scores of the texts below
using LOC and the same students’ EEE scores:

1. DI (N=202) Fl (/1.D.2)
2. D1 (N=40) Fl (I1.D.2)

Construct validity tests were carried out between the holistic scores using LOC obtained on
the following texts:

1. DI 'and D2 (N=202) FI and FII (/l.A.l.a., Tables 8.1, 8.2)
2. DI and D2 (N=40) FI and FIl (/1.A.2.a., Tables 8.5, 8.6)

Predictive validity tests were carried out between the holistic scores obtained on the
following texts using LOC (1-2 below) and the analytic scores as a whole and each
component separate (3-6 below) using Jacobs’ Criteria and Semester GPA's:

Between FI DI and F1 D2 (N=202) (/1.D.8)
Between FID1 and FII D2 (N=40) (I/1.D.8)
F1 D1 (N=30) (/1.D.11., Table 8.15)
FII D1 (N=30) (/1.D.11., Table 8.15)

-

Predictive validity tests were carried out between the holistic scores obtained on the
following texts using LOC and the same students’ final exam scores as indicated:

DI (N=202) FI and English final essay (/1.D. 9)
DI (N=40) FI and English final essay (/1.D.9)

D1 (N=202) FI and English final exam (/1.D.10)
D1 (N=40) FI and English final exam (/1.D.10)

S W -

The results of these tests indicated that the LOC instrument was a valid one for purposes of
the present study (see Chapter Eight).

C. Selection of Texts for the Cohesive Analysis

The selection of the sample of students and their texts was made at the end of the semester
and consisted of three steps:

First, the FI 202 Diagnostic 1 and 202 Diagnostic 2 texts (a grand total of 404 texts) were
identified according to the three proficiency levels: high, mid and low according to the scale
described in section B.1.d. earlier.

Second, a stratified random sample of 20 students who had written the high-rated texts
(referred to as HT hereafter) and 20 students who had written low-rated texts (referred to as
LT hereafter) was selected from the FI D1 population. The initial selection of the students and
their HT and LT from the Diagnostic 1 population was done in order to 1) describe the lexical

cohesion on sample texts written by students who had just entered the university and so had
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had no influence from either the LAU English courses or from other LAU courses, 2) to
describe the same students’ performance on a second sample at the end of the course (i.e. D2
texts) and 3) to compare the same students’ performance on the two samples (i.e. DI and D2).
The only ‘treatment’ all classes received during the three months was the regular course
instruction which was similar in all sections (see Appendix C). Therefore, writers of both HT
and LT received similar, normal instruction. It was necessary to select a stratified random
sample of students having typical characteristics of the population of students in order for the
results of the text analysis to be generalizable to the population of student texts from which
the sample was selected and to similar populations in future semesters (Hatch, 1991, p.42).
This selection of the stratified random sample of 40 students was based on their a) age, b)
sex, ¢) nationality, d) entering university class, e) status at the university, f) major, g) native
language, and h) study language during their secondary education. These are detailed below
along with that of the population’s for comparative purposes. Since the students selected are
the same for both D1 and D2, characteristics will be reported according to D1.

Third, the Diagnostic 2 texts of the same 40 students were picked up irrespective of their
proficiency level which gave a total of 40 texts at each diagnostic time; a grand total of 80
texts. The complete sample then consisted of forty texts, 20 HT and 20 LT on Diagnostic 1
and another 40 on Diagnostic 2 (14 of the HT on D1 remained HT on D2; 11 of the LT on
D1 remained low on D2; 6 HT and 9 LT on D1 became MT on D2.) The sample of 80 texts
was considered adequate for the study especially since the cohesive analysis is an in depth one.

This sample (N=80) was independent of the sample selected for the holistic and analytic text
evaluations (see section IV.B. earlier) although during the selection procedure, a few students
and their texts were