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Abstract

Synaptic Transmission in the Rat Medial Superior Olivary Nucleus.
Amanda J. Smith.

The medial superior olivary (MSO) nucleus forms part of the binaural auditory pathway in the 
brain stem where it is involved in sound source localisation. It detects interaural time 
differences (ITDs) of sounds arriving at the two ears by functioning as a coincidence detector 
of the bilateral excitatory inputs from spherical bushy cells of the anterior ventral cochlear 
nuclei (AVCN). The MSO also receives a unilateral inhibitory synaptic input from globular 
bushy cells of the contralateral AVCN, via the medial nucleus of the trapezoid body (MNTB). 
Investigations in this thesis focus on the inhibitory synaptic input.

Transverse brain stem slices were prepared from 6-13 day old Lister Hooded rats and whole 
cell patch clamp recordings were made from visually identified MSO neurones. Synaptic 
currents were evoked using a bipolar platinum stimulating electrode positioned over the 
ipsilateral MNTB.

The excitatory synaptic input from the contralateral AVCN was mediated by glutamate 
receptors. Inhibitory postsynaptic currents (IPSCs), generated by stimulation of the ipsilateral 
MNTB reversed around the chloride equilibrium potential and were blocked by lpM 
strychnine, suggesting them to be glycine receptor mediated. The EPSCs had a mean 10-90% 
rise time of 0.71±0.12ms (n=9) and decayed over a double exponential time course with time 
constants of 8.54±0.44ms and 41.50±1.84ms (n=81) at 25°C. The decay time course of the 
IPSC had a Qio of ~2 and was slightly voltage-dependent. The IPSCs were also modulated by 
5HT, metabotropic glutamate and GABAb receptors, the latter of which, based on miniature 
current analysis was suggested to be via a presynaptic site.

This work confirms that there is a functional synapse between the MNTB and MSO which is 
mediated by the inhibitory transmitter, glycine and hence suggests that models of sound source 
localisation should incorporate this important observation.
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Chapter 1 - Introduction

1 Introduction

The medial superior olivary (MSO) nucleus in the brain stem plays an important role in 

mammals as part of a mechanism involved in sound source localisation. The aim of this thesis 

is to provide the reader with some understanding of the complexities of the synaptic 

projections the MSO receives. Particular emphasis will be placed on the characteristics of the 

glycine-mediated input the MSO receives from the ipsilateral medial nucleus of the trapezoid 

body (MNTB).

To examine this in detail the introduction covers a number of subject matters. It begins with a 

description of the anatomy and physiology of the auditory system and goes on to provide some 

background information of the neurotransmitter, glycine and its ligand-gated receptor-ion 

channel complex. The introduction finishes by providing some detail of the properties of cell 

membranes and the techniques used to study them.

1.1 The Auditory System

The interpretation of sound is a process which involves the transduction of sound arriving as 

compression waves at the ear into neural signals in the brain. This process gives information 

about the sound, including its loudness, frequency and location, providing a complex 

perception of the sound. This section begins with an overview of the anatomical arrangement 

of the auditory system and goes on to describe some of the history and current opinions of the 

way mammals localise a sound source using what is known as binaural processing. Particular 

emphasis will be placed on the role played by the MSO.

1.11 Auditory Anatomy

The mammalian auditory system is complex but comprises several common basic features. It 

firstly uses a signal transduction system in the cochlea of the ear which converts mechanical 

sound waves to neural signals. From here the auditory (VIIIth) nerve projects centrally to the 

brain stem where several nuclei and a variety of neurotransmitters are used to interpret the 

signal arriving from the ear. Nuclei in the brain stem are the first point in the auditory pathway 

which receive bilateral input from both ears, making it also the first point of binaural 

processing (Ramon y Cajal, 1909 (from Grothe & Sanes, 1994); Poljak, 1926; Stotler, 1953,

1
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Warr, 1966). From the brain stem, a number of bilateral parallel pathways ascend and 

converge in the inferior colliculus (IC) in the midbrain. The IC then projects information to the 

auditory cortex via the medial geniculate nucleus (MGN) (reviewed by Helfert, Snead & 

Altschuler, 1991).

1.111 The Ear

The ear comprises three main structures: the outer ear which includes the pinna and tympanic 

membrane (or eardrum); the middle ear which contains the malleus, incus and stapes bones; 

and the inner ear which contains the cochlea and semicircular canals which are involved in the 

vestibular system.

Sound occurs as a series of pressure waves in air (or some other medium) which are detected 

by the movement of the tympanic membrane in the outer ear, which is exquisitely sensitive to 

pressure changes. The cochlea in the inner ear is where the receptor cells, or hair cells are 

located. Different regions of the cochlea are maximally sensitive to different frequencies of 

sound, creating a tonotopic organisation which is preserved throughout the auditory pathway. 

When a hair cell is mechanically displaced by pressure waves originating from the tympanic 

membrane, its membrane depolarises. The signal is then transmitted centrally via the auditory 

(VIIIth) nerve. There is a one-to-one ratio of synaptic connection between each hair cell and 

each neurone of the auditory nerve.

1.112 The Auditory Nerve

The auditory nerve comprises type I and type II spiral ganglion cells which receive afferent 

input from hair cells of the cochlea. Where the auditory nerve enters the cochlear nucleus 

(CN), each axon bifurcates such that ascending branches pass toward the anterior ventral CN 

(AVCN) and descending branches converge into the posterior ventral CN (PVCN) and the 

dorsal CN (DCN) (reviewed by Helfert, Snead & Altschuler, 1991). Tonotopy is maintained in 

these bifurcated nerves such that each subdivision of the CN will respond across a range of 

frequencies of stimulation (reviewed by Moore, 1986).

2
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1.113 Cochlear Nucleus

Each fibre of the auditory nerve forms an obligatory synapse at the CN. The CN comprises 

three major sub-divisions (AVCN, PVCN & DCN), each of which contains a variety of cell 

types (Osen, 1969; Brawer, Morest & Kane, 1974). The main neuronal types in the CN are 

called bushy, stellate, octopus, multipolar, fusiform and granule cells, all of which have 

distinctive morphological features. The tonotopic arrangement observed in the auditory nerve 

is maintained in the VCN (Bourk, Mielcarz & Norris, 1981) but is more complex and less well 

understood in the DCN (Leake and Snyder, 1989).

The ventral part of the CN is most relevant to this study since it contains neurones which 

synapse both directly and indirectly onto MSO neurones. Briefly, I will describe some of the 

basic morphological features of the VCN (reviewed by Helfert, Snead & Altschuler, 1991; 

Moore, 1986). Four major cell types are found in the VCN; spherical bushy cells, globular 

bushy cells, octopus cells and multipolar/stellate cells.

Spherical bushy cells are located in the anterior ventral cochlear nucleus (AVCN) and show a 

size gradient where the largest cells are located at the anterior end and the smallest cells at the 

dorsal end. They receive a giant excitatory calyceal synapse called an endbulb of Held from 

the auditory nerve (Held, 1893; Isaacson & Walmsley, 1995a). They project ipsilaterally to the 

lateral superior olivary (LSO) nucleus and bilaterally to the MSO nucleus (reviewed by Cant, 

1991; see section 1.114 and figure 1.1).

Globular bushy cells provide the input to the contralateral medial nucleus of the trapezoid 

body (MNTB) via a giant excitatory calyceal synapse (Forsythe, 1994) called the calyx of Held 

(Held, 1893) which in turn projects an inhibitory synapse to the LSO and MSO nuclei (see 

section 1.114 and figure 1.1). These cells have an oval or round soma and are 20-28|um 

diameter. They appear similar to the spherical bushy cells but their outlines are more irregular. 

They also receive a giant excitatory synaptic input from the auditory nerve (Isaacson & 

Walmsley, 1995a) via a calyceal synapse called the endbulb of Held (Held, 1893).

The two bushy cell types are characterised by round cells bodies and tufted dendritic arbours 

(Brawer, Morest & Kane, 1974). There is a tight temporal coding between auditory nerve 

cells and bushy cells which may be important for encoding of timing cues used in sound source 

localisation (Rhode, Oertel & Smith, 1983; Wu & Oertel, 1984; Pfeiffer, 1966).

3
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Figure 1.1 Schematic representation in the transverse plane of some synaptic 

connections in the auditory brain stem.

The auditory (VIIIth) nerve projects to neurones in the cochlear nucleus (CN). Bushy 

cells in the anterior ventral CN (AVCN) each receive an excitatory input from the 

auditory nerve via a calyceal synapse called the endbulb of Held. Spherical bushy cells of 

the AVCN send a bilateral excitatory projection to the medial superior olivary (MSO) 

nucleus and a unilateral excitatory projection to the lateral superior olivary (LSO) 

nucleus (on the ipsilateral side; open symbols, O). Globular bushy cells send an 

excitatory synaptic projection to the contralateral medial nucleus of the trapezoid body 

(MNTB). The MNTB then projects an inhibitory synapse to the homolateral MSO and 

LSO (closed symbols, •) .

MSO principal neurones are bipolar and are arranged such that one primary dendrite 

projects laterally toward the ipsilateral AVCN and one medially toward the midline. 

Each primary dendrite then receives excitatory synaptic inputs from spherical bushy cells 

such that ipsilateral AVCN neurones synapse on the lateral dendrite, and contralateral 

AVCN neurones synapse on the medial dendrite (See text).

4



Chapter 1 - Introduction
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Octopus cells are named as such because they possess thick dendrites which arise from one 

side of the cell body, much like an octopus. They are located at the posterior tip of the VCN 

and are fairly large (~30-3 5pm diameter) (reviewed by Moore, 1986).

Stellate cells vary in size (from -15-35pm diameter), have long dendrites which vary 

considerably in their branching patterns and are scattered throughout the VCN (Brawer, 

Morest & Kane, 1974). They are so named because of their ‘star’ shape, and they project 

mainly to the inferior colliculus (IC). They too receive an excitatory synaptic input from the 

auditory nerve (Isaacson & Walmsley, 1995a).

1.114 Superior Olivary Complex

The superior olivary complex (SOC) is a binaural processing centre in the brain stem. Figure

1.1 shows a schematic representation of some of its nuclei, particularly those relevant to this 

thesis. A major output of the VCN is to the SOC where spherical bushy cells project 

excitatory axons ipsilaterally to the lateral superior olivary (LSO) nucleus and bilaterally to the 

medial superior olivary (MSO) nuclei .. In addition globular bushy cells project contralaterally 

to the medial nucleus of the trapezoid body (MNTB) from where an inhibitory synaptic 

projection goes to the homolateral MSO and LSO. It is these three; the MNTB, MSO and 

LSO which are the principal nuclei of the SOC. They are surrounded by several smaller nuclei, 

collectively known as the periolivary nuclei (PON).

Medial Nucleus o f the Trapezoid Body (MNTB)

The MNTB is so named because of its position among trapezoid body axons. It comprises 

three cell types (Morest, 1968). principal, elongated and stellate/multipolar cells. The principal 

neurones are the most prevalent and are readily recognised by their round somas and relatively 

large size (~16-22pm diameter in rats) (Morest, 1968; Banks & Smith, 1992). The MNTB 

retains the tonotopic organisation seen earlier in the auditory pathway, with neurones 

positioned ventromedially responding to high frequencies, and dorsolaterally to low 

frequencies (Guinan, Norris & Guinan, 1972). The principal neurones receive a single secure 

giant glutamatergic synaptic input from globular bushy cells of the AVCN (Forsythe 1994). 

This synapse is a specialised calyceal synapse called the calyx of Held (Held, 1893). The 

principal neurones will faithfully preserve the temporal pattern of action potentials from the

6
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AVCN (Forsythe & Bames-Davies, 1993a; Brew & Forsythe, 1995; Wang et al., 1998) which 

in turn preserve that from the auditory nerve. Several studies suggest that the principal 

neurones are glycinergic (Bledsoe et al., 1990; Helfert et al., 1989; Moore & Caspary, 1983; 

Peyret et al., 1987; Wenthold et al., 1987; Friauf, Hammerschmidt & Kirsch, 1997) and the 

MSO and LSO are known to receive a glycinergic inhibitory input from the MNTB (see 

below). The MNTB therefore appears to function as an inverting relay, projecting inhibitory 

inputs to the ipsilateral MSO and LSO (figure 1.1).

Lateral Superior Olivary Nucleus (LSO)

The LSO forms a distinctive S, U or W shape depending on the species and is therefore readily 

identifiable. The gaps between the folds in the structure are the major sites through which the 

afferent axons enter the LSO. The LSO receives a binaural input and encodes interaural 

intensity differences (IIDs) of sound arriving at the two ears (reviewed by Irvine, 1986; Yin & 

Chan, 1988) (see section 1.12 later) although there is also some evidence that LSO neurones 

are sensitive to interaural time differences (ITDs) (Caird & Klinke, 1983; Wu & Kelly, 1992). 

The cat and gerbil LSO contain at least five morphologically distinct cells types but principal 

neurones comprise approximately three quarters of the neuronal population. Principal 

neurones are multipolar with discoid dendritic organisation. They are arranged in laminar 

sheets perpendicular to the transverse axis of the LSO and in transverse sections the principal 

cell bodies appear fusiform and bipolar (Helfert & Schwartz, 1986, 1987; Scheibel & Scheibel, 

1974).

As previously mentioned, the LSO receives an ipsilateral excitatory projection from the 

spherical bushy cells of the AVCN using glutamate as the neurotransmitter, probably via non- 

NMDA receptor ion channels (Stotler, 1953; Warr, 1966; Cant & Casseday, 1986; Caspary & 

Faingold, 1989; reviewed by Cant, 1991). However, Wu & Kelly (1994, 1995) also 

demonstrated an inhibitory ipsilateral input in mouse LSO. The LSO also receives an 

inhibitory glycine-mediated input from the globular bushy cells of the contralateral AVCN, via 

the MNTB as a relay (Moore & Caspary, 1983; Glendenning & Baker, 1988; Sanes, 1990; Wu 

& Kelly, 1992; Wenthold et a l 1987; Banks & Smith, 1992) (figure 1.1). Once again, the 

tonotopic organisation seen thus far in the auditory pathway is maintained in the LSO where 

isofrequency planes are oriented perpendicular to its curvatures and the dorsolateral region 

encodes lower frequencies of sound than the ventromedial region (Tsuchitani & Boudreau, 

1966; Guinan, Norris & Guinan, 1972). However, the LSO also contains a biased
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representation of the cochlear as it contains more high- than low-frequency cells (Tsuchitani & 

Boudreau, 1966, Guinan, Norris & Guinan, 1972). The LSO projects rostrally, bilaterally and 

tonotopically via the lateral lemniscus (LL) to the central nucleus of the inferior colliculus (IC), 

dorsal nucleus of the LL (DNLL) and less-so to the ventral nucleus of the LL (VNLL) 

(reviewed by Casseday & Covey, 1987). A substantial proportion of this projection is thought 

to be inhibitory, although some is excitatory (Oliver, Beckius & Shneiderman, 1995, Godfrey 

etal., 1988).

Medial Superior Olivary Nucleus (MSO)

The MSO comprises a band of cells which although smaller than the LSO also receives a 

bilateral input and is equally important in binaural processing. It is involved in sound source 

localisation by encoding interaural time differences (ITDs) between sound arriving at the two 

ears (reviewed by Irvine, 1986; Yin & Chan, 1988; see section 1.12). The MSO contains three 

major cell types (Kiss & Majorossy, 1983; Smith, 1995): principal or fusiform, multipolar and 

marginal cells. The principal cells were first described in 1898 by LaVilla (from Kiss & 

Majorossy, 1983) and are the most prominent of the MSO neuronal cell types. They are 

bipolar neurones and are oriented perpendicular to the axis of the nucleus in the transverse 

plane such that one dendrite projects medially toward the midline and one laterally toward the 

ipsilateral AVCN (Ramon y Cajal, 1909 (from Irvine, 1969); Stotler, 1953; Warr, 1966; see 

figure 1.1).

The axons of the principal neurones arise perpendicularly from the cell somas or from within 

~45tim of the soma on side of the lateral primary dendrite (Stotler, 1953; Smith, 1995; Kiss & 

Majorossy, 1983). Most MSO neurones project to the ipsilateral central nucleus of the IC and 

to nuclei of the LL, especially the DNLL (reviewed by Casseday & Covey, 1987). A minor 

projection is also sent to the contralateral IC. An excitatory amino acid neurotransmitter is 

thought to be used by most MSO neurones, suggesting the major pathway from the MSO to be 

excitatory (Oliver, Beckius & Shneiderman, 1995; Godfrey et al., 1988).

Once again, the tonotopic representation of frequencies is maintained in the MSO, where 

dorsally located neurones are most responsive to low frequency sounds and higher frequency 

sounds are detected most effectively by ventrally located neurones (Guinan, Norris & Guinan, 

1972; Kuwabara & Zook, 1992).
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The bipolar dendrites of MSO principal neurones receive a bilateral excitatory input from 

spherical bushy cells of the AVCN, with the ipsilateral input synapsing on the lateral dendrite, 

and the contralateral input passing through the MNTB to synapse on the medial dendrite (Cant 

& Casseday 1986; Warr, 1966; Clark, 1969; Lindsey, 1975; Stotler, 1953) (figure 1.1). It is 

this bilateral input which was originally thought to be responsible for the involvement of the 

MSO in sound source localisation (see section 1.12) which would explain the relative paucity 

of knowledge about the inhibitory projection.

It is however now well established that MSO principal neurones also receive an inhibitory 

synaptic input from the ipsilateral MNTB. Some evidence supporting this are as follows. 

Firstly the MNTB is known to project glycinergic inhibitory inputs to the LSO (Moore & 

Caspary, 1983; Glendenning & Baker, 1988; Sanes, 1990; Wu & Kelly, 1992) and it was 

thought the same may happen to the MSO. Also, an inhibitory glycinergic synaptic projection 

from the lateral NTB (LNTB) to the MSO has been identified in bats and rodents (Cant & 

Hyson, 1992; Kuwabara & Zook, 1992; Helfert et al., 1989). Kuwabara & Zook (1992), 

Banks & Smith (1992) and Grothe & Sanes (1993, 1994) have also provided direct evidence 

of a projection from the MNTB to the MSO, in bats and rodents. Electrophysiological 

experiments in vivo have also provided some indirect evidence for synaptic inhibition. For 

example, many MSO neurones when delivered a binaural stimulus at specific ITDs have a 

lower firing rate than elicited by a monaural stimulus, a phenomenon known as out-of-phase 

suppression (Goldberg & Brown, 1969; Langford, 1984; Yin & Chan, 1990). Interestingly, 

Clark (1969) conducted an ultrastructural study of the location the synaptic projections the 

MSO receives. He noted that the bilateral dendrites projecting from each MSO neurone, were 

largely surrounded by synapses containing excitatory vesicles. Inhibitory synaptic vesicles on 

the dendrites were restricted only to the regions at the junction of the dendrite with the cell 

body. Comparatively, he noted that inhibitory and excitatory vesicles were distributed in 

almost equal proportions on the cell body surface of the MSO. Clark (1969) identified the 

function of the synaptic vesicle (i.e. excitatory or inhibitory) based on their shape. This was 

based on work by Uchizono (1967) and Bodian (1966) who hypothesised that spherical shaped 

vesicles are excitatory, whilst flat vesicles are inhibitory. More recent ultrastructural studies 

using a similar method of identification of synapses (Brunso-Bechtold, Henkel & Linville, 

1990; Oliver, Beckius & Schneiderman, 1995) have also demonstrated that the synaptic 

projections to LSO and MSO are segregated in a similar manner. Further support of the 

location of synaptic inputs to the MSO was provided by Kuwabara & Zook (1992) who
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demonstrated that the axon collaterals from principal neurones of the MNTB formed small 

boutons on the somata of the central cell column of the MSO.

1.12 Sound Source Localisation

The localisation of a sound source in auditory space at least in part depends on a binaural 

auditory pathway. In 1907, Lord Rayleigh proposed the duplex theory of sound localisation. 

His theory incorporated two methods of sound source localisation, those of interaural intensity 

and phase differences which are used to localise high- and low- frequency sounds, respectively. 

Since this original model, it is now established that mammals, including humans do indeed 

primarily use these two cues of interaural time (or phase) differences (ITDs) and interaural 

intensity differences (IIDs) to localise low- and high frequency sounds, respectively (Masterton 

& Diamond, 1967; Masterton & Imig, 1984). This is consistent with the finding by Guinan, 

Norris & Guinan (1972) that there are considerably more neurones in the MSO with low best 

frequencies (BFs) than with high BFs, and more neurones in the LSO with high BFs than low 

BFs. They found that more than half of MSO neurones had BFs of 0-4kHz but only about a 

quarter of LSO neurones had BFs in this range. In addition, Smith (1995) found that all high-, 

medium- and low-best frequency neurones in the MSO had a converging input to the lowest 

frequency region of the MSO.

Two of the principal nuclei in the SOC are the LSO and MSO. These represent the first site of 

binaural processing (Ramon y Cajal, 1909 (from Grothe & Sanes, 1994), Poljak, 1926; Stotler, 

1953; Warr, 1966) in the auditory pathway and are thought to encode IIDs and ITDs, 

respectively (reviewed by Irvine, 1986; Yin & Chan 1988). The LSO is therefore thought to 

be responsible for localisation of higher frequency sounds than the MSO.

As described above, the LSO receives a direct excitatory projection from the ipsilateral AVCN 

and an indirect inhibitory projection from the contralateral AVCN. The combination of these 

inputs permits the computation of IIDs. Comparatively, the MSO processes ITDs and acts as 

a coincidence detector. Traditionally, this processing was thought to occur as a result of the 

coincidence of the bilateral excitatory projection the MSO receives from spherical bushy cells 

of the AVCN, but is now thought to also involve the inhibitory input from the MNTB (see 

section 1.121).
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In 1948, Jeffress proposed a model of sound source localisation comprising delay lines and 

coincidence detectors. Figure 1.2 is a schematised representation of the Jeffress model. The 

delay lines in the model are created by varying axonal path lengths and the coincidence 

detectors are the binaural neurones (A-E, figure 1.2) that respond maximally when they receive 

simultaneous input from the two ears. This occurs when the interaural time difference is 

exactly compensated by the delay introduced by the pattern of innervation. For example, 

stimulation of neurone ‘B’ in figure 1.2 may arise from a sound arriving at the left ear 

fractionally before the right ear, whilst a sound arriving at exactly the same moment at each ear 

will stimulate neurone *C* maximally. Since the neurones respond to interaural time 

differences, they act as an auditory ‘place map’, providing information about the location of a 

sound source.

Axons of the nucleus magnocellularis in the bam owl act as delay lines and neurones of the 

nucleus laminaris act as coincidence detectors (Sullivan & Konishi, 1986; Carr & Konishi, 

1988, 1990). The nucleus laminaris and nucleus magnocellularis are the avian equivalents of 

the mammalian MSO and VCN, respectively. Jeffress (1948) proposed some part of the SOC 

to be the coincidence detector in mammals. The arrangement of principal neurones in the 

MSO (described in section 1.114, also see figure 1.1) and their ability to compare timing of 

inputs lends them to this task with the bipolar principal neurones being the coincidence 

detectors and the axons projecting from the ipsilateral and contralateral VCN forming the delay 

lines (Crow, Rupert & Moushegian, 1978; Goldberg & Brown 1969). Only a small amount of 

work has been done on the MSO in vivo (Caird & Klinke, 1983; Yin & Chan, 1990; Goldberg 

& Brown, 1968, 1969; Langford, 1984) but findings from the studies were consistent with the 

theories of coincidence detection (reviewed by Yost & Dye, 1991). Most theories of 

coincidence detection stem from the Jeffress model (1948) and incorporate only excitatory 

synaptic projections (e.g. Colburn, Han & Culotta, 1990; Han & Colburn, 1993) despite the 

knowledge that the MSO and LSO each receive an inhibitory projection. However, Colbum, 

Han & Culotta (1990) proposed that the inhibitory projection is involved in temporal 

processing and functions as a modulator of the excitatory synaptic pathway. Later, a model 

proposed by Han & Colburn (1993) supported this hypothesis by suggesting that the inhibitory 

input provides relatively slow (tenths of seconds), long term adjustments to the excitatory 

input, a function which could be useful in tuning the cell population to particular directions,
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Figure 1.2 Schematic representation of the delay line hypothesis used 

in sound source localisation

The hypothesis proposed by Jeffress (1948) requires delay lines and 

coincidence detectors. The delay lines are created by varying axonal path 
lengths and the coincidence detectors are the binaural neurones (A-E).

See text for details.

Figure redrawn from Carr (1993).
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frequencies or levels. Brughera et al. (1996) more recently attempted to incorporate inhibition 

into their model of the MSO and although they failed to prescribe a role to the inhibition, they 

suggested that it is involved in localisation of transient stimuli rather than steady state tones. 

Grothe & Sanes (1993, 1994) have also proposed experimentally that in addition to 

coincidence of excitatory synaptic transmission, synaptic inhibition is also important in the 

functioning of the MSO as a coincidence detector. In addition, Funabiki, Koyano & Ohmori 

(1998) demonstrated in the avian nucleus laminaris that an inhibitory, GAB A mediated input to 

these neurones sharpens their coincidence detection ability.

1.2 Glvcine and the Glvcine Receptor

Since it is thought that synaptic transmission between the MNTB and MSO is mediated by the 

inhibitory neurotransmitter glycine, it is appropriate to introduce some of the history of glycine 

and its associated receptor.

Glycine is a simple amino acid with the following structure:

H
I

H2N -C -C O O H
I
H

Its distribution and proposal as a neurotransmitter in the spinal cord of the cat was first 

described by Aprison & Werman (1965) and Graham et al. (1967). The establishment of it and 

y-aminobutyric acid (GABA) as inhibitory neurotransmitters was reviewed by Aprison and 

Daly in 1978. The inhibitory actions of glycine and GABA occur by the activation of 

postsynaptic receptors opening an integral chloride ion channel. GABA and glycine receptor 

subunits combine to form a receptor-chloride ion channel complex (figure 1.3). Opening of the 

chloride channel results in membrane hyperpolarisation by increased membrane chloride 

conductance (Coombs, Eccles & Fatt, 1955).

Conventionally, GABA is thought to predominate as the inhibitory neurotransmitter in the 

cerebral cortex, diencephalon and cerebellum whilst glycine is important in the spinal cord and 

brain stem (reviewed by Aprison & Daly, 1978; Becker, 1992; Betz & Becker, 1988). Other 

studies however have suggested that the occurrence of glycine is more widespread throughout 

the CNS (Becker, Betz & Schroder, 1993) and glycine receptors are also implicated in the
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Figure 1.3 Schematic diagram showing the primary and quaternary structure of 

the glycine receptor.

(A) Primary structure of the a  subunit of the glycine receptor. It comprises 4 

transmembrane segments (M1-M4). The N-terminal extracellular domain contains the 

agonist and antagonist binding site. M2 lines the chloride channel pore.

(B) Quaternary structure of the glycine receptor. It comprises 5 subunits (a3p2) 

arranged as a quasisymmetrical pentamer. The M2 region of each subunit lines the 

channel pore, through which chloride ions flow. Gephyrin is a polypeptide located on 

the postsynaptic membrane and is thought to anchor the glycine receptor to the 

membrane.
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sensory, auditory and visual pathways (Becker, 1992; Zarbin, Wamsley & Kuhar, 1981). A 

large proportion of this study has entailed the examination of glycine mediated synaptic 

currents resulting from stimulation of the synaptic projection from the MNTB to the MSO. 

Evidence that glycine is acting as the inhibitory neurotransmitter at this synapse was described 

in section 1.1.

Glycine receptors were described by Young and Snyder (1973, 1974) using antagonist binding 

studies. This entailed the radiolabelling of strychnine, forming [3H]-strychnine. Strychnine, 

derived from the seeds of an Indian tree, Strychnos mix vomica, is a well established and 

potent glycine receptor antagonist (Barron & Guth, 1987; Curtis et al., 1968; Curtis, Duggan 

& Johnston, 1971; Ryall, Piercey & Polosa, 1972; Davidoff, Aprison & Werman, 1969) 

although at higher concentrations it may interact with other non-glycinergic receptors 

(reviewed by Barron & Guth, 1987). Binding of [3H]-strychnine to spinal cord membranes 

served as a radioligand binding assay since it competed for glycine receptor occupation. [3H]- 

strychnine binding was antagonised by the following amino acids in this order of potency: 

glycine > (3-alanine > taurine »  L-alanine, L-serine > proline (Young & Snyder, 1973).

1.21 Glvcine Receptor Structure

1.211 Quaternary Structure

The glycine receptor was the first ligand-gated ion channel to be isolated from the mammalian 

nervous system (Pfeiffer, Graham & Betz, 1982). Its purification from adult mammalian spinal 

cord revealed the presence of three different polypeptides of molecular weights 48kDa, 58kDa 

and 93kDa (Pfeiffer, Graham & Betz, 1982; Graham et al., 1985; Becker et al., 1986). 

Pfeiffer, Graham & Betz (1982) estimated the total molecular mass of the glycine receptor to 

be 246±6.0kDa. Consistent with this Betz et al. (1983) proposed that the glycine receptor 

comprised two 48kDa subunits and one each of the 58kDa and 93kDa subunits.

Langosch, Thomas & Betz (1988) later estimated the total molecular mass of the glycine 

receptor to be 260kDa. They found it to comprise five subunits, forming a quasisymmetrical 

pentameric structure with a proposed stoichiometry of 3a (48kDa) and 2(3 (58kDa) subunits 

(figure 1.3). Bormann, Hamill & Sakmann (1987) calculated the open pore diameter based on 

this stoichiometry to be 0.58nm. This is very similar to that of ~0.52nm determined 

experimentally using patch clamp studies (Bormann, Hamill & Salmann, 1987). Patch clamp

16



Chapter 1 - Introduction

studies have also revealed that the channel is anion selective and that in 145mM symmetrical 

chloride, although multiple conductance states exist, the main single channel conductance is 

~45pS (Hamill, Bormann & Sakmann, 1983; Takahashi & Momiyama, 1991; Twyman & 

MacDonald, 1991).

1.212 Gephvrin

The proposed pentameric stoichiometry (Langosch, Thomas & Betz, 1988) did not include the 

copurifying 93kDa polypeptide identified by Pfeiffer, Graham & Betz (1982), Graham et al. 

(1985) and Becker et al'., (1986). However this could be accounted for by the finding that the 

93kDa polypeptide is in fact a peripheral membrane protein (Schmitt et al., 1987) which is 

located on the cytoplasmic face of the postsynaptic glycine receptor complex (Triller et a l, 

1985; Altschuler et al., 1986). Its localisation and ability to bind polymerised tubulin (Kirsch 

et al., 1991) means that it is thought to anchor the glycine receptor to the postsynaptic 

membrane, hence the name gephyrin, from the Greek for bridge. However, there is evidence 

to suggest that the localisation of gephyrin is not exclusively consistent with glycine receptor 

localisation since the gephyrin gene is expressed in many brain areas where a  subunit mRNAs 

are not expressed (Malosio et al., 1991; Kirsch et al., 1993). Gephyrin expression has also 

been demonstrated in the postsynaptic membrane at GABAergic synapses in the retina and 

spinal cord (Sassoe-Pognetto et al., 1995; Todd et a l, 1995).

1.213 Agonist and Antagonist Binding

The a  subunit of the glycine receptor is believed to be the site of agonist and antagonist 

binding. This was determined using antagonist binding studies where [3H]-strychnine was 

incorporated into the 48kDa polypeptide of the glycine receptor (Graham, Pfeiffer & Betz, 

1983; Pfeiffer, Graham & Betz, 1982; Graham et al., 1985; Becker et a l, 1986). Application 

of either glycine or strychnine blocked this [3H]-strychnine labelling, suggesting that the 

agonist and antagonist binding sites are both situated on the 48kDa subunit (Graham, Pfeiffer 

& Betz, 1983; Graham et a l, 1985; Becker et a l, 1986; Pfeiffer, Graham & Betz, 1982). 

However, though closely related, the agonist and antagonist binding sites are not thought to be 

identical since displacement by unlabelled strychnine requires a lower concentration than 

glycine. The IC50 for displacement of 2nM [3H]-strychnine using unlabelled strychnine was 

7.9±2.2nM and for glycine, 32.0±6.0pM (Marvizon et al., 1986). Also, protein modifications
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and changes in ionic conditions can prevent the displacement of [3H]-strychnine by glycine, but 

not by unlabelled strychnine (Young & Snyder, 1974; Marvizon et a l , 1986).

Cloning of the a  subunit has permitted more detailed analysis of the agonist and antagonist 

binding sites. Grenningloh et al. (1987) assigned the agonist binding site to the amino acid 

residues 190-196 and the antagonist binding site between residues 197 and 202. The existence 

of different isoforms of glycine receptor (see section 1.22) with different antagonist binding 

properties has been the focus of a lot of work in attempting to elucidate the exact location of 

the agonist and antagonist binding sites. Site directed mutagenesis studies by Kuhse, 

Schmeiden & Betz (1990a) for example, revealed residue 167 to be important in both agonist 

and antagonist binding since substitution of this glutamate residue for glycine altered the 

pharmacology of the receptor. Site directed mutagenesis studies by Vandenberg et al., (1992) 

and Vandenberg, Handford & Schofield (1992) have shown that two distinct subsites between 

positionsl60 and 220of the human a l  subunit are important in agonist and antagonist binding. 

These and other data (reviewed by Kuhse, Betz & Kirsch, 1995) have led to the postulation by 

Schmieden, Kuhse & Betz, (1992) of a multi-site model of ligand-binding on the glycine 

receptor. This model includes both low- and high-affinity agonist binding sites and the tertiary 

structure of each subunit incorporates these sites located in appropriate positions on the 

receptor.

Homo-oligomeric chloride channels can be expressed in cell lines or Xenopus oocytes, are 

gated by glycine, taurine and p-alanine and are competitively blocked by strychnine. Hill 

coefficients for these channels are ~2.5-4.2, suggesting that around three glycine molecules 

must bind to the receptor to open the channel (Schmieden et al., 1989; Bormann et al., 1993; 

Schmieden, Kuhse & Betz, (1992)).

1.214 Primary Structure

Figure 1.3 shows a simplified representation of the primary structure of the a  subunit of the 

glycine receptor. Peptide mapping and recognition by the same monoclonal antibodies of the a  

and P subunits (Pfeiffer et a l, 1984) demonstrates high homology between these subunits, 

suggesting that they may be evolutionarily related. cDNA sequencing has revealed that each 

subunit contains four hydrophobic segments, M1-M4 which are long enough to span a lipid 

bilayer as an a  helix (Grenningloh et a l, 1987, 1990). The N-terminal extracellular domain 

contains a pair of cysteine residues which may stabilise the structure by forming a disulphide
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bridge (Grenningloh et al., 1987, 1990). There is also an intracellular hydrophilic loop which 

separates segments M3 and M4 and the M2 hydrophobic domain is thought to line the channel 

pore (Grenningloh et al., 1987, 1990; Betz, 1990).

1.215 Homology Between Ligand-Gated Ion Channels

There is a great deal of homology between ligand-gated ion channels, both in the amino acid 

sequence of the subunits and the structural organisation of those subunits. The primary 

structure of each subunit of the glycine receptor described above is similar to those of the 

nicotinic acetylcholine (nACh) receptor (Noda et a l, 1983; Changeux, Giraudat & Dennis, 

1987) and the GABAa receptor (Schofield et a l, 1987; Levitan et al., 1988). In addition, the 

quaternary structure of the glycine receptor, comprising 3a and 2p subunits (Langosch, 

Thomas & Betz, 1988) is very similar to that of the nACh receptor which is also arranged as a 

pentamer, a2(3y5 (Hucho, 1986; Changeux, Giraudat & Dennis, 1987).

The M2 hydrophobic region of each subunit of the nACh receptor has been established as the 

pore lining region of the ion channel (Giraudat et al., 1986; Hucho, 1986; Imoto et al., 1986). 

This region also is highly conserved between the GABAa receptor and glycine receptor 

subunits and contains many uncharged polar amino acid residues which are thought to form the 

lining for their respective ion channel pore (Betz, 1990).

The homology demonstrated between the ligand-gated ion channels means that ion channels 

such as the nACh receptor, the GABAa receptor and the glycine receptor constitute members 

of a ligand-gated ion channel superfamily with conserved primary and quaternary architecture 

(Unwin, 1989; Betz, 1990).

1.22 Developmental Profile of the Glvcine Receptor

The developmental heterogeneity of the glycine receptor in the rodent spinal cord is now well 

established (Akagi & Miledi, 1988; Becker, Hoch & Betz, 1988). Our knowledge of the 

difference in expression can be traced back to 1884 and 1885 when Falck (from Becker, Hoch 

& Betz, 1988) observed that new born rats were relatively immune to strychnine. In more 

recent years deduction of the relative affinities of the adult and neonatal glycine receptors 

(GlyRA or ai, and GlyRw or a 2, respectively) to strychnine can explain this. GlyRA binds 

strychnine with a high affinity (KD=4.0nm; Becker, Hoch & Betz, 1988) and its pentameric
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structure comprises 3oti subunits (48kDa) and 2p subunits (Langosch, Thomas & Betz, 1988). 

Comparatively, GlyRn has a lower affinity for strychnine (KD=6.8nm) and its pentameric 

structure comprises 3oi2 subunits (49kDa) and 2p subunits (Becker, Hoch & Betz, 1988; Hoch, 

Betz & Becker, 1989).

The variants of the a  subunit are highly homologous (Grenningloh et a l , 1987; Kuhse, 

Schmieden & Betz, 1990b; Malosio et a l,  1991) and have been studied using both [3H]- 

strychnine and monoclonal antibody binding (Benavides et al., 1981; Becker, Hoch & Betz, 

1988; Friauf, Hammerschmidt & Kirsch, 1997).

All currently known glycine receptor a  subunits are recognised by the monoclonal antibody 

mAb4a. The oti subunit of GlyRA carries an additional N-terminal epitope which is selectively 

recognised by the monoclonal antibody mAb2b. (Becker, Hoch & Betz, 1988, Pfeiffer et al., 

1984). In 1990(a), Kuhse, Schmieden & Betz found, using site directed mutagenesis that 

exchange of a single amino acid, residue 167 from glutamate to glycine produces a receptor 

with pharmacological characteristics of the neonatal glycine receptor. Friauf, Hammerschmidt 

& Kirsch (1997) exploited the sensitivity of oti glycine receptors to monoclonal antibodies in 

the brain stem of rats. They noted that in adults, a i glycine receptor subunits were distributed 

at most relay stations in the auditory pathway, whilst in foetal rats, no immunoreactivity was 

observed. They observed a gradual increase in immunoreactivity from postnatal day 0 (P0) 

through to about P21, in most auditory nuclei. The MSO however, displayed no 

immunoreactivity until around P8 but reached adult-like levels by P21.

In addition to pharmacological and immunohistochemical differences between GlyRA and 

GlyRN, patch clamp studies have also revealed differences between these channels with respect 

to their single channel open times. Takahashi et al. (1992) recorded single channel currents 

from homomeric oti and 012 glycine receptors expressed in Xenopus oocytes and compared 

them to those recorded from native glycine receptors in rat spinal neurones, over the 

developmental period embryonic day 20 (E20) to P22. They found that the single channel 

conductances were similar over this period but that the kinetics accelerated. Estimations of the 

single channel open times of a i homomeric channels was similarly as short as the mature 

glycine receptors (2.38ms and 2.01ms at P I8, respectively), whilst the homomeric 0 .2  channels 

and native neonatal channels had longer open times (174ms and 39.9ms at E20, respectively). 

In addition, Krupp, Larmet & Feltz (1994) also noted that the decay time course of glycine 

mediated postsynaptic currents in sympathetic preganglionic neurones speeded up with age.
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1.3 Electrophvsiology

The major technique employed throughout this study was that of electrophysiological 

recording. It is an elegant technique which permits the examination of cell membrane 

properties such that a detailed picture of the membrane and cell structure may be established. 

In this project it has also been used to study in detail the synaptic inputs the MSO receives and 

in particular that of the inhibitory input projecting from the MNTB. This section first 

introduces some basic properties of cell membranes and goes on to describe some of the 

electrophysiological techniques used to examine these properties.

1.31 Cell Membranes

Cells are surrounded by a membrane comprising a lipid bilayer which is impermeable to the 

passage of ions (charged particles), sugars or amino acids. Therefore, the membrane 

essentially separates the inside and the outside of the cell’s environment but is interspersed by 

integral proteins which form membrane ion channels or transporters.

1.311 Ion Channels

Ion channels are macromolecular proteins which traverse cell membranes, forming an aqueous 

pore. They permit ions to cross from one side of the cell membrane to the other, an action 

fundamental for cell-to-cell communication and in the nervous system for excitation and 

inhibition of neurones. Most ion channels are selectively permeable, allowing the passage of 

specific ions across the membrane. Expression of different ion channels with varying 

selectivities imparts intrinsic membrane properties to cells. The Goldman-Hodgkin-Katz 

(GHK) equation (see equation 1.7) can be used to determine the selectivity of a channel to a 

particular ion.

Ion channels can be broadly divided into two groups based on their gating properties: voltage- 

gated and ligand-gated ion channels.

21



Voltage-Gated Ion Channels

Chapter 1 - Introduction

Voltage-gated ion channels open as a result of change in the membrane potential of the cell. 

Charged amino acid residues exist within the ion channel pore and act as voltage sensors to 

detect the membrane potential. Detection by the voltage-sensor of specific changes in 

membrane potential then permits the opening of the ion channel.

Ligand-Gated Ion Channels.

Ligand-gated ion channels are gated by the binding of a specific ligand to a receptor which is 

closely associated with the channel. The ligand might be a neurotransmitter, intracellular 

metabolite or a hormone. The nicotinic acetylcholine receptor (nAChR) ion channel is ligand- 

gated and opens as a result of binding acetylcholine or other agonist to the two a  subunits of 

the receptor. Binding of these two subunits opens the associated ion channel, permitting non

specific cation flow. Ligand-gated ion channels, some of which are found at chemical synapses 

are critically involved in synaptic transmission. In this project an inhibitory form of synaptic 

transmission mediated by glycine receptor ion channels is the main focus of investigation.

1.312 Basic Electrophysiological Properties of Cell Membranes

A neurone is surrounded by a membrane which is essentially the combination of a capacitor 

and resistor, or conductor arranged in parallel (figure 1.4).

Resistance and Conductance

The resistance of a membrane represents the resistance to current flow and so is related to the 

number of open ion channels. As ion channels open, resistance reduces and its reciprocal, 

conductance increases. Ohm’s Law (equation 1.1) relates the membrane potential of a cell to 

the current flowing through a given resistor:

V  = IR  Equation 1.1

where V is voltage in volts, I is current in amperes (A) and R is resistance in ohms (Q).

22



Chapter I - Introduction

(A) Ion
Channel
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Figure 1.4 Representation of a cell membrane

(A) Schematic diagram of a cell membrane. The ion channel forms a resistor 

or conductor and is the route of passage of ions into and out of the cell. The 

lipid bilayer separating the intracellular and extracellular compartments forms 
a capacitor.

(B) Equivalent circuit of a cell membrane. The membrane comprises a 

capcitor (CM) and resistor (gx) arranged in parallel.
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So, the greater the conductance of a channel at a given voltage, the greater the current flow 

through that channel will be. For example, if the membrane was clamped at a specified 

voltage, opening of ion channels would cause a reduction in resistance (and increase in 

conductance) across the membrane. Current flow would therefore increase in order to 

maintain the membrane potential. This relationship between membrane potential, current flow 

and resistance forms the basis of much of the electrophysiological study in this project.

Capacitance

Capacitance occurs when two parallel conducting areas are separated by an insulator. Cells 

form capacitors, with the intracellular and extracellular solutions being the conductors and the 

cell membrane the insulator. Capacitance (C) is a measure of the amount of charge (Q) 

required to be transferred from one conductor to the other to set up a change in voltage (AV) 

across the capacitor:

where C is capacitance in farads, Q is charge in coulombs and AV is the potential difference 

across the capacitor.

The amount of capacitance is directly proportional to the area of the capacitor and inversely 

proportional to the distance separating the two conducting sheets so as cell membrane area 

increases, so capacitance increases. Nearly all lipid bilayers have a capacitance of ~lpF/cm2, 

so measuring cell capacitance enables an estimation to be made of membrane area. Since 

charge can only be stored on a capacitor when there is a change in voltage across that 

capacitor (equation 1.2), the current flow through the capacitor is proportional to the voltage 

change with time. Consequently, current flowing through a membrane (Im) is the combination 

of current flow through the membrane resistance (h) and current flow through the capacitor

(C) with respect to time:

Therefore, if the voltage across the membrane were to remain the same with respect to time 

the effects of the capacitance on the current flowing through the membrane could be ignored. 

However, during an electrophysiological recording when a change in membrane potential

Equation 1.2AV

I m = /, + c —a Equation 1.3
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occurs, it is necessary to compensate for the capacitance stored by the neuronal membrane 

since the initial current flow resulting from a change in membrane potential will be a 

combination of capacitance and ionic current flow.

Using a small voltage step it is possible to estimate the capacitance of the membrane. The time 

constant of a cell membrane (xm) is the product of cell capacitance (Cm) and membrane 

resistance (Rm) A small voltage step applied to a cell membrane will generate a transient 

capacitance current. Measuring the time constant of decay of this current will enable an 

estimation of the capacitance of the cell membrane to be made, using the following equation:

The Nernst Equation

All systems move toward an equilibrium, or state of balance including ions through an open 

channel in a cell membrane. Electrochemical gradients occur as a result of the combination of 

electrical and chemical gradients across a cell membrane. When an electrochemical gradient is

can be calculated for any ion using the Nernst equation (Nernst, 1888 (from Hille, 1992)):

where, R = Gas Constant (8.314 J K'1 mol'1)

T = Absolute Temperature (K) 

z = Valency of ion (e.g. Calcium = +2, Chloride = -1)

F = Faraday Constant (96500 C mol'1)

[X]0 and [X]i = Concentration of X outside and inside the cell 

Ex = Potential, in volts of inside with respect to outside the cell

At 20°C for monovalent cations, the Nernst equation can be rewritten as:

Tm l
m —

V
Equation 1.4

balanced, an equilibrium is reached called the equilibrium potential. The equilibrium potential

Equation 1.5

E ion  —  5 8 l o g '  i-

ion o
ion Equation 1.6
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The Nemst equation assumes that a membrane contains channels which are entirely selective 

for the given ion but this is rarely the case. However, the equation will provide information

regarding the main charge carrier of the current. By comparing Ei™, calculated using equation 

1.5 or 1.6 with the measured reversal potential of a current (see below) the main charge carrier 

of the current may be revealed. However, in order to determine specific ion selectivities of a 

channel the Goldman-Hodgkin-Katz (GHK) equation is used:

This is the simplest form of the equation and incorporates the permeability ratios (PA / Pb) of 

the two ions in question (A and B) (reviewed by Hille, 1992).

Current-Voltage Relationship

relationship. For instance the reversal potential, that is the voltage at which there is no net 

current flow into or out of the cell can be measured. Comparison of this measurement with the 

calculated equilibrium potential using the Nemst or GHK equations (equations 1.5, 1.6 & 1.7) 

can be used to determine the charge carrier(s) of the current. The slope of the line produced in 

a current-voltage relationship reflects the conductance through the channel and if that 

conductance obeyed Ohm’s law (equation 1.1) a linear current-voltage relationship would 

result.

1.32 Voltage-Clamp

The technique of voltage clamp was first developed by Cole (1949), Marmont (1949) and 

Hodgkin, Huxley & Katz (1949, 1952) for studying the squid giant axon. The method allows 

ions to flow across a cell membrane, whilst the voltage is held under experimental control 

using a feedback amplifier. The flow of ions across the cell membrane is measured as electrical

Since the introduction of voltage clamp the technique has been developed and is now widely 

used by scientists. Traditionally the method entailed the use of two separate intracellular 

microelectrodes, one with the role of voltage measurement and the other with the role of 

current passage into the cell to maintain the required holding potential. This technique is called

Equation 1.7

Some insight can be gained into a the properties of a membrane by studying its current-voltage

current.
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the two-electrode voltage-clamp technique and was also adapted to use a single microelectrode 

whose role alternates between recording voltage and passing current. This is called the single- 

electrode voltage-clamp, or switch clamp technique.

An alternative method of voltage clamp is that of the patch clamp technique and is the 

electrophysiological technique used throughout this thesis (see chapter 2.21). The patch clamp 

technique was developed by Neher & Sakmann (1976) who studied acetylcholine receptor ion 

channels in frog muscle. This technique also uses a single pipette but in contrast to switch 

clamp, the pipette simultaneously records voltage and passes current. This technique has the 

advantage of being able to discern faster currents than was possible using the switch clamp 

technique but is also hindered by series resistance problems.

Series Resistance

Whilst voltage clamping, the membrane potential is monitored by a voltage follower. The 

voltage follower has a very high input resistance so it draws a negligible input current. The 

clamping amplifier compares the membrane potential with the command potential. It then 

passes current through the access resistance to control the membrane potential. The access 

resistance comprises both electrode and cytoplasmic resistances.

As well as the input resistance there is also a resistance in series with the membrane. The 

patch clamp technique uses the patch pipette to both record the voltage of the membrane and 

to be a path of current passage. Consequently, the access resistance in patch clamping 

contributes part of the series resistance. When a current flows across this resistance a 

discrepancy between the measured membrane potential and the true potential difference across 

the membrane results. Series resistance errors are enhanced when large membrane currents 

flow because the size of the voltage error is determined by the current size multiplied by the 

series resistance (from Ohm’s Law, equation 1.1). Series resistance errors can be compensated 

for by adding a voltage signal to the command voltage of the clamping amplifier (see chapter 

2.262). This voltage signal is proportional to the membrane current and is scaled 

appropriately. The higher the level of compensation achieved (80-90%), the closer the actual 

potential difference across the membrane and the measured membrane potential will be.
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This project investigates a wide range of issues involving the MSO nucleus, in the aim of 

developing a clearer understanding of its characteristics and synaptic inputs. The whole cell 

patch clamp technique in the brain stem slice preparation was used to study both inhibitory and 

excitatory synaptic transmission. This technique was also employed during investigations of 

the voltage-activated ion channels present in the MSO neuronal membrane.

Development of a clear understanding of the physiology of the superior olivary complex forms 

an integral part of research in this system. The characteristics of both the inhibitory and 

excitatory components of synaptic transmission in this system will contribute to an 

understanding of the method by which sound source localisation occurs.
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2 Methods

2.1 Thin slice preparation

The preparation used for this study of medial superior olivary (MSO) neurones was transverse 

thin slices of the rat auditory brain stem. Patch clamping in the thin brain slice preparation was 

first used by Blanton, Lo Turco & Kriegstein (1989) and Edwards et al. (1989) and has been 

developed by our group (Forsythe, Barnes-Davies & Brew, 1995) for studying synaptic 

transmission in the superior olivary complex of the auditory brain stem.

The location of the superior olivary complex within the central nervous system makes in vivo 

intracellular studies of this system technically difficult. However, in order to achieve an 

understanding of synaptic transmission in the superior olivary complex, it is important to 

preserve as many physiological synaptic connections as possible. The transverse thin slice 

preparation is very useful for such a task since despite being an in vitro preparation, many of 

its synapses remain intact. This is the case since the axon tracts of this system lie in the same 

plane as the slice preparation.

2.11 Dissection

Lister Hooded rats, aged from postnatal day six to thirteen were used for all experiments. The 

rats were killed by decapitation using a size 4 scalpel fitted with a size 26 surgical blade 

(Swann Morton).

The head was placed with the ventral surface downwards, in a partially frozen bicarbonate 

buffered low-sodium artificial cerebrospinal fluid (ACSF) solution (appendix lAiii). The 

ACSF was maintained at 0-4°C throughout the dissection. Cold ACSF was used primarily to 

solidify the brain, making cutting easier but also to minimise metabolic and synaptic activity in 

the preparation. All solutions used were gassed with a 95%C>2, 5%CC>2 mixture which 

combined with the bicarbonate buffer in the ACSF maintained pH7.4.

Following decapitation, biochemical studies in the hippocampus have shown that there is a 

rapid drop in brain levels of ATP (Whittingham, Lust & Passonneau, 1984). The reduced 

availability of ATP inhibits the function of the sodium pump, leading to neuronal depolarisation 

which has been shown to be acutely neurotoxic. This is thought to result from the passive 

influx of chloride ions, which in turn causes the influx of cations, including sodium into the cell.
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Sodium influx then causes water to enter the cell, leading to cell swelling and lysis (Olney et 

al., 1986; Rothman, 1985). In order to reduce the risk of cell death resulting from water entry, 

bicarbonate buffered low-sodium ACSF was used in preparing the brain stem slices.

Once decapitated, the skin on the back of the head was cut in a rostro-caudal direction and the 

muscles across the back of the head and neck were severed. The skull was then cut in a 

caudo-rostral direction, from the spinal cord to the rostral end of the olfactory lobes using fine 

dissection scissors. Each side of the skull was then folded to either side of the head, exposing 

the brain. The brain was carefully teased out of the head cavity by cutting the nerves, 

meninges and blood vessels.

Once removed from the skull, the brain was positioned in bicarbonate buffered low-sodium 

ACSF with the dorsal surface downwards and a single vertical transverse cut was made just 

caudal to the pons, detaching the mid brain and cortex from the brain stem. Two pairs of size 

5 watch makers forceps, filed to sharp points were used to detach connective tissue and blood 

vessels from the ventral surface of the brain stem.

2.12 Slicing

A slicing chamber (figure 2.1) was filled to just below the top of the teflon stage with 

bicarbonate buffered low-sodium ACSF (appendix lAiii). The chamber and an ice cube tray 

filled with bicarbonate buffered low-sodium ACSF were then placed in a -20°C freezer 

overnight. The frozen ACSF did not contain additional cations as freezing would cause the 

cations to come out of solution, forming a precipitate and altering the osmolarity of the 

solution on the surface of the frozen block.

Once the dissection of the rat brain was complete, the slicing chamber was removed from the 

freezer and the teflon stage dried of condensation. A cyanoacrylate adhesive (Permabond) was 

dabbed onto the top of the teflon stage and spread thinly using filter paper. The brain stem 

was blotted using filter paper to remove excess fluid from its surface and was placed on the 

teflon stage, rostral surface downwards and dorsal surface toward the front of the chamber. 

The brain stem was left for approximately 30 seconds to allow the glue to dry.

A carbon steel cutting blade (Campden Instruments Ltd.) was dipped in methanol and carefully 

wiped with a clean tissue to remove any dirt or grease from its surface. The blade was then 

clamped onto the vibrotome (Campden Instruments Ltd.). The slicing chamber was clamped
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Figure 2.1 Perspex slicing chamber used for the preparation of brain stem slices.

(A) Three dimensional view and (B) cross sectional view of the slicing chamber. The 

chamber was filled to just below the top of the teflon stage with bicarbonate buffered 

low-sodium ACSF (appendix lAiii) and frozen overnight (no cations). The dissected 

brain stem was affixed to the surface of the teflon stage using a cyanoacrylate adhesive. 

The preparation was oriented with the dorsal surface toward the front of the chamber and 

the rostral surface affixed to the teflon stage. Once the glue was dry, the chamber was 

filled with enough bicarbonate buffered low-sodium ACSF so as to just submerge the 

preparation (plus 2mM MgCl2 & ImM CaCl2). The whole slicing chamber was then 

mounted on the vibrotome (Campden Instruments Ltd.) with the ventral surface of the 

brain stem closest to the cutting blade.
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to the vibrotome and enough bicarbonate buffered low-sodium ACSF was poured into the 

chamber to submerge the brain stem. The orientation of the chamber on the vibrotome was 

such that the back of the chamber was closest to the cutting blade. Consequently, the ventral 

surface of the brain stem was cut first when sectioning.

Throughout the cutting procedure the speed of vibration of the cutting blade was used just 

below the maximum frequency (maximum ~50Hz) and the total horizontal cutting distance was 

~lmm. Slicing was achieved by slowly manually advancing the tissue across the vibrating 

blade. Initially, 500pm thick brain stem slices were cut in the transverse plane down to the 

level of the 7th nerve, and the cut tissue discarded. From the level of the 7th nerve, successive 

transverse 200pm thick brain stem sections were cut to include the superior olivary complex. 

Approximately 5-7, 200pm thick slices were collected from each brain stem preparation. A 

clear marker of the location of the superior olivary complex is the trapezoid body fibres which 

project bilaterally from the midline on the ventral surface of the brain stem. Once the trapezoid 

body fibres could no longer be seen in the tissue, no further slices were collected. As they 

were cut, each slice was transferred to a slice maintenance chamber (figure 2.2) using a blunt, 

fire polished Pasteur pipette. The slice maintenance chamber contained gassed bicarbonate 

buffered normal ACSF (appendix 1 Aii) heated to 37°C with an osmolarity of ~320mOsM. The 

slices were incubated in this chamber at 37°C for an hour following sectioning. The chamber 

was then removed from the water bath and allowed to return to room temperature. The slices 

were kept in the incubation chamber until required for the experiment and were continually 

gassed.

2.13 Slice Maintenance

For an experiment, a brain stem slice was removed from the slice incubation chamber and 

transferred to a Peltier controlled environmental chamber (Forsythe, 1991, figure 2.3). The 

Peltier controlled environmental chamber works as a heat exchange device which permits the 

maintenance of constant temperature of the solution in the chamber. Other than where stated, 

the temperature was maintained at 25°C “set” temperature on the Peltier controller. In some 

experiments (stated in chapter 5), the temperature dependence of the recordings was 

investigated. This was achieved by adjusting the Peltier controller to the required temperature. 

The “set” temperature on the Peltier controller was not always equal to the actual temperature 

in the bath and figure 2.4 shows the relationship between the “set” temperature and the actual
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Figure 2.2 Perspex slice maintanance chamber used for incubation of brain 

stem slic&.

The slice maintenance chamber was filled with bicarbonate buffered normal 

ACSF (appendix lAii) and heated to 37°C in a water bath. Freshly cut brain 

stem slices were transferred onto the fabric mesh of the chamber using a blunt 
fire polished Pasteur pipette. The slices were then incubated for one hour at 

37°C. Following incubation the chamber was removed from the water bath and 

allowed to return to room temperature. The slices were maintained at room 

temperature until use. The ACSF was continually gassed with a 959k 0 2 / 5%

C 0 2 mixture to ensure physiological pH.
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Figure 2.3 Environmental chamber

(A) Plan view and (B) cross sectional view of the peltier controlled 

environmental chamber. The solution's temperature is maintained by being 

circulated through tubing around the environmental chamber prior to entry into 

the chamber where the slice is postioned.
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Figure 2.4 Calibration graph of temperature of the environmental 
chamber.

The environmental chamber is maintained at a constant specified temperature 
during experiments. The "set" temperature on the Peltier controller was not 

always equal to the actual temperature in the chamber as a result of heat loss or 

gain from the ambient environment. Most experiments were conducted at a 

"set" temperature of 25°C which happens to be very similar to the actual 

temperature of the environmental chamber.
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temperature in the environmental chamber. The results given for temperature dependence 

experiments in chapter 5.31 are given at the actual bath temperatures.

The Peltier controlled environmental chamber was fitted to the stage of an upright M2A 

microscope (Microinstruments, Ltd.) on the experimental rig. The slice was secured in 

position in the environmental chamber using a platinum “harp” (Edwards et al., 1989). Fine 

nylon threads traversed the harp and secured the slice in position (figure 2.5).

2.14 Perfusion

All electrophysiological experiments were conducted in the environmental chamber which was 

continuously perfused at a rate of ~0.7ml/min using an eight channel peristaltic pump (Gilson, 

Minipuls 3). Figure 2.6 shows a flow diagram of the perfusion system used. The volume of 

the environmental chamber was ~300-400pl. Four perfusion lines had direct entry into the 

environmental chamber, minimising dead space and permitting rapid exchange between 

solutions. The flow of oxygenated solutions onto and away from the brain stem slice was 

essential for the survival of the preparation. In order to maintain a continuous flow, solution 

was removed from the environmental chamber using a wide gauge needle, blunted and bent to 

the appropriate shape so as to permit its placement in the bath. In order to maintain a constant 

fluid level in the environmental chamber the suction needle was designed to suck both air and 

fluid (figure 2.7C).

It is crucial for electrophysiological experiments that electrical noise is kept to a minimum. To 

achieve this, components within the Faraday cage were electrically and mechanically isolated. 

The contents of the Faraday cage were mechanically isolated from any vibration in the 

surrounding environment by being mounted on an anti-vibration table (Wentworth 

Laboratories Ltd.).

The perfusion system was a great potential source of electrical noise. If a continuous column 

of solution was permitted to enter the Faraday cage, it would readily form an aerial. To 

maintain electrical isolation, a continuous column of solution entering and exiting the Faraday 

cage was therefore avoided. This was achieved by the use of bubble traps positioned at the 

entry and exit points of solutions to Faraday cage (figure 2.7A, B). The bubble traps used at 

the entry point of the solution to the Faraday cage had a 1ml syringe and needle pierced 

through a bung in the top of a 5ml syringe (figure 2.7A). The 1ml syringe was drawn back to 

~0.3ml and the negative pressure generated a reservoir of ~0.5ml in the 5ml syringe of the
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Figure 2.5 Platinum harp.

The platinum "harp" was positioned over the brain stem slice in order to keep it 

in place for electrophysiological experiments. The nylon threads traversing the 

harp were carefully dissected from nylon tights and attached to the lower 

surface of the platinum using cyanoacrylate glue. Pieces of broken coverslip 
glass were then also attached to the bottom of the platinum harp. The harp was 

positioned so that the fine nylon threads lay medio-laterally across the brain 

stem. The broken coverslip provided enough height so that the nylon threads 

did not dig into the slice but secured it in a fixed position.
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Figure 2.6 Flow diagram of perfusion system.

An 8-channel peristaltic pump (Gilson, Minipuls 3), pumped solution around the 

perfusion system and up to five different inflow lines were used. The solution entered the 

Faraday cage where it passed through a bubble trap to electrically isolate the interior of 

the Faraday cage. The solution then passed through gas-impermeable tubing to the 

environmental chamber where its temperature was maintained using a Peltier controlled 

heat exchanger after which the solution entered the bath and perfused over the slice 

preparation. A suction needle was positioned in the chamber enabling solution to be 

sucked out and discarded. Just prior to the solution leaving the Faraday cage it passed 

through another bubble trap, improving electrical isolation of the interior of the Faraday 

cage. Once out of the Faraday cage the solution passed around the peristaltic pump again 

and was discarded in a waste bottle.
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Figure 2.7 Bubble traps and suction needle.

(A) Entry bubble trap and (B) Exit bubble trap. Solution is circulated around the 

perfusion system using a peristaltic pump (Gilson, Minipuls 3). Upon entry to or exit 

from the Faraday cage, solution was allowed to drip into the 5 ml syringe of the bubble 

trap. This prevented a continuous column of solution entering the Faraday cage which 

would have readily formed an aerial to conduct electrical noise to the electrophysiological 

recording.

The bubble trap positioned at the entry of the Faraday cage (A), also had a 1ml syringe 

and needle pierced through the bung placed in the 5ml syringe. When solution was 

perfused around the system, a small reservoir of solution (~0.5ml) was allowed to build 

up in the 5ml syringe by creating negative pressure in the syringe by drawing back the 

plunger on the 1ml syringe to ~0.3ml.

C) Suction needle constructed using a wide gauge needle positioned with the tip in the 

environmental chamber. This allows the suction of both air and solution, maintaining a 

constant fluid level in the environmental chamber.
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bubble trap. The reservoir prevented air bubbles entering the environmental chamber, an event 

which would potentially cause the destruction of an electrophysiological recording. The 

prevention of air bubble formation was not necessary in the suction tube exiting the 

environmental chamber. Consequently, the bubble trap positioned at the exit of the solution 

from the Faraday cage was simplified such that it consisted only of a 5ml syringe (figure 2. IB). 

On the morning of experimentation prior to circulating the perfusion system with appropriate 

solution, each line, including the bubble trap was gassed with a 95%02, 5%C02 mixture for 

approximately 5 minutes. All the tubing used in the experimental rig had a low gas 

permeability (Anachem Ltd., Cole-Parmer Instrument Company) such that the solutions were 

maintained in a high O2 concentration environment even when static in the tubing for 

sometimes up to several hours.

2.15 Microscopy

An upright M2A microscope (Microinstruments) was used to visualise the neurones. Low 

power magnification (x4 objective, Zeiss) was used to locate the area in the slice to be studied. 

The microscope was fitted with Universal Differential Interference Contrast (DIC), or 

Nomarski optics and a high magnification (x40 objective, Zeiss 0.75NA, 1.6WD) water 

immersion objective was used to locate individual neurones. The microscope was also fitted 

with a Panasonic CCD camera linked to a Panasonic WV-5340 monitor. This allowed both 

visualisation of the cells during recording and permitted images to be stored on a computer and 

analysed with NIH Image, version 1.55 Software on a Macintosh computer.

2.151 Fluorescence Microscopy

Following electrophysiological recording, the identity of the neurones was sometimes 

confirmed using the fluorescent dye, Lucifer Yellow CH dipotassium salt (Aldrich). 

Approximately 1 mg/ml of Lucifer Yellow was included in the intracellular patch solution. One 

advantage of using Lucifer Yellow as the fluorescent indicator is its small size (MWt=457). 

This enabled the cell, including its extensive dendritic tree to be rapidly dialysed with the 

solution. Cells filled with Lucifer Yellow were visualised initially using an ultra-violet light 

source supplying the microscope.
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Once electrophysiological study of a filled neurone was finished, the slice could be preserved 

for further examination. Preserving the slice entailed its fixation in 5% paraformaldehyde in 

phosphate buffered saline (PBS) solution overnight. The slice was then transferred to PBS 

solution, washing off any residual paraformaldehyde. At this stage, the slice was fixed and was 

ready for examination using confocal microscopy.

The slice was transferred to a glass slide (Blue Star) with a hole ground through its centre 

(~10mm diameter). The slide had a glass coverslip affixed to it, so that the hole through the 

middle of the slide formed a well in which the brain stem slice could sit. Following the transfer 

of a slice to the slide, a few drops of SlowFade, an antifade solution (Molecular Probes) were 

dropped onto the slice. The slice was then weighted down to a fixed position in the well of the 

microscope slide using a piece of platinum wire positioned over a piece of broken coverslip on 

top of the brain stem slice. A glass coverslip was then placed over the top of the weighted 

down slice and the preparation was then ready for examination using confocal microscopy.

Confocal microscopy was used to construct a projected image of the Lucifer Yellow filled 

neurones. This was done by first optically sectioning the neurone into 2pm thick transverse 

sections. A projected image was then reconstructed using these optical sections superimposed 

on top of one another. An MRC 600 confocal microscope fitted with an argon laser and 

fluorescence filter sets was used mounted on an inverted microscope. Nomarski optics made it 

possible to get an impression of the three dimensional nature of the slice by focusing up and 

down, however, confocal microscopy permitted the permanent visualisation of a full three 

dimensional image of the neurone. Examples of the structure of MSO neurones are shown in 

chapter 5, figure 5.12.

2.2 Electrophysiological Techniques

Neher and Sakmann first developed the patch clamp technique in 1976 to study single 

acetylcholine activated channels in frog muscle fibres. Since then, the technique has become 

widely used by electrophysiologists to study ionic currents in biological membranes. The patch 

clamp technique entails the used of glass micropipettes pressed onto the surface of the cell 

membrane, forming a giga-ohm (>10GQ) seal and the recording of ionic currents passing 

through that cell membrane.
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Various forms of the patch clamp technique exist, all of which can be achieved following the 

formation of a giga-ohm seal onto the surface of the cell membrane:

1) Single channel ionic currents can be recorded from the membrane directly beneath the patch 

pipette in the cell-attached patch configuration (figure 2.8A). Extracellular solution is used as 

the bath perfusate and to fill the pipette.

2) A patch of membrane can be pulled from the cell by gently withdrawing the pipette from 

the cell forming an inside-out patch of membrane (figure 2.8B). In this configuration, the 

pipette is filled with extracellular solution and the bath perfused with intracellular solution. 

This technique permits the easy exposure of the intracellular membrane to a variety solutions.

3) From the on-cell configuration, further suction on the back of the pipette will rupture the 

patch of membrane beneath the pipette, resulting in the whole cell configuration (figure 2.8C). 

This configuration enables the study of whole-cell macroscopic currents. The pipette is filled 

with an intracellular solution and the bath perfused with extracellular solution.

4) Once the whole-cell patch clamp configuration is achieved, gently withdrawing the pipette 

from the cell will pull a patch of membrane from the cell, resulting in the outside-out 

configuration of patch clamping (figure 2 .8D). This enables the study of single ion channels in 

the cell membrane. For this configuration, the pipette is filled with an internal solution and the 

bath perfused with an extracellular solution.

In this thesis, the whole cell configuration was used in all electrophysiological recordings.

2.22 Experimental Rig

Figure 2/9 shows a circuit diagram of the experimental rig used for the electrophysiological 

experiments. Current and voltage were recorded directly onto a digital audio tape (DAT) 

recorder (48kHz sampling frequency) (Biologic, DTR-1404). The current was then filtered 

(2kHz, unless otherwise stated) using an eight-pole Bessel filter (Frequency Devices) and the 

filtered data digitised (usually 5-20kHz) using a CED 1401 interface before being stored on a 

DELL 450/L personal computer.

The computer was used to control stimulation and voltage command of the List-Medical EPC 

7 amplifier. A home-made pulse conditioner containing two operational amplifiers was
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Cell-attached
patch

Suction Pull pipette 
away

Whole Cell Inside-out patch

Pull pipette 
away

Outside-out
patch

Figure 2.8 Configurations of the patch clamp technique.

All configurations of the patch clamp technique require the formation of a giga- 

ohm seal onto the surface of the cell membrane.

Darker shading indicates intracellular solution and lighter shading indicates 
extracellular solution.
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Figure 2.9 The experimental rig used for all electrophysiological recordings.

A patch pipette was attached to the headstage of the EPC 7 patch clamp amplifier (figure 

2.11). The current output of the EPC 7 amplifier was passed directly to channel 1 of a 

Biologic DTR-1404 Digital Tape Recorder (DAT recorder). The current output from the 

DAT recorder was monitored directly using a Gould storage oscilloscope. The current 

from the DAT recorder was filtered using an eight-pole Bessel filter and the output from 

the filter sent to a DELL 450/L personal computer via a CED 1401 analogue to digital 

interface.

A pulse conditioner was included in the circuit between the CED 1401 and the EPC 7 

amplifier to reduce noise in the circuit (figure 2.10). A gain box was also included from 

the voltage monitor to the analogue to digital converter inputs on the CED 1401.

Digital outputs from the CED 1401 were sent directly to the TTL input of the DAT 

recorder. Using the TTL output from the DAT recorder, the stimulating electrode was 

triggered via a trigger delay and the voltage monitored on the oscilloscope. The 

oscilloscope was triggered directly from the output of the TTL pulse on the DAT 

recorder.
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incorporated into the circuit from the CED 1401 interface to the EPC 7 amplifier (figure 2.10) 

in order to eliminate noise generated by the CED 1401. The first amplifier was a summing 

amplifier which inverted the pulse from the CED 1401 interface (DAC output 3) and added it 

to the holding potential from the CED 1401 (DAC output 2). The noise output from the two 

DAC outputs of the interface were identical so addition of an inverted output and a non

inverted output reduced circuit noise without affecting the voltage step size. The second 

amplifier was an inverting amplifier where the output of the first amplifier was inverted. The 

ratio of the resistors produced an approximate 2x gain. This gain could be calibrated precisely 

using the variable resistor on the input to the second amplifier.

Digital outputs from the CED 1401 interface were sent to the TTL input on the DAT recorder 

and the TTL output was used to trigger the stimulating electrode via a trigger delay. Current 

and voltage were both monitored using a Gould DSO 400 storage oscilloscope. The 

oscilloscope was triggered by the output of the TTL pulse on the DAT recorder.

The headstage of the EPC 7 amplifier works as current to voltage converter and comprises two 

operational amplifiers (figure 2.11). The first amplifier is a current to voltage converter, and 

the second a differential amplifier. The current to voltage converter amplifier has a very high 

resistance, so it draws negligible current from the circuit. Using this it is possible to measure 

very small unknown currents, such as those resulting from channel opening in the cell 

membrane by measuring the voltage drop across the resistor. The differential amplifier is used 

to measure differences between two points in a circuit whose potentials differ from ground. So 

in the case of a patch clamp amplifier circuit, it measures the difference between the output of 

the first amplifier and the membrane holding potential.

2.23 Pipettes

Whole cell patch clamp recordings were made using thin-walled filamented borosilicate glass 

(Clark Electromedical Instruments, GC150TF-15). The pipettes were pulled using a two stage 

vertical puller (Narishige).

The bubble number of each pipette was measured in order to maintain a consistent pipette 

resistance. To do this a 10ml syringe was filled with air and attached to the unpulled end of 

the pipette by a piece of tubing. The pulled end of the pipette was then dipped in methanol and 

the plunger of the 10ml syringe depressed. The volume of air remaining in the syringe when
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Figure 2.10 Pulse conditioner circuit.

The pulse conditioner circuit has two purposes, that of adjusting the gain so that it is 

appropriate for the EPC 7 amplifier and for reducing the noise of the circuit. It comprises 

two operational amplifiers, a summing amplifier and an inverting amplifier. The summing 

amplifier inverts the pulse from the CED 1401 interface (DAC output 3) and adds it to 

the holding potential from the CED 1401 (DAC output 2). The noise from the two DAC 

outputs of the interface is identical so addition of an inverted output and a non-inverted 

output was used to subtract the circuit noise. The output of the first amplifier was then 

inverted at the next amplifier and the ratio of resistors produced an approximate 2x gain. 

This gain could be calibrated precisely using the variable resistor on the input of the 

second amplifier.
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Figure 2.11 Circuit diagram of an EPC 7 patch clamp amplifier headstage.

The EPC 7 patch clamp amplifier headstage works essentially as a current to 

voltage converter and consists of two operational amplifiers. The first 

operational amplifier is a current to voltage converter and the second a 

differential amplifier. Using the current to voltage converter amplifier it is 

possible to measure very small unknown currents flowing through the cell 

membrane by comparing the voltage of the pipette (Vp) with the voltage set from 

the voltage command (VREF). The differential amplifier is used to measure the 

difference between the output of the first amplifier and that from the voltage 

command (VREF). VpOFFSET anc* ^ hold ^  Potenh°meters- They can be used 

to alter VREF, eliminating any pipette offset and to set the required holding 

potential.
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small bubbles began to appear in the methanol from the end of the pipette provided the bubble 

number of that pipette. The bubble numbers of the pipettes used here ranged from 6.3 to 6.7 

giving electrodes which when fire polished and filled with patch solution had a resistance of 5- 

6MH

The pipette shanks were coated in a layer of Sylgard (Dow Coming) from the start of the taper 

of the pipette to within 250pm of the tip. Sylgard is an inert, hydrophobic resin which cures 

rapidly on heating and serves to reduce the capacitance of the pipette by increasing the width 

of the wall and therefore the distance between the internal and external solutions.

Just prior to use, the tips of the pipettes were smoothed by fire polishing them. This was done 

by heating a piece of platinum wire coated in glass with the pipette tip positioned close to the 

wire. Fire polishing was complete when the pipette tip was seen to narrow slightly, using a 

x40 objective on a light microscope.

2.24 Silver / Silver Chloride Wire

The wire in the electrode holder and that forming the bath earth were made of silver (Ag) 

coated in silver chloride (AgCl). A piece of bare silver wire was cleaned using wet-and-dry 

paper. The cleaned silver wire was then dipped in molten AgCl, coating it fully. Silver 

chloride coated silver wires are the most frequently used electrodes in electrophysiology. Cl" 

ions react with Ag producing AgCl plus an electron (e"). However, this is a reversible reaction 

so an electron can react with the AgCl to produce Ag plus Cl". Current is therefore carried by 

chloride in the following reversible reaction:

Cl" + Ag <=> AgCl + e"

The AgCl electrode is fully reversible so current will freely pass through the electrode in either 

direction. There is also no potential between AgCl and water so that when no current is 

passing, no potential is produced.
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2.25 Stimulation

In order to evoke inhibitory synaptic currents in MSO neurones, the MNTB was stimulated 

electrically. This was done using a platinum bipolar stimulating electrode (figure 2.12) 

positioned over the MNTB.

Approximately 20cm of 75 pm diameter teflon coated platinum wire (Advent Research 

Materials Ltd.) was bent in half and the two threads twisted together to form a helix. The loop 

at the end of the helix was cut and the resulting fork of platinum briefly passed through a 

flame, burning off the teflon coating and exposing the bare platinum wire beneath. This fork of 

bare platinum wire formed the tip of the stimulating electrode. A 1ml syringe was cut off to 

~0.5ml and the twisted platinum wire passed through the 1ml syringe, leaving ~6cm of wire, 

including the exposed platinum fork, protruding from the 'needle' end of the syringe. The 

platinum wire was secured in position in the syringe using the bung from the plunger of the 1ml 

syringe. The teflon coated platinum wire protruding from the 1ml syringe was passed through 

a piece of borosilicate electrode glass and this was affixed to the syringe. The electrode glass, 

and the first ~2cm of syringe were then wrapped in aluminium foil, and coated in high 

conductivity silver paint (Acheson). The wire was then shaped so that it fitted into the 

environmental chamber when clamped to the microscope stage. The platinum wire and silver 

paint was then coated in a layer of varnish up to ~0.5cm from the tip. The stimulating 

electrode was then clamped to the directional manipulators and the wires coming from the 

back of the 1ml syringe were connected to the isolated stimulator DS2A (Digitimer). The tips 

of the stimulating electrode were separated just enough to allow each wire to pass over the top 

and bottom of a 200pm slice without digging into the slice.

The stimulating electrode was then clamped to the stage of the microscope and, while viewing 

under low (x4) power the directional manipulators were used to position the electrode tips 

either side of the brain stem slice over the MNTB ipsilateral to the MSO to be recorded from. 

The isolated stimulator provided a pulse of variable amplitude and width. The width was 

generally maintained at 0.2ms whilst the amplitude was varied between 0 and 10V using the 

normal or reverse polarity of stimulation. A home made trigger generator was connected to 

the stimulator providing the ability to generate trains or individual stimuli at various rates.
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Figure 2.12 Bipolar platinum stimulating electrode.

(A) Complete stimulating electrode. The stimulating electrode was clamped to the 

microscope stage and the platinum tips of the electrode moved toward the brain stem 

slice using the directional manipulators. Each fork of the tip of the platinum electrode 

was then positioned on the upper and lower surface of the 200pm slice, directly over the 

MNTB. The electrode was triggered by an isolated stimulator DS2A (Digitimer).

(B) Structure of stimulating electrode.
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2.26 Whole Cell Patch Clamping

A sylgarded, fire polished patch pipette was filled with the appropriate internal patch solution 

(appendix IB) and secured to the electrode holder attached to the headstage of the patch 

clamp amplifier. The AgCl coated silver wire on the electrode holder made contact with the 

internal solution in the patch pipette and another silver chloride coated silver wire (the bath 

earth) was placed in the bath solution. With these in position, when the pipette was placed in 

the bath an electrical circuit was completed.

2.261 Forming a Seal

When the brain stem slice was secured in the bath and the patch pipette attached to the 

headstage, the pipette was lowered into the bath using course control manipulators (Narishige) 

which were clamped to the base plate on the anti-vibration table of the experimental rig. Slight 

positive pressure was applied by mouth to the back of the pipette, and the tip of the pipette 

was lowered through the meniscus of the bath solution. Positive pressure was required 

because the surface of the solution was often slightly dirty and it was essential for good seal 

formation that the tip of the pipette was kept clear of any debris.

An offset potential, or junction potential usually exists between a patch pipette solution and 

bath solution. This is because at the interface of two salt solutions, a potential difference 

occurs as a result of the mobilities of different anions and cations in the two solutions. This 

offset potential could be cancelled when the pipette was in the bath, using the Vp-offset control 

on the amplifier, until the number on the V c o m m / V r m s  display was zero. The Vp-offset control 

works by providing a potential to cancel the offset potential. This was done while the MODE 

control was set to SEARCH. The V h o l d  control on the EPC 7 amplifier was also set to 5.0, 

producing a holding potential of OmV.

Using the patch clamp software installed on a DELL 450/L computer, a 5mV voltage step was 

generated through the patch pipette. When the pipette tip was in the bath, the voltage step 

produced a current drop across the pipette tip. Since Ohms Law states that V = IR (chapter 

1.312, equation 1.1), when resistance R was very low, as was the case when the pipette was 

free in the bath, then to produce the 5mV voltage step V, current I was high.

Using the course control manipulators and the x40 water immersion objective on the 

microscope, the pipette was lowered toward the brain stem slice. When the tip of the
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electrode was -lOOpm from the surface of the slice l-2ml of positive pressure was applied to 

the back of the patch pipette using a 10ml syringe. The positive pressure was maintained using 

a three way tap fitted to the end of the 10ml syringe. The pipette was then manoeuvred 

toward an identified MSO neurone using an hydraulic manipulator (Narishige). The positive 

pressure applied to the pipette separated the connective tissue surrounding the neurones and 

allowed clear access for the electrode to the neurone (Edwards et al., 1989). Without 

application of the positive pressure the pipette would become coated in debris, reducing the 

likelihood of seal formation onto the neurone. Once the surface of the neurone was cleaned 

and the pipette was within a few microns of the cell membrane a small indentation, or bleb 

could be seen to form on the surface of the neurone. This bleb formed as a result of the 

positive pressure pushing fluid out of the pipette onto the surface of the neurone. At this time, 

the positive pressure was released from the pipette. As this was done, the bleb on the surface 

of the cell reduced in size as the membrane closed back onto the pipette tip. Gentle suction at 

this point assisted seal formation. As the seal was formed, the current step produced in 

response to the 5mV voltage step reduced as a result of the increasing resistance across the 

pipette. To verify that a giga-ohm seal had been formed the gain on the amplifier was 

increased to 20mV/pA. At this gain, a flat current trace (except for the transient capacitance 

currents) confirmed seal formation. Usually seal formation was rapid, after which the holding 

potential was set to an appropriate voltage (usually -70mV) using the V h o l d  control on the 

EPC 7 amplifier. This was done when the MODE control was set to VC. The holding 

potential was displayed on the V Co m m / V r m s  window. If seal formation was slow however, 

V h o l d  could be adjusted to -70mV while the seal was forming. This is thought to assist seal 

formation. Once a giga-ohm seal was formed between the tip of the patch pipette and the cell 

membrane, with the Slow Range control set on the 'Off position, the transient capacitance 

currents seen on the current trace could be cancelled using the C-FAST and x-FAST controls. 

These transient capacitance currents were formed as a result of capacitance of the pipette, 

described in the introduction.

2.262 Whole Cell

Once a giga-ohm seal had been formed on the cell membrane, slight mouth suction on the back 

of the pipette ruptured the patch of membrane underneath the pipette tip permitting electrical 

continuity between the inside of the cell and the patch pipette and resulting in the attainment of 

the whole cell patch clamp configuration (figure 2.8C). Upon entry into the neurone further
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transient capacitance currents appeared on the current trace of the oscilloscope. Assuming 

complete compensation of the transient capacitance currents in the cell-attached configuration, 

these transient capacitance currents were entirely due to the capacitance of the cell. This 

capacitance was compensated for using the C-SLOW and G-SERIES controls with the Slow 

Range control set to lOpF for small cells or lOOpF for larger cells. For cells which are largely 

somatic, the transient current will decay over a single exponential time course and would be 

relatively easy to cancel using the C-SLOW and G-SERIES controls. However, cells that are 

very dendritic, such as MSO neurones would have transient cell capacitance currents which do 

not decay with a single exponential (see chapter 3.32, figure 3 .1) and so cancellation of the 

transient current would not be complete. The final values of C-SLOW and G-SERIES 

provided estimates of the cell membrane capacitance and series conductance of the cell, the 

reciprocal of the latter being series resistance. Sometimes, if the series resistance was high 

then it was possible to suck a little more on the pipette to improve the access into the cell. 

Once the C-SLOW and G-SERIES controls were set, the series resistance was compensated 

for using the %-COMP control on the EPC 7 amplifier. Series resistance was always 

maintained below 25MQ and series resistance compensation between 60 and 90% was 

routinely used with the RS COMP switch on the FAST mode.

Throughout the electrophysiological recording the series resistance was monitored and the G- 

SERIES and %-COMP controls adjusted accordingly. If the series resistance deteriorated then 

attempts were made to improve access by suction application to the pipette.

Prior to seal formation the Vp-offset control was used to cancel the junction potential resulting 

from the different ionic concentrations in the internal patch solution and the extracellular bath 

solution (explained above). However, once in the whole cell configuration no junction 

potential existed because the patch solution would have dialysed into the cell leaving no 

interface between the patch pipette and the intracellular solution. The corrected offset 

potential was therefore incorrect in the whole cell configuration.

The size of the junction potential measured by using the Vp-offset control was dependent on 

the ionic concentrations of the intracellular and extracellular solutions, so if either one was 

altered then the junction potential changed. For example, in experiments where the reversal 

potential of the synaptic current was measured, a change in intracellular chloride concentration 

was required (chapter 4.324). This change affected the relative ionic compositions between 

the internal and external solutions and so for each solution, the junction potential was 

measured. This was done by filling a patch pipette with the internal solution used in an
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experiment and attaching it to the headstage of the patch clamp amplifier. The patch pipette 

was then lowered into a dish containing the extracellular solution used in the experiment, and 

in a similar manner to when preparing for seal formation, the Vp-ofFset control was adjusted 

until the V c o m m / V r m s  display read zero. Once this was done, the patch pipette was transferred 

from contact with the extracellular solution into a dish containing the same intracellular 

solution as was in the patch pipette. The number that was then displayed on the V c o m m / V r m s  

display was the junction potential which was corrected for in each situation. Appendix 1C 

documents the junction potentials obtained throughout this study but were only corrected for 

when measuring the reversal potential of the evoked inhibitory synaptic current in chapter 

4.324.

2.27 Amplifier

The amplifier used in most of the electrophysiological experiments was a List-Medical EPC 7. 

However for some earlier acquired data, an Axopatch 200A amplifier was used.

2.28 Sample and Filter Rates

All data were filtered using an 8-pole Bessel filter. The data were sampled and filtered 

appropriately so that the sample rate was always at least twice the filter frequency (most often 

5kHz and 2kHz, respectively). The relative sample and filter rates is of importance otherwise a 

phenomenon known as aliasing may occur. Miniature current data in chapter 5 were filtered 

and digitised at 5kHz and 40kHz, respectively in order to make accurate estimations of the 

time course of the currents.

2.29 Data Acquisition and Analysis

All data were collected using a DELL 450/L computer and a Digital Tape Recorder (DTR- 

1404).

Except for miniature current data, all data were acquired and analysed using ‘Current and 

Voltage Clamp’ from ‘Patch’, version 6 (Cambridge Electronic Design).

Miniature current data in chapter 5 were acquired and analysed using a software suite written 

by Dr. D. Maconochie, called ‘Viewmenu’.
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Miniature current data in chapter 6 were acquired and analysed using ‘Strathclyde 

Electrophysiology Software, Whole Cell Program’, version 1.2. Graphs and figures were all 

drawn using Kaleidegraph 3.0 and Macdraw Pro on a Macintosh computer.
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3 Results

3.1 Introduction

In this project characteristics of the medial superior olivary (MSO) nucleus and some of the 

synaptic projections it receives have been investigated. In this chapter the whole cell patch 

clamp technique was used to study some intrinsic features of MSO neurones:

1) The resting properties of MSO neurones, 

and 2) Voltage-activated channels present in MSO neuronal membranes.

Finally, a brief study of the potassium channel Kv3 .1 transfected into murine erythroleukaemia 

(MEL) cells was conducted. This chapter reveals the presence of voltage-activated sodium 

channels and voltage-activated potassium channels, one of which may be Kv3.1 in MSO 

neuronal membranes.

3.2 Methods

The whole cell patch clamp technique was used throughout. Brain stem slices were prepared 

as described in chapter 2 and MEL cells were transfected and maintained using the method 

described by Shelton et al. (1993).

Normal bicarbonate buffered artificial cerebrospinal fluid (ACSF) containing 133.5mM 

chloride (appendix lAii) was used in all investigations of the MSO. Measurement of the 

capacitance of MSO neurones was made using a CsCl-based intracellular patch solution, 

containing 132mM chloride (appendix IBiii). For examination of voltage-activated channels in 

MSO, a KCl-based intracellular patch solution containing 132mM chloride was used (appendix 

IBii). Investigations of the Kv3.1 ion channel transfected into MEL cells used a HEPES 

buffered extracellular solution (appendix lAi) and a potassium gluconate based intracellular 

patch solution (appendix IBi). 2mM CaCh was added to all extracellular solutions except 

when investigating voltage-activated currents in MSO neurones when 0.2mM CaCl2 was added 

in order to minimise calcium currents and calcium-activated potassium currents.
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3.3 Results

3.31 Zero Current Potential

Prior to the use of any physiological or pharmacological tools, the zero current potential of the 

MSO neurone was found to be -58.3±l.lmV (SEM, n=10). This value is thought to 

approximate the resting membrane potential of the neurone and is similar to that of between - 

58 and -67mV observed in MSO principal neurones by Smith (1995). The MODE control on 

the EPC 7 patch clamp amplifier was set to VC and upon entry into the neurone V h o l d  was 

adjusted until the pipette current display on the amplifier was zero. The corresponding zero 

current potential was displayed on the V c o m m / V r m s  window of the patch clamp amplifier.

3.32 Capacitance

Estimations of the capacitance of the MSO neurone were made immediately after attaining the 

whole cell configuration by examining the transient capacitance currents resulting from a step 

in holding potential. As previously described in chapter 2, transient capacitance currents 

resulting from pipette capacitance were cancelled in the cell-attached configuration. Upon 

entry into the neurone, a voltage step applied to the membrane produced further transient 

capacitance currents at the time of the beginning and end of the voltage step on the current 

trace (figure 3.1). This results from the transient charging of the membrane capacitance upon a 

change in holding potential as described in chapter 1.312. By obtaining an estimation of cell 

capacitance an estimation can also be made of membrane area, since in most biological 

membranes, capacitance is ~lpF/cm2.

The neurone was voltage clamped at -70mV and repeated -5mV steps were applied to the 

membrane and the corresponding current recorded. Measurement of the area under the 

transient capacitance current (figure 3 .1) gave an estimation of the capacitance of the MSO 

neurone to be 50.1±9.5pF (SEM, n=13), using a CsCl-based intracellular patch solution. This 

is higher than that measured using a KCl-based intracellular patch solution (Brew, unpublished 

observations) but the discrepancy can be explained by the CsCl-based solution resulting in a 

higher membrane resistance. A higher membrane resistance allows voltage clamp of a larger 

region of membrane, thereby increasing the measured membrane capacitance. It should be

63



Chapter 3 - Results
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 1___________________________________________ r
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Figure 3.1 An estimation of the capacitance of the membrane is made 
using transient capacitance measurements.

A -5m V step from a holding potential of -70mV, for 50ms resulted in transient 

capacitance currents at the beginning and end of the voltage step.
Hatched area under the capacitance transient revealed an estimated capacitance 
of MSO neurones of 50.1±9.5pF (SEM, n=13)

64



Chapter 3 - Results

noted that the decay time course of the transient capacitance current is fitted by a double 

exponential equation with mean time constants of 0.49±0.06ms and 1.55±0.10ms (SEM, 

n=13). This suggests the membrane capacitance to comprise two compartments, namely the 

somatic and dendritic compartments.

3.33 Voltage-Activated Currents in MSO Neurones

The MSO neurone was voltage clamped at -70mV and incremental +5mV steps were applied 

from -lOOmV to +20mV for 300ms (figure 3.2). Following a voltage step, the holding 

potential was returned to -70mV. The voltage steps were repeated at a frequency of 1Hz.

The amplitude of the slowly-inactivating outward current resulting from stepping the 

membrane potential was measured 10ms from the end of a 300ms voltage step (figure 3.2A«) 

and a leak-subtracted current-voltage relationship was constructed (figure 3.2B). Example 

raw data traces and voltage step protocols are shown in figure 3.2A. The current activated at 

around -57mV (n=12) from a holding potential of -70mV.

The amplitude of the outward current when the neurone was stepped to +20mV was 

4.2±0.5nA (SEM, n=10) when measured 10ms from the end of a 300ms voltage step (figure 

3.2B). Further depolarising steps would have produced greater current amplitudes, but these 

currents were increasingly difficult to voltage clamp.

A rapidly inactivating inward current was also observed at the beginning of the voltage step 

(figure 3.2A*) which activated at around -46mV (n=14). However, the magnitude and speed 

of this current made it very difficult to voltage clamp.

3.331 Inactivation and Block of the Fast Inward Current

Figure 3.3 shows example raw data traces of voltage activated currents from a holding 

potential of -40mV. It was not possible to leak subtract this data since at -40mV some 

voltage-activated potassium channels are already open. Figure 3.3 demonstrates that at this 

holding potential the fast inward current, thought to be a voltage-activated sodium current is 

much reduced in amplitude (n=5). This is presumably because at -40mV, sodium channels are 

largely inactivated (Hodgkin & Huxley, 1952) although here a small amount of inward current

is still present (figure 3.3*).
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Figure 3.2 Current-voltage relationship of MSO neurones from -70mV holding 

potential revealed a rapidly inactivating inward current and a slowly-inactivating 

outward current.

Neurones were clamped at -70mV and voltage steps applied for 300ms from -lOOmV to 

+20mV in +5mV incremental steps, returning to the holding potential of -70mV.

A) Example raw data traces and voltage step protocol. Early rapidly inactivating inward 

current (*) preceded a slowly-inactivating outward current (•).

B) Leak-subtracted current-voltage relationship corresponding to (A) of the slowly- 

inactivating outward current measured 10ms from the end of the 300ms voltage step (•).

The outward current activated at around -57mV (n=12).

The inward current activated at around -46mV (n=14).

The mean outward current amplitude at +20mV holding potential when measured 10ms 

from the end of a 300ms voltage step was 4.2±0.5nA (SEM, n=10).
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0.5nA
50ms

+20mV
-40m V

Figure 3.3 Current - voltage relationship of MSO neurone from holding 

potential of -40mV.

Neurones were clamped at -40mV and voltage steps applied for 300ms from - 
40mV to +20mV in 5mV incremental steps, returning to the holding potential 

of -40m V.

Voltage step protocol and corresponding example current traces show 
outward, non-inactivating current and virtual absence of rapidly inactivating 

inward current (n=5). A small amount of inward current however, still 

remains (*).

Raw data traces are non-leak subtracted.
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Confirmation that the fast inward current was indeed a voltage-activated sodium current was 

established by examining the effect of tetrodotoxin (TTX), a voltage-activated sodium channel 

blocker (Narahashi, Moore & Scott, 1964) perfused onto the slice. Figure 3.4 demonstrates 

the reduction in amplitude of the sodium current upon application of 0.5jxM TTX (n=5). 

Figure 3.4A shows average data traces overlaid and figure 3.4B shows each peak inward 

current amplitude for one neurone (indicated by •). The neurone was voltage clamped at - 

70mV and repeated voltage steps to -20mV were applied. The transient outward current 

indicated by * in figure 3 .4A is a transient capacitance current, present since the data were not 

leak subtracted. Following application of 0 .5 |liM  TTX the sodium current appears to be 

outward (figure 3.4Ac). However this apparent outward current is unlikely to be real but 

instead results from the superimposition of the current trace with the capacitance transient (*).

Following application of 0.5pM TTX, voltage step protocols from holding potentials of - 

70mV (n=5), -40mV (n=2) and -lOOmV (n=2) showed a complete absence of sodium current 

(figure 3 .5B). The small inward current remaining prior to TTX application when at a holding 

potential of -40mV (indicated by * in figure 3.3) was successfully eliminated by application of 

0.5|fM TTX at this same holding potential (figure 3.5Biii).

3.332 Slowlv-Inactivating Outward Current

Following application of 0.5pM TTX, activation of the outward current was examined from 

holding potentials of -70mV, -40mV and -lOOmV (figure 3.5). Application of 0.5jiM TTX 

had little apparent effect on the activation or amplitude of the outward current measured 10ms 

from the end of a 300ms voltage step. When the cell was voltage clamped at -70mV in the 

presence of 0.5|iM TTX, activation of the current was around -56mV (n=5; figure 3 .5 A, Bii) 

and the amplitude using a voltage step to +20mV was 3.7nA±0.8nA (SEM, n=5). These data 

suggest that activation of the outward current is independent of voltage-activated sodium 

current activation. This would be anticipated since the sodium current time course is far 

shorter than the 300ms voltage step. When the neurones were voltage clamped at -lOOmV, 

the activation of outward current again seemed largely unaffected because even for only n=2, 

the mean activation was around -53mV (figure 3.5A, Bi).

Results of the activation protocols suggest the outward current to be that of a voltage- 

dependent potassium current.
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Figure 3.4 Progressive block of inward sodium current with application of 0.5pM 

TTX.

MSO neurones were voltage-clamped at -70mV and repeated steps to -20mV applied. 

Inward sodium current is completely and rapidly blocked by 0.5pM TTX (n=5).

(A) Example overlaid average current traces of (a) no block; (b) partial block; and (c) 

complete block of the fast inward sodium current using bath applied 0.5pM TTX. 

Traces are averages of 10 events each and are non-leak subtracted. * indicates transient 

capacitance currents.

(B) Corresponding peak inward sodium current plotted over time. 0.5pM TTX applied 

at t=0.

70



Chapter 3 - Results

*

(A)

0.5nA
5ms

-2QmV

-70m V

(B) Current 
Amplitude (nA)

- 2 ’  ^  

-1.5 

-1 

-0.5 

04 

0.5 

1-
0 10

(b)

20
T *
30 40

»T»
50

(c)

60 70 , 80
Time (s)

71



Chapter 3 - Results

Figure 3.5 Current-voltage relationship of MSO neurones from different holding 

potentials in the presence of 0.5pM TTX.

(A) Non-leak subtracted current-voltage relationship of an MSO neurone from -40mV, - 

70mV and - lOOmV holding potentials.

(B) Corresponding non-leak subtracted raw data traces and voltage protocol from 

holding potentials of (i) -lOOmV; (ii) -70mV and (iii) -40mV.

Inward sodium current was eliminated in all cases by application of 0.5pM TTX. 

Activation and amplitude of the outward potassium current was unaffected by 

application of 0.5pM TTX at -70mV holding potential: Activation around -56mV (n=5). 

Amplitude at +20mV, 10ms from the end of a 300ms voltage step=3.7±0.8nA (SEM, 

n=5).

Activation of outward current from - lOOmV holding potential at around -53mV (n=2).

72



Chapter 3 - Results

(A)

Current 
Amplitude (nA)

a y P P y i T i  » t ^ T r "
-100 -80 -60 -40 -20

-lOOmV

-70mV

-40mV

Voltage (mV) 
o

2.5nA
50ms-lOOmV

Holding
Potential

2.5nA
50ms

-70mV
Holding
^Potential

(iii) -40m V 
Holding 
Potential

SSk

*
y z ;

InA
50ms

+ 20mV

-40m V—  
-70m V—  

-lOOmV—

73



Pharmacology o f Outward Current

Chapter 3 - Results

A study of the pharmacology of the slowly-inactivating outward current was conducted by 

bath application of a potassium channel blocker, ImM tetraethylammonium (TEA). The 

neurones were voltage clamped and voltage step protocols were conducted, as described 

above. In control conditions, whilst voltage clamping at -70mV, a normal current-voltage 

relationship was produced (figure 3.6Ai, B). 0.5pM TTX and ImM TEA were bath applied, 

causing a dramatic reduction of 81.8±7.0% (SEM, n=7) of the current amplitude, measured 

10ms from the end of a 300ms voltage-step (figure 3 .6Aii, B). Partial wash out of the TTX 

and TEA was observed on one occasion (figure 3 .6Aiii, B) but the recording was lost prior to 

washout on the remaining six occasions.

The voltage-activated sodium current present at the beginning of the voltage step is very rapid 

so should not affect the amplitude of the outward potassium current being measured after 

10ms from the end of a 300ms voltage step (see figures 3.2 & 3.4). However, in order to 

ensure the potassium current was not contaminated with sodium current, 0.5pM TTX was 

applied prior to TEA application on three occasions. ImM TEA was then washed on in the 

presence of TTX to observe the effect of TEA on the potassium current alone. The amount of 

block by TEA, independent of voltage-activated sodium current was 83.4±3.3% (SEM, n=3; 

data not shown).

The sensitivity to TEA confirmed the slowly-inactivating outward current to be that of a 

voltage-activated potassium current. A useful tool in identifying potassium channels is their 

different sensitivities to concentrations of TEA (Grissmer et al., 1992). The Shaker- and 

Shaw-related potassium channels Kvl .l and Kv3.1 are both highly sensitive to TEA (Grissmer 

et al., 1992) and are thought to be present in nuclei of the superior olivary complex (Kv 1.1: 

Wang et al., 1994; Kv3.1: Pemey et al., 1992; Weiser et al., 1994; Pemey & Kaczmarek, 

1997; Wang et a l , 1998). The potassium currents measured from MSO neurones here were 

both slowly-inactivating and highly sensitive to TEA, suggesting that the potassium channels 

Kyl.l or Kv3.1 may be expressed in the MSO neuronal membrane. However, accurate 

characterisation of the potassium channels present in the MSO neuronal membrane was not 

conducted here so a more detailed examination of the biophysical and pharmacological 

characteristics of the channel would be necessary for this to be achieved.
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Figure 3.6 ImM TEA reversibly blocks slowly-inactivating outward currents in 

MSO neurones.

Neurones were clamped at -70mV and voltage steps were applied for 300ms from - 

lOOmV to +20mV in +5mV incremental steps, returning to the holding potential of - 

70mV. Data were leak subtracted.

A) Voltage step protocol and corresponding example current traces in (i) control 

solution (ii) 0.5pM TTX + ImM TEA and (iii) partial washout after 20 minutes in 

control solution.

B) Current-voltage relationship corresponding to (A). Measurements made 10ms from 

the end of a 300ms voltage step. Open circles represent current amplitude in control 

solution; closed circles represent current amplitude in 0.5pM TTX + ImM TEA and 

triangles represent current amplitude after wash out in control solution for 20 minutes.

Mean block of slowly-inactivating outward current from control solution to 0.5p.M TTX 

+ ImM TEA is 81.8±7.0% (SEM, n=7). Partial washout of TTX and TEA was seen on 

one occasion.
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3.333 K v 3 . 1 Expressed in MEL Cells

A brief study was conducted of Kv3.1 channels transfected into MEL cells and the activation 

and sensitivity to TEA of these channels measured. The cells were voltage clamped at -70mV 

and incremental +10mV steps up to +70mV were applied to the membrane. The Kv3.1 

channels activated at around -9mV (n=6, figure 3.7Ai, B). This activation potential is far more 

positive than found for the native channel in the MSO (~-57mV, see section 3.33). However, 

this finding is not surprising since there are many observations of different properties of 

channels in different expression systems (reviewed by Robertson, 1997) for example voltage 

sensitivity, threshold, kinetics and blocker sensitivity.

The potassium channel Kv3.1 is highly sensitive to TEA (Grissmer et al., 1992) and when 

transfected into MEL cells were found to be reversibly blocked by 3mM TEA (86.7%, n=2, 

figure 3.7). On one other occasion, 5mM TEA blocked the Kv3.1 channel by 90.8% and 

partial wash out was seen.

3.4 Summary and Discussion

Major findings of this chapter:

• The MSO neuronal membrane conducts a TTX sensitive Na+ current.

• The MSO neuronal membrane conducts a slowly-inactivating outward K+ current.

• The slowly-inactivating outward K+ current is sensitive to TEA.

• A Kv3.1 channel expressed in MEL cells has similar characteristics to the TEA sensitive K+ 

channel in the MSO neuronal membrane.

In order to fulfil the role of detection of interaural timing differences (ITDs) which has been 

ascribed to the MSO (reviewed by Irvine, 1986; Yin & Chan, 1988), the preservation of timing 

information is necessary. The MNTB securely preserves timing information in the following 

way. Firstly, MNTB neurones will only fire a single action potential in response to a 

depolarising step and secondly, the action potential is rapidly repolarised which ensures that 

the membrane is ready to fire another action potential very shortly after the first (Forsythe &
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Figure 3.7 Activation of Kv3.1 transfected into MEL cells reveals a slowly- 

inactivating outward current which is reversibly blocked by TEA.

Cells were clamped at -70mV and voltage steps were applied for 350ms from -70mV to 

+70mV in +10mV incremental steps, returning to the holding potential of -70mV.

A) Voltage step protocol and corresponding example non-leak subtracted current traces 

in (i) control solution; (ii) 3mM TEA; and (iii) partial washout in control solution.

B) Non-leak subtracted current-voltage relationships corresponding to (A). 

Measurements made 10ms from the end of the voltage step (indicated by symbols). 

Open circles represent current amplitude in control solution; closed circles represent 

current amplitude in 3mM TEA and triangles represent current amplitude after partial 

wash out in control solution.

Voltage step protocol produces a slowly-inactivating outward current which activates at 

around -9mV (n=6).

Mean block of slowly-inactivating outward current with 3mM TEA was 86.7% (n=2) 

and with 5mM TEA was 90.8% (n=l). Partial washout was observed on all three 

occasions.
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Bames-Davies, 1993a; Brew & Forsythe, 1995).

The mechanisms thought to underlie this process use a combination of two potassium channel 

conductances. Forsythe & Bames-Davies (1993a) blocked these conductances by applying 4- 

amino pyridine (4-AP) to the MNTB which broadened the action potential in response to a 

depolarising step and resulted in multiple action potentials being fired. Brew & Forsythe 

(1995) later pharmacologically isolated the potassium channel conductances responsible for the 

single action potential firing and found that a low voltage activated conductance which is 

blocked by the application of dendrotoxin-I (DTX-I) limits the membrane to firing only a single 

action potential in response to a depolarising step (Brew & Forsythe, 1995; Wang et a l , 

1998). A second, TEA sensitive conductance which is a high voltage activated delayed 

rectifier rapidly repolarises the action potential so that the membrane is ready to fire another 

action potential, therefore facilitating high frequency firing (Brew & Forsythe, 1995; Wang et 

a l , 1998). This high voltage activated conductance has been recently confirmed to be the 

Kv3.1 channel since its characteristics are similar to those of the Kv3.1 channel expressed in the 

Chinese hamster ovary (CHO) cell line (Wang et a l , 1998).

MSO neurones have also been previously reported to produce only one or a few action 

potentials in response to a depolarising current clamp step (Brew & Forsythe, 1996; Smith 

1995) so it is possible that the underlying conductances in MNTB and MSO neurones are 

similar. Smith (1995) demonstrated that application of 4-AP caused the MSO neurone to then 

fire multiple action potentials in response to a depolarising step, in a similar manner as was 

previously reported in the MNTB by Forsythe & Bames-Davies (1993a). Preliminary 

investigations were made in this chapter to examine the channels responsible for the action 

potential firing characteristics in the MSO.

The sensitivity of the outward potassium current to TEA observed here suggests that Kv3.1 or 

Kvl. 1 may be expressed. These voltage-gated potassium channels have been previously shown 

to be present in the superior olivary complex (Kvl .l: Wang et a l, 1994; Kv3.1: Perney et al., 

1992; Weiser et a l, 1994; Wang et a l, 1998; Pemey & Kaczmarek, 1997) and the latter study 

suggested that Kv3.1 conductances contribute to the repolarisation of action potentials. This 

repolarisation would mean that when a neurone is stimulated at high frequencies, Kv3.1 may 

enhance its ability to accurately follow high frequency temporal inputs. Recently, Wang et a l 

(1998) reported that Kv3.1 does indeed contribute to high frequency firing in mouse MNTB 

neurones. It is therefore likely that the potassium conductance reported in my study is that of

80



Chapter 3 - Results

the Kv3.1 channel. However, in contrast to reports in the MNTB, there appears to be very 

little contribution from a low voltage activated current.

A study was also conducted of the Kv3 .1 channel transfected into MEL cells. These channels 

also showed sensitivity to TEA but the activation voltage was more positive than was observed 

in the natively expressed potassium channels in MSO. This finding is however unsurprising 

since various characteristics of channels expressed in cell lines, including activation voltage 

have been shown to be quite different from that of natively expressed channels (reviewed by 

Robertson, 1997).

Firm identification of the slowly inactivating outward potassium channels expressed in MSO 

neurones cannot be made from the data presented here so further examination is needed to 

achieve this. For example, sensitivity to 4-AP is a useful tool for indentification since Kv3.1 

channels, as well as being sensitive to TEA have also been reported to be highly sensitive to 4- 

AP (Kanemasa et a l , 1995). Additionally, it would be useful to apply DTX-I to the 

preparation to see if it had any effect on the outward conductances recorded. Since there 

appears to be little low voltage activated conductance here it is difficult to discern the 

mechanism by which the neurones only fire one or a few action potentials in response to a 

depolarising step as was reported by Smith (1995). However, it is likely that the Shaw-related 

potassium channel Kv3 .1 may play a role in maintaining temporal acuity in MSO neurones.
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4 Results

4.1 Introduction

The principle aim of this thesis was to study inhibitory synaptic transmission between the 

medial nucleus of the trapezoid body (MNTB) and the ipsilateral medial superior olivary 

(MSO) nucleus. As explained in the introduction, the MSO receives a bilateral excitatory 

projection from spherical bushy cells of the anterior ventral cochlear nucleus (AVCN) and a 

unilateral inhibitory projection from the principal neurones of the ipsilateral MNTB.

The aim of this chapter is to describe the basic physiology and pharmacology of two of these 

synaptic projections. Although the chapter focuses on the inhibitory MNTB to MSO 

projection, it was first necessary to investigate the nature of excitatory synaptic transmission 

from the contralateral AVCN in order to identify the pharmacological tools necessary to 

minimise contamination of the inhibitory synaptic current.

The chapter is therefore divided into two major sections:

1) A study of the basic physiology and pharmacology of the direct projection from the 

spherical bushy cells of the contralateral AVCN to the MSO; 

and 2) A study of the basic physiology and pharmacology of the inhibitory synaptic 

projection from principal neurones of the ipsilateral MNTB to the MSO.

4.2 Methods

The whole cell patch clamp technique described in chapter 2 was used throughout. 

Extracellular bicarbonate buffered ACSF containing 133.5mM chloride (appendix lAii) with 

2mM CaCb and ImM MgCl2 added and a CsCl-based intracellular patch solution containing 

132mM chloride (appendix IBiii) were used throughout, except where stated. When 

measuring the reversal potential of the inhibitory synaptic current, junction potentials 

(appendix 1C) were corrected for.

Synaptic stimulation of the MSO was achieved using a bipolar platinum stimulating electrode 

(chapter 2.25, figure 2.12) positioned over the ipsilateral MNTB. The circuitry of the superior 

olivary complex (SOC) (chapter 1, figure 1.1) resulted in stimulation of this nature activating 

synaptic inputs both directly from the MNTB and from the contralateral AVCN by stimulating
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axons passing through the MNTB to the MSO. The use of pharmacological agents to isolate 

the currents under study was achieved using whole bath perfusion (chapter 2.14) of the brain 

stem slice.

4.3 Results

4.31 Excitatory Svnaptic Transmission in the MSO

The excitatory component of synaptic transmission studied was that of the projection from 

spherical bushy cells of the contralateral AVCN to the MSO. To pharmacologically isolate the 

excitatory component the specific glycine receptor antagonist, 1 pM strychnine and the GABAa 

(y-aminobutyric acid) receptor antagonist, lOpM bicuculline were bath applied.

The neurone was voltage clamped at -60mV and the stimulus intensity increased until a reliable 

evoked current was observed. At -60mV this consisted of only a single inward fast synaptic 

current (figure 4.1 A, bottom trace). The membrane was depolarised from -60mV to +60mV in 

+20mV incremental steps. Depolarisation caused the direction of the current to reverse from 

an inward to an outward direction and progressively, two components of synaptic current 

became apparent. At +60mV the outward current comprised two clear components, one fast 

and one slower, indicated by the closed and open triangles in figure 4.1 A, top trace.

The current-voltage relationship and reversal potential for these two current types were 

determined by plotting the peak of each of the currents against the holding potential of the 

neurone (figure 4. IB). The fast synaptic current amplitude was easily measured as it was quite 

distinctive. Measurement of the slower current was more difficult because hyperpolarisation 

reduced its amplitude, resulting in contamination by the fast synaptic current, which in turn 

increased in amplitude at negative holding potentials. To estimate the amplitude of the slower 

synaptic current in control solution over a range of voltages, a cursor was set at its peak when 

the neurone was voltage clamped at +60mV. Here, the current amplitude could be measured 

accurately as its peak was quite distinct from that of the fast current. Current amplitude of the 

slow component was then measured at this time point across the range of voltages.

An example current-voltage relationship prior to pharmacological isolation of the two synaptic 

currents is shown in figure 4.1Bi. The fast component of the synaptic current is partially 

rectified at positive holding potentials (n=4) and follows a current-voltage relationship similar
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Figure 4.1 Current-voltage relationship of excitatory synaptic currents in an MSO 

neurone.

Excitatory evoked synaptic currents were recorded from MSO neurones in the presence 

of lpM strychnine and 10pM bicuculline.

A) Average current traces across a range of holding potentials. Triangles represent the 

time at which the amplitude of the synaptic current was measured.

B) Current-voltage relationship corresponding to current amplitudes measured in (A), (i) 

Fast evoked synaptic current rectifies at positive holding potentials. Slow evoked 

synaptic current rectifies at negative holding potentials, (ii) Enlargement of current- 

voltage relationship of slow evoked synaptic current showing negative slope 

conductance of current at negative holding potentials.

Current traces and points on graph are averages of 20 events each.
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to that expected of non-NMDA, AMP A (a-2-amino-3-[3-hydroxy-5-methylisoxazol-4-yl]- 

propanoic acid) receptors (Forsythe & Bames-Davies, 1993b).

The slower component of the synaptic current was similar in amplitude as the fast component 

at positive holding potentials but was blocked at negative holding potentials (n=4). Figure 

4.1Bii shows an enlarged current-voltage relationship of the slower component of the synaptic 

current to be similar to that of an NMDA (A-methyl-D-aspartate) receptor mediated synaptic 

current (Forsythe & Bames-Davies, 1993b). The negative slope conductance shown at 

negative holding potentials results from the voltage-dependent block of the NMDA receptor by 

extracellular magnesium (Nowak e ta l., 1984; Mayer, Westbrook & Guthrie, 1984).

4.311 Pharmacology of Excitatory Synaptic Currents in MSO

To study the two components of the excitatory synaptic current in MSO neurones, 

pharmacological isolation was necessary. The current-voltage relationships produced prior to 

pharmacological isolation indicated the presence of NMDA and non-NMDA receptor mediated 

currents (figure 4.1)

Non-NMDA Receptor Mediated Currents

Figure 4.2 shows a plot of peak synaptic current and selected corresponding average data 

traces at -70mV holding potential. Initially, current amplitude was measured in control 

solution (figure 4.2Aa,Ba). Perfusion of lpM strychnine and IOjjM bicuculline onto the slice 

eliminated the inhibitory current (figure 4.2Ab,Bb) leaving only excitatory currents. Inclusion 

of the non-NMDA receptor antagonist, 10pM CNQX (6-cyano-7-nitroquinoxaline-2,3-dione) 

or lOpM DNQX (6,7-dinitro-7-quinoxaline-2,3-dione) (Honore et al., 1988) to the perfusate 

then caused a rapid 92.3±5.7% (SEM, n=4) block of the remaining synaptic current (figure 

4.2Ac,Bc). Block was reversed when CNQX was washed out (figure 4.2Ad,Bd) (n=2). On 

two other occasions the recording was lost prior to wash out being achieved.

The peak synaptic current in control solution shown in figure 4.2A is reducing in amplitude 

over time prior to antagonist application. However, the rapid reduction in amplitude of the 

synaptic current upon CNQX application and the reversibility of that action suggests that 

although some rundown may have been occurring, CNQX was also having a dramatic effect on 

the synaptic current amplitude.
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Figure 4.2 At -70mV holding potential the evoked peak synaptic current is blocked 

by lpM  strychnine, 10pM bicuculline and 10p.M CNQX.

A) Average peak synaptic current plotted over time. lpM  strychnine + 10pM 

bicuculline and lOpM CNQX were applied as indicated by the bars.

B) Four average current traces corresponding to (A) in the presence of (a) no 

antagonists, (b) lpM  strychnine + 10pM bicuculline, (c) lpM  strychnine + 10pM 

bicuculline + lOpM CNQX and (d) wash out in lpM  strychnine + 10|iM bicuculline. 

Current amplitude was measured at the time indicated by the symbol •.

Inhibitory component of the peak synaptic current is blocked by lpM  strychnine + IOjiM 

bicuculline. At -70mV holding potential the remaining synaptic current was blocked by 

10pM CNQX (92.3±5.7%, SEM, n=4). Block by CNQX was washed out in the

presence of I jiM strychnine + lOpM bicuculline on 2 occasions. On the remaining 2

occasions, the recording was lost prior to wash out.

Current traces and points are averages of 20 events each.
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The voltage-dependent magnesium block of NMDA receptor ion channels resulted in a 

complete absence of the slower synaptic current type at -70mV holding potential following 

application of lpM  strychnine, 10pM bicuculline and 10pM CNQX (n=4).

NMDA Receptor Mediated Currents

Figure 4.3 shows the presence and block of NMDA receptor mediated currents at a +40mV 

holding potential. The voltage dependent magnesium block which NMDA receptor ion 

channels are subject to is relieved at positive holding potentials. In figure 4.3, lpM strychnine 

and lOpM bicuculline were applied throughout. Application of 50pM DL-AP5 ((±)-2-amino- 

5-phosphono-pentanoic acid) reduced the peak synaptic current amplitude by 83.4±2.3% 

(SEM, n=3). DL-AP5 is a widely used competitive NMDA receptor antagonist (Evans et al., 

1982). At +40mV, the non-NMDA receptor mediated currents remained unblocked by D L - 

AP5 (figure 4.3Bb). However, the disparity between the time to peak of the non-NMDA and 

NMDA receptor mediated currents allowed clear observation of block of the NMDA receptor 

mediated current. Wash out of DL-AP5 was achieved on one occasion but the recording was 

lost on the remaining two occasions prior to wash out.

4.312 Current-Voltaee Relationships

A more accurate determination of the current-voltage relationship of the non-NMDA and 

NMDA receptor mediated currents than was shown in figure 4.1 was done following their 

pharmacological isolation.

Non-NMDA Receptor Mediated Currents

The current-voltage relationship shown in figure 4.4A and the corresponding average current 

traces (figure 4.4B) demonstrate pharmacologically isolated non-NMDA receptor mediated 

currents across a range of voltages (-60mV to +60mV, in 20mV steps). The perfusate 

contained lpM strychnine, 10pM bicuculline and on two occasions 50pM DL-AP5 to reduce 

contamination by the NMDA receptor mediated synaptic current. The peak current amplitude 

indicated by A in figure 4.4B was plotted against the holding potential.
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Figure 4.3 The slower, NMDA receptor mediated component of the evoked 

synaptic current is blocked by 50pM DL-AP5.

A) Average peak synaptic current plotted over time. lpM  strychnine + lOpM 

bicuculline were applied throughout. 50pM DL-AP5 was applied at the time indicated by 

the bar.

B) Three average current traces corresponding to (A) in the presence of (a) lpM 

strychnine + IOjiM bicuculline, (b) lpM  strychnine + lOpM bicuculline + 50pM DL-AP5 

and (c) wash out in lpM  strychnine + 10pM bicuculline. Notice the presence of the 

non-NMDA receptor mediated current in (b). Current amplitude was measured at the 

time indicated by the symbol •.

At +40mV holding potential, 50pM DL-AP5 blocked the slower component of the 

synaptic current by 83.4±2.3% (SEM, n=4). Washout out of DL-AP5 was observed on 

one occasion but the recording was lost prior to wash out on the remaining two 

occasions.

Current traces and points are averages of 20 events each.

90



Chapter 4 - Results

A
Synaptic 

Current (nA)
0.12i (a)

o .i-  

0.08 

0.06 

0.04 

0.02 

0 J

50UMAP5

•  •
(c)

(b)

I     ■ T " ■ ■ i ■ » T »  |  ■ i |  ■ ■ ■ I ■ I
0 2 4 6 8 10 12 14 16

Time (min)

B

0.025nA
40ms

91



Chapter 4 - Results

Synaptic Current
Amplitude (nA) 

0.04(A)

0.02-

-60 -40 -20
Holding Potential (mV)

-0.04-

-0.06

-0.08-

- 0 . 1 -

0.05nA
20ms

Figure 4.4 Reversal potential of non-NMDA receptor mediated synaptic 

current in MSO neurones.

(A) Plot of peak synaptic current across a range of holding potentials in the 
presence of lpM strychnine and 10pM bicuculline. Mean reversal potential = 

+7.8±1.4mV (SEM, n=4). On 2 occasions, 50pM DL-AP5 was included in the 

perfusate.

(B) Corresponding average current traces to (A). Synaptic current amplitude was 

measured at the time indicated byA.

Current traces and points are averages of 20 events each.
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The reversal potential of this current was +7.8±1.4mV (SEM, n=4). This is similar to the 

reversal potential of ~+7mV of the fast excitatory postsynaptic current in reported in MNTB 

neurones by Forsythe & Bames-Davies, (1993b).

NMDA-Receptor Mediated Currents

The current-voltage relationship shown in figure 4.5A and the corresponding average current 

traces (figure 4.5B) demonstrate the pharmacologically isolated NMDA receptor mediated 

component of the synaptic current. lpM strychnine, lOpM bicuculline and lOpM CNQX were 

included in the perfusate. The holding potential was changed between -60mV and +60mV in 

+20mV steps. The peak current amplitude indicated by V in figure 4.5B was plotted over this 

range of voltages (figure 4.5A). CNQX and less-so DNQX are not entirely specific non- 

NMDA receptor antagonists as they also partially block the NMDA receptor via a glycine 

receptor site on the channel (Birch, Grossman & Hayes, 1988). The small amplitude of the 

current in figure 4.5 may result through the partial inhibition of the NMDA receptor by 

CNQX. The mean reversal potential of the NMDA receptor mediated current was 

+12.3±2.3mV (SEM, n=4) in the presence of lpM strychnine, I O j l iM  bicuculline and on two 

occasions lOpM CNQX.

4.32 Inhibitory Svnaptic Transmission in the MSO

Globular bushy cells of the anterior ventral cochlear nucleus (AVCN) project contralaterally to 

principal neurones of the MNTB where they form giant synapses called calyces of Held. The 

principal neurones, in turn project to the ipsilateral superior olivary nucleus, including the 

medial superior olivary (MSO) nucleus. In order to study this projection in detail it was first 

necessary to examine the nature of the synaptic projection so that the experimental procedure 

could be standardised in order that it did not affect the synaptic response. So the first question 

to be asked was whether there were single or multiple synaptic inputs. To examine this, 

stimulus response curves were applied to the synaptic input.
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Figure 4.5 Reversal potential of NMDA receptor mediated synaptic current 
in MSO neurones.

(A) Plot of peak synaptic current across a range of holding potentials in the 
presence of ljiM strychnine and 10|iM bicuculline. Mean reversal potential = 

+12.3±2.3mV (SEM, n=4). On two occasions, 10pM CNQX was included in the 

perfusate.

(B) Corresponding average current traces to (A). Synaptic current amplitude 

measured at the time indicated by V-

Current traces and points are averages of 20 events each.
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4.321 Stimulus Response Curves 

Mixed Synaptic Current

In normal bicarbonate buffered ACSF (appendix lAii), stimulation using a bipolar platinum 

stimulating electrode positioned over the MNTB produced a mixed excitatory and inhibitory 

synaptic response in MSO neurones. The amplitude of the response increased as the stimulus 

intensity was increased (figure 4.6) from OV to 10V using an isolated stimulator DS2A 

(chapter 2.25). The neuronal membrane was voltage clamped at -70mV. The increased 

amplitude of synaptic current with stimulus intensity probably resulted from recruitment of 

synaptic inputs with different thresholds of stimulation.

The mean maximum peak synaptic current amplitude was -5.7±1.6nA (SEM, n=5) and ranged 

from -0.8nA to -8.5nA.

Figure 4.7 demonstrates the mixed composition of the evoked synaptic current in an MSO 

neurone. In figure 4.2 the involvement of an inhibitory component of synaptic transmission 

was demonstrated as the current was partially blocked by lpM strychnine and IOjiM 

bicuculline. In figure 4.7a, the perfusate was initially normal bicarbonate buffered ACSF 

(appendix lAii). lpM  strychnine and lOpM bicuculline were then included, leaving only an 

excitatory synaptic current (figure 4.7b). Current trace (c) in figure 4.7 is the product of 

subtraction of trace (b) from trace (a) and represents the inhibitory component of the total 

synaptic current in an MSO neurone. Comparing traces (b) and (c) it is clear that the rise time 

and duration of the inhibitory synaptic current is much slower than that of the excitatory 

component. The time course of the inhibitory synaptic current is addressed in the next chapter 

but the relative slowness of its time course observed here is consistent with findings of others 

where fast excitatory synaptic responses are generally much faster than inhibitory synaptic 

responses (e.g. Bames-Davies & Forsythe, 1995; Legendre, 1998).

Inhibitory Synaptic Current

Results in section 4.31 demonstrated the presence of an excitatory input into the MSO. 

Examination of the inhibitory synaptic current therefore required pharmacological isolation so 

excitatory amino acid (EAA) antagonists (lOpM CNQX, 50pM DL-AP5, 5pM MK801 and 

5pM 5,7-dichlorokynurenic acid) and 10pM bicuculline were included in the perfusate.
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Figure 4.6 Mixed excitatory and inhibitory synaptic currents are 
produced in MSO neurones as stimulus intensity is increased.

(A) Peak synaptic current plotted against stimulus intensity and, (B) 
corresponding average current traces from -70m V holding potential in normal 
bicarbonate buffered ACSF. Synaptic current amplitude was measured at the 

time indicated by ♦.

As stimulus intensity was increased, larger synaptic currents resulted. Mean 
maximum peak synaptic current was-5.7±1.6nA (SEM, n=5).

Current traces and points are averages of 20 events each.
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0.5nA
10ms

Figure 4.7 Evoked synaptic current comprises an excitatory and 
inhibitory component

Average data traces recorded from an MSO neurone at -70mV holding 

potential

(a) Perfusate is normal bicarbonate buffered ACSF, (b) Excitatory current 
remaining following l|iM strychnine and IOjiM bicuculline application, and 
(c) inhibitory current remaining after subtraction of (b) from (a)
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MK801 ((+)-5-methyl-10,11 -dihydro-5//-dibenzo [a,d\ cyclohepten-5,10-imine maleate, or

dizocilpine) is an open channel blocker of the NMDA receptor ion channel (Wong et al., 1986) 

and 5,7-dichlorokynurenic acid is an antagonist at the NMDA receptor glycine site (Baron et 

al., 1990). It was necessary to include so many EAA antagonists in order to maximise 

pharmacological isolation of the inhibitory synaptic current (see section 4,322).

Figure 4.8A shows the relationship between stimulus intensity applied to the MNTB and the 

peak amplitude of synaptic currents produced in an MSO neurone in the presence of EAA 

antagonists and bicuculline. The corresponding average current traces are shown in figure 

4.8B. As stimulus intensity was increased so the peak synaptic current amplitude increased 

(n=5) when measured at the time indicated by ♦. Again, this probably resulted from 

recruitment of synaptic inputs with different stimulation thresholds. The mean maximum peak 

synaptic current at -70mV holding potential was -0.8±0.2nA (SEM, n=8) and ranged from - 

0.2nA to -1.6nA.

Why is an Inhibitory Current Inward?

Inhibitory currents generally proceed in an outward direction at the resting membrane potential 

and hyperpolarise the membrane therefore reducing the likelihood of action potential 

generation. It should be noted however, that the inhibitory synaptic current here is inward 

when voltage clamping at -70mV (e.g. figure 4.8). This apparent anomaly can be explained by 

the relative chloride concentrations of the extracellular and intracellular solutions where the 

equilibrium potential is positive to the holding potential of the neurone.

The physiological intracellular chloride concentration was reported to be ~6.6mM by Forsythe 

& Redman (1988) and is generally accepted to be around this concentration. However, 

Kandler & Friauf (1995) also suggested that [Cl"]i varies with age since they found that 

strychnine sensitive postsynaptic potentials changed from being depolarising to hyperpolarising 

during early postnatal development (E18-P0 to P10). Using low intracellular- and a high 

extracellular chloride concentrations of ~6mM and ~130mM, respectively synaptic stimulation 

would result in inward chloride ion movement, or outward current flow at -70mV holding 

potential. The results shown in figure 4.8 were however obtained with extra- and intracellular 

concentrations of chloride being almost the same at 133.5mM and 132mM, respectively 

(appendix 1 Aii, IBiii). Synaptic stimulation in these circumstances caused an outward flow of 

chloride ions at -70mV holding potential, resulting in an inward synaptic current.
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Figure 4.8 Synaptic current amplitude increases in MSO neurones as 

presynaptic MNTB stimulation in increases.

(A) Peak synaptic current plotted against stimulus intensity and, (B) 
corresponding average current traces from -70mV holding potential. Synaptic 
current amplitude was measured at the time indicated by ♦.

MNTB neurones were stimulated in the presence of IOjiM CNQX, 50fiM d l -  

AP5, 5pM MK801 and 5pM 5,7-dichlorokynurenic acid to block excitatory 

responses. IOjiM bicuculline was also included in the perfusate to block 

GABAa mediated synaptic current.

At -70mV holding potential the mean maximum peak synaptic current was 
0.8±0.2nA (SEM, n=8).

Current traces and points are averages of 20 events.
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Stimulus Intensity

The observed recruitment of synaptic inputs with increasing stimulus intensity posed the 

question of what stimulus intensity to use when studying the physiology and pharmacology of 

the synaptic response. Initially, minimal stimulation was attempted, using the bipolar platinum 

stimulating electrode to attain responses from single synaptic inputs. However, this proved to 

be difficult because at the low stimulus intensities required, activation of the synaptic response 

was not guaranteed, resulting in many ‘failures’ of synaptic transmission.

A different method of stimulation of individual MNTB neurones was then tried. An electrode, 

similar to the patch recording electrode was positioned on an MNTB neurone which was 

stimulated whilst recording from a postsynaptic MSO neurone. The presynaptic electrode was 

moved between MNTB neurones in an attempt to stimulate a neurone which was synaptically 

connected to the MSO neurone being recorded from. However, this procedure was difficult to 

achieve since there were a lot of MNTB neurones to choose from. One aid to locating an 

MNTB neurone synaptically connected to the MSO neurone was pressure ejection of the 

intracellular patch solution from the presynaptic electrode. The presynaptic electrode was 

filled with a KCl-based solution (appendix IBii), a small amount of which was forced out of 

the electrode when positive pressure was applied to the back of the pipette. When positioned 

in certain regions of the MNTB, pressure ejection of the KCl-based patch solution from the 

stimulating electrode resulted in synaptic activity of the postsynaptic MSO neurone (figure 4 .9) 

suggesting that neurones close by the tip of the stimulating electrode were synaptically 

connected to the MSO neurone. However, despite this additional aid, the exact location of 

MNTB neurones synaptically connected to the MSO neurone being recorded from was never 

determined and return to the gross stimulation method using the bipolar platinum stimulating 

electrode was necessary.

Since minimal stimulation using the bipolar stimulating electrode was not possible, a 

designated stimulus intensity was attempted. This also was found to be not suitable because 

responses from neurone to neurone were too variable. For example, a 10V stimulus produced 

a very small current amplitude in one neurone and a current too large to ensure reliable voltage 

clamp in another. Consequently, the stimulus intensity used was specific to an individual 

neurone such that a reliable response (~lnA) was produced.

The variability of synaptic response between neurones may originate from the variable number 

of synaptic connections remaining intact following sectioning. Also, MNTB neurones lying
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Figure 4.9 Pressure ejection of KCI onto the MNTB produces synaptic 

activity in an MSO neurone.

Raw data traces from an MSO neurone (a) in normal bicarbonate buffered 
ACSF, (b) after pressure ejection application of KCI on MNTB neurones and 
(c) after wash off of KCI from the MNTB neurones.
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physically close to the stimulating electrode will respond to stimulation more readily than 

neurones deeper in the slice.

4.322 Pharmacology of the Inhibitory Synaptic Current in MSO 

Isolation o f the Inhibitory Synaptic Current

Shown in figures 4.1 to 4.8, excitatory and inhibitory synaptic inputs are both stimulated in 

MSO with the bipolar platinum stimulating electrode positioned over the ipsilateral MNTB. In 

order to study inhibitory synaptic transmission between the MNTB and MSO, isolation of this 

synaptic pathway was necessary.

Figures 4.1 to 4.5 demonstrate that the excitatory input to the MSO is mediated by non- 

NMDA and NMDA receptors. GABA has also been reported in the superior olivary complex 

(SOC) and Smith (1995) reported that although ipsilateral stimulation of the trapezoid body 

produced mainly glycine mediated synaptic potentials in the MSO there was also some 

pharmacological evidence for a GABAa mediated component. Immunocytochemical evidence 

has also revealed the presence of GABAergic terminals on MSO dendrites (Vater, 1995; 

Adams & Mugnaini, 1990). Consequently, its involvement in inhibitory synaptic transmission 

here needed to be addressed. However, despite the possibility that GABA may play some role, 

glycine is implicated as the major neurotransmitter involved in synaptic transmission between 

MNTB and MSO (chapter 1.114, e.g. Smith, 1995, Grothe & Sanes, 1993, 1994, Smith & 

Forsythe, 1996, 1997).

Figure 4.1 OB shows average data traces recorded from an MSO neurone before, during and 

after application of 5jiM DNQX, 20pM D L -A P 5, lOpM bicuculline and lpM strychnine. 

Figure 4.10A shows the corresponding amplitude of the peak synaptic current plotted over 

time. Initially, normal bicarbonate buffered ACSF (appendix 1 Aii) was used. A stable baseline 

was established (figure 4.10Aa,Ba), following which, 5pM DNQX and 20pM DL-A P5 were 

included in the perfusate to antagonise non-NMDA and NMDA receptor mediated currents. 

DNQX and D L -A P 5 caused a reduction in the peak current amplitude (figure4J0Ab,Bb) 

measured at the time indicated by • in figure 4.1 OB. 10pM bicuculline was then also included 

in the perfusate and little or no further reduction in current amplitude was observed (n=6; 

figure4.J0Ac,Bc). This suggests that there is little or no involvement of GABAa receptors in 

this synaptic current. However, in light of the proposed involvement of GABAa receptors in
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Figure 4.10 Synaptic current is almost completely blocked by application of 5pM 

DNQX, 20pM DL-AP5, lOpM bicuculline and lpM  strychnine.

(A) Peak synaptic current plotted over time and, (B) corresponding average peak 

synaptic current traces at -70mV holding potential: (a) No antagonists were included in 

the perfusate so a mixed synaptic response was seen, (b) 5pM DNQX and 20pM D L -  

AP5 were added to the perfusate, reducing the current amplitude; (c) Application of 

lOpM bicuculline did not further reduce the current amplitude; (d) Inclusion of lpM 

strychnine almost completely blocked the remaining current. Small remaining current 

magnified in inset following application of above antagonists.

Data traces are averages of 20 events and points on graph are peak current amplitudes of 

individual data traces.
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this synaptic pathway, mentioned above and the observation that GABAb receptors are located 

at this synapse (chapter 6.31), subsequent experiments included bicuculline in the perfusate to 

ensure complete isolation of the glycine mediated inhibitory synaptic current.

The specific glycine receptor antagonist, lpM  strychnine was then also included in the 

perfusate resulting in a dramatic further reduction in evoked current amplitude (n=13; figure 

4.10Ad,Bd). This supports the idea that glycine is the neurotransmitter active at this synapse 

since strychnine sensitivity is indicative of the presence of glycine receptors (Barron & Guth, 

1987; Curtis et al, 1968; Curtis, Duggan & Johnston, 1971; Ryall, Piercey & Polosa, 1972; 

Davidoff, Aprison & Werman, 1969).

The inset in figure 4 .10B demonstrates that even with inclusion of DNQX, DL-AP5, bicuculline 

and strychnine to the perfusate, a small amount of synaptic current remained (n=4). For 

further study of the glycine receptor mediated current, elimination of this small current was 

necessary. The current may have resulted from some non-amino acid transmitter release but 

before venturing down this avenue, other amino acid receptor antagonists (5pM MK801, 5pM

5,7-dichlorokynurenic acid) were also applied. Additional application of these antagonists and 

lpM strychnine almost completely blocked the synaptic response from MSO neurones (figure 

4.11, n=7). Henceforth, both lOpM bicuculline and EAA antagonists of the following 

concentrations were included in the perfusate: 50pM DL-AP5, IOjiM CNQX, 5pM MK801, 

5pM 5,7-dichlorokynurenic acid.

Strychnine Sensitivity

Since strychnine is a specific blocker of glycine receptors it can be used as a method of glycine 

receptor identification. Following EAA antagonist and bicuculline application, block of the 

synaptic current by strychnine in figures 4.10 and 4.11, demonstrated that synaptic 

transmission between MNTB and MSO neurones is likely to be mediated by glycine receptors.

In the introduction, the developmental heterogeneity of glycine receptors was described. 

Briefly, the neonatal (0 C2) and adult (ai) isoforms of the glycine receptor can be partly 

identified by their different sensitivities to strychnine in that the neonatal isoform has a lower 

affinity for strychnine than the adult isoform (Akagi & Miledi, 1988; Becker, Hoch & Betz, 

1988). From birth until around 3 weeks post partum there in a gradual developmental change 

of glycine receptor expression from neonatal to adult form (Friauf, Hammerschmidt & Kirsch, 

1997, Takahashi et al., 1992). This change is characterised by an increase in sensitivity to
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Figure 4.11 Synaptic current is more completely blocked by application of 50|j.M 

DL-AP5, lOpM CNQX, 5pM MK801, 5pM 5,7-dichlorokynurenic acid, lOpM 

bicuculline and lpM  strychnine.

(A) Peak synaptic current plotted over time and, (B) corresponding average peak 

synaptic current traces at -70mV holding potential: (a) No antagonists included in 

perfusate; (b) 50pM DL-AP5, IOjiM  CNQX, 5p.M MK801, 5pM 5,7-dichlorokynurenic 

acid and IOjliM  bicuculline included in the perfusate, leaving strychnine sensitive current 

which is completely blocked by lpM  strychnine (c). Synaptic current amplitude was 

measured at the time indicated by •  in B.

Data traces are averages of 15 events and points on graph are peak current amplitudes of 

individual data traces.
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strychnine (Becker, Hoch & Betz, 1988) and by a shortening of the decay time constant and 

single channel open time (Takahashi et al. 1992; Krupp, Larmet & Feltz, 1994) of the glycine 

receptor ion channel. The change is concurrent with change in binding of monoclonal 

antibodies to those specific for the adult glycine receptor isoform (Friauf, Hammerschmidt & 

Kirsch, 1997, Becker, Hoch & Betz, 1988, Pfeiffer et al., 1984).

The age of animals used in this project (6-13 days) spans the age across which this change over 

occurs. In order to ensure that the strychnine dose was supramaximal and in an initial attempt 

to identify the nature of glycine receptors present, the sensitivity of the inhibitory synaptic 

current to strychnine was examined. In figure 4.12 the neurone was voltage clamped at -70mV 

and the peak synaptic current was measured in the presence of EAA antagonists and 

bicuculline at the time indicated by •  in (B). The range of concentrations of strychnine applied 

were: 5nM, lOnM, 50nM, lOOnM and 500nM. Initially, application of the EAA antagonists 

and bicuculline caused a rapid reduction in synaptic current amplitude. After approximately 4 

minutes this reduction in amplitude slowed but did not cease, possibly resulting from further 

equilibration of the antagonists in the slice, or perhaps due to rundown of the synaptic current. 

Application of 5nM and lOnM strychnine had no additive effect on the reducing synaptic 

current amplitude. Application of 50nM strychnine and above further reduced the synaptic 

current amplitude and complete block was achieved with 500nM strychnine (n=2). The 

animals used on these two occasions were 9 and 10 days old. On one other occasion, using a 7 

day old rat, concentrations of strychnine used were 3nM, lOnM, 30nM, lOOnM, 300nM and 

1 (iM and complete block was achieved upon 1 pM strychnine application. These data confirm 

that the concentration of strychnine used to block the response (figure 4.10 & 4.11) was 

supramaximal. However, construction of a dose response curve in this preparation was 

difficult since equilibration of the respective strychnine concentrations into the brain slice was 

not possible over a reasonable time period. Difficulties in achieving equilibration of strychnine 

in this brain stem slice preparation meant that the sensitivity of the current to strychnine was 

not further investigated.
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Figure 4.12 Strychnine dose response.

(A) Peak synaptic current amplitude and, (B) some corresponding average current 

traces with increasing concentrations of strychnine application. 50p.M DL-AP5, 10p.M 

CNQX, 5pM MK801, 5pM 5,7-dichlorokynurenic acid and IOjjM  bicuculline were 

applied throughout. Concentrations of strychnine included in the perfusate were: (a) 

None, (b) 5nM, (c) lOnM, (d) 50nM, (e) lOOnM & (f) 500nM. Synaptic current 

amplitude was measured at the time indicated by •  in (B).

Partial block by strychnine was first observed upon application of 50nM strychnine and 

complete block was achieved with 500nM strychnine.

Points on graph are peak synaptic current amplitudes of individual current traces and 

traces are averages of 20 events each.
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At -70mV holding potential, 0.5pM tetrodotoxin (TTX) was shown to be effective at blocking 

the sodium current present in MSO neurones in figures 3.4 & 3.5. TTX is a voltage-activated 

sodium channel blocker which will block synaptic transmission (Narahashi, Moore & Scott, 

1964) by preventing action potential propagation into the presynaptic terminal. Figure 4.13 

shows that application of 0.5jliM TTX to this preparation will block synaptic transmission 

between the MNTB and MSO (n=14). On all but 3 occasions EAA antagonists and bicuculline 

were previously included in the perfusate, blocking all but the strychnine sensitive component 

of synaptic transmission. Synaptic transmission on the remaining 3 occasions was also 

completely blocked by 0.5|nM TTX without prior application of EAA antagonists and 

bicuculline (data not shown).

Spontaneous and Miniature Currents

Synaptic currents can be broadly divided into three categories:

1) Evoked postsynaptic currents which are generated by activation of the presynaptic neurone;

2) Spontaneous postsynaptic currents which result from the spontaneous propagation of action 

potentials into the presynaptic terminal; and

3) Miniature postsynaptic currents which are independent of action potential propagation into 

the presynaptic terminal but instead result from spontaneous release of neurotransmitter from 

the presynaptic terminal. Presynaptic vesicles are thought to contain a discrete quantity of 

neurotransmitter (Katz, 1969; del Castillo & Katz, 1954; reviewed by Korn & Faber, 1991) 

which when released, bind to postsynaptic receptors. Current flow resulting from this reflects 

the release of these discrete packets of transmitter.

So far, all the data shown in this chapter are those of evoked synaptic currents in the MSO. 

These currents have been blocked by various means, including the use of TTX to block 

voltage-activated sodium channels. Spontaneous and miniature inhibitory postsynaptic 

currents have also been recorded.

I l l



Chapter 4 - Results

Peak Synaptic 
Current (-nA) 

2.5
(A)

1.5

1

0.5

0

• • •

#  • • • •

•  •

•  •  •

0 20 40
T “
60

..............
80 100 120 140 160 180 200

Time (s)

(B)

0.5nA
20ms

t
Figure 4.13 0.5|iM TTX abolishes evoked synaptic current

(A) Peak synaptic current amplitude and , (B) two average current traces before 
and after inclusion of 0.5|iM TTX in the perfusate. EAA antagonists and 
bicuculline were applied throughout Synaptic current amplitude was 

measured at the time indicated by •  in (B).

Complete block of the synaptic current occured following 0.5|iM TTX 

application. Points on graph (A) are peak synaptic current amplitudes of 
individual current traces and traces in (B) are averages of 10 events each.
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The upper traces of figure 4.14 show spontaneous postsynaptic currents recorded from an 

MSO neurone. EAA antagonists and bicuculline were equilibrated in the slice throughout and 

the absence of TTX from the perfusate permitted presynaptic action potential propagation. 

1 pM strychnine application caused synaptic activity to reduce over time (lower traces of figure 

4.14), thereby confirming a strychnine sensitive synaptic input to the MSO. Notice that many 

of the spontaneous events in the upper traces are as large as the evoked currents previously 

seen.

(ii) Miniature Inhibitory Postsynaptic Currents

The block of synaptic transmission by TTX was demonstrated in figure 4.13. In figure 4.15 all 

miniature postsynaptic currents were recorded in the presence of EAA antagonists and 

bicuculline, ensuring strychnine sensitive, glycine receptor mediated currents to be all that 

remained. Figure 4 .15A shows four example raw data traces recorded from an MSO neurone 

following equilibration in EAA antagonists, bicuculline and TTX. The miniature postsynaptic 

currents are smaller than spontaneous currents and are also blocked by application of lpM 

strychnine (figure 4.15B, n=3) offering further confirmation that the MSO receives a glycine 

receptor mediated inhibitory synaptic input.

The Role o f Calcium in Synaptic Transmission

The involvement of the voltage-activated sodium channels in synaptic transmission is shown in 

figure 4.13. Their role is important but not critical because if the presynaptic neurone were to 

be depolarised by some other means such as regenerative calcium currents, synaptic 

transmission would still occur. On the other hand, transmitter release is critically dependent on 

calcium current activation (reviewed by Katz 1969). The involvement of calcium is shown in 

figure 4.16 because when [Ca2+]0 was lowered from 2mM to 0.1 mM, synaptic transmission 

was abolished (n=2). Calcium influx is generated by action potentials which depolarise the 

presynaptic terminal, open voltage-gated calcium channels and so permit calcium entry. The 

increase in intracellular calcium concentration then triggers vesicle release (Borst & Sakmann, 

1996).
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Figure 4.14 Spontaneous inhibitory synaptic currents are blocked by lfiM 

strychnine

Spontaneous inhibitory post synaptic currents (upper traces) are large in 
amplitude and result from spontaneous presynaptic action potential 

propagation. The spontaneous inhibitory postsynaptic currents are 

progressively blocked by lfiM strychnine (lower traces).
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Figure 4.15 Miniature synaptic currents are blocked by l t̂M strychnine

(A) Example raw data traces of miniature inhibitory postsynaptic currents from 
an MSO neurone in the presence of EAA antagonists, bicuculline and TTX.

(B) Example raw data traces following strychnine application in the presence of 

EAA antagonists, bicuculline and TTX.

Miniature inhibitory postsynaptic currents are blocked by l|iM strychnine.
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Figure 4.16 Inhibitory postsynaptic currents are critically dependent on 

extracellular calcium

(A) Average peak synaptic current plotted over time, and (B) selected 
corresponding mean current traces measured at the time indicated by • :  (a) in 

normal bicarbonate buffered ACSF containing 2mM [Ca2+]0 + ImM [Mg2+]0,

(b) in O.lmM [Ca2+]0 + 3mM [Mg2+]0, and (c) wash out in normal ACSF

containing 2mM [Ca2+]0 + ImM [Mg2+]c.

EAA antagonists and bicuculline were included throughout Inclusion of low 
calcium in the perfusate caused a reversible reduction in peak synaptic current 

amplitude.

Data traces and points are averages of 20 events each.
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4.324 Reversal Potential
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The evidence shown so far suggests that MSO neurones receive an inhibitory synaptic 

projection from the MNTB. The insensitivity of this current to EAA antagonists and 

bicuculline and its sensitivity to strychnine strongly suggest that the inhibitory synaptic current 

is generated by activation of glycine receptor ion channels.

Glycine receptor ion channels are anion selective and most permeable to chloride ions 

(Coombs, Eccles & Fatt, 1955; Bormann, Hamill & Sakmann, 1987). Measurement of the 

reversal potential of the miniature and evoked currents here demonstrates the dominant charge 

carrier of this synaptic current. When measuring the reversal potential of the synaptic current, 

normal bicarbonate buffered extracellular solution containing 133.5mM chloride was used 

throughout (appendix lAiii). The intracellular patch solution used when measuring the 

reversal potential of the miniature currents contained 132mM chloride. This concentration and 

two others of 34.5mM and 5.9mM chloride were used to measure the reversal potential of the 

evoked synaptic current. Different proportions of solutions documented in appendix lBiii& 

IBiv were used to achieve these intracellular chloride concentrations. Junction potentials 

(appendix 1C) were accounted for in all reversal potential calculations of the evoked inhibitory 

synaptic current.

The reversal potential of the miniature synaptic currents was difficult to discern as their small 

amplitude meant that at holding potentials near the reversal potential, the currents were 

indistinguishable from the noise of the trace (figure 4.17). However, the estimated reversal 

potential using almost equal amounts of intracellular and extracellular chloride lay between - 

lOmV and +20mV (n=l).

A more accurate determination of the reversal potential of the evoked synaptic current was 

possible and was found to be +1.6±0.7mV (SEM, n= ll) when [Cl']i was 132mM and [Cf]0 

was 133.5mM. The reversal potential when using [Cl']i of 5.9mM was -71.8±2.5mV (SEM, 

n=4), and using 34.5mM was -37.9±2.5mV (SEM, n=5). The Nemst equation (chapter 1.312, 

equation 1.5 & 1.6) is used to determine the equilibrium potential of a current assuming it is 

carried by a single ion type. Figure 4.18B shows a semi-logarithmic plot of the measured 

reversal potential of the evoked synaptic currents using different intracellular chloride 

concentrations (points ± SEM). On the same plot, the line demonstrates the equilibrium 

potential calculated using the Nemst equation assuming chloride to be the only charge carrier. 

Figure 4.18A shows some example average evoked current traces produced using different

117



Chapter 4 - Results

■N.

+50mV 

+40mV

 --

y ~

-------- ^ " V —

'"‘■V—r- r -

1 0.2nA 
100ms

+20mV

+ 10mV 

OmV 

-lOmV 

-20mV

-30mV

-40mV

-50mV

Figure 4.17 Reversal potential of miniature inhibitory postsynaptic 

currents.

Raw current traces recorded from an MSO neurone in the presence of EAA 
antagonists, bicuculline and TTX. Neurone was voltage clamped across a range 
of holding potentials and reversed between -lOmV and +20mV (n=l).
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Figure 4.18 Evoked synaptic current reverses around the chloride equilibrium 

potential.

(A) Average current traces recorded from an MSO neurone in different [Cl']i at various 

holding potentials, and (B) semi-logarithmic plot demonstrating the average reversal 

potential using three different [Cl"]i (points ± SEM) and the chloride equilibrium potential 

(line).

[Clio was maintained at 133.5mM and EAA antagonists and bicuculline were included in 

the perfusate throughout. Reversal potential when [Cl‘]i was: 5.9mM was -71.8±2.5mV 

(SEM, n=4); 34.5mM was -37.9±2.5mV (SEM, n=5); 134.5mM was +1.6±0.7mV 

(SEM, n=ll).
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intracellular chloride concentrations. The measured reversal potentials are very similar to the 

equilibrium potential calculated using the Nemst equation, confirming chloride to be the 

dominant charge carrier of this synaptic current.

4.4 Summary and Discussion

Major findings of this chapter:

• The MSO nucleus receives an excitatory synaptic projection which is mediated by NMDA 

and non-NMDA receptors.

• The non-NMDA receptors have similar characteristics to Ca2+ permeable AMPA receptors 

reported elsewhere.

• The MSO receives an inhibitory synaptic projection from the ipsilateral MNTB.

• The inhibitory synaptic current is blocked by strychnine and reverses around the chloride 

equilibrium potential so is likely to be mediated by glycine receptors.

Bilateral excitatory and unilateral inhibitory synaptic inputs to the MSO are well established 

but extensive intracellular study of these has not been done. This chapter has gone some way 

into investigating some of the characteristics of two of these response types, namely the 

inhibitory input from the ipsilateral MNTB and the excitatory input from the contralateral 

AVCN. This was achieved by making whole cell patch clamp recordings from MSO neurones 

whilst stimulating the ipsilateral MNTB using a bipolar platinum stimulating electrode (chapter 

2.25). The circuitry of the auditory brain stem means that gross stimulation of this nature 

resulted in excitatory and inhibitory synaptic current generation. . The excitatory input was 

found to be mediated by NMDA and non-NMDA receptors and the inhibitory input was 

mediated by glycine receptors.

This demonstration of excitatory and inhibitory synaptic inputs to the MSO supports the long 

established contribution this nucleus makes to sound source localisation. Much evidence has 

been documented that the MSO receives a bilateral excitatory input which contributes greatly 

to the establishment of delay lines in its role of detecting interaural time differences (ITDs) 

(e.g. Jeffress, 1948; Crow et al., 1978; Goldberg & Brown 1969). The involvement of the 

inhibitory synaptic input is less well documented but the data presented here clearly
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demonstrate its existence, suggesting it too may play an important role in sound source 

localisation.

4.41 Svnaptic Transmission

Excitatory and inhibitory synaptic transmission share some common characteristics. 

Application of the voltage activated sodium channel blocker, 0.5pM TTX (Narahashi, Moore 

& Scott, 1964) was found to block synaptic transmission in this preparation. This occurred 

since block of voltage activated sodium currents prevents generation of an action potential and 

propagation into the synapse. However, depolarisation by some other means, such as 

regenerative calcium currents could permit action potential propagation despite the presence of 

TTX. So, whilst activation of voltage-gated sodium channels are important for action 

potential propagation, they are only indirectly essential for exocytosis.

Comparatively, calcium current entry into the presynaptic terminal is essential for transmitter 

release, and therefore synaptic transmission. Action potential propagation in the presynaptic 

terminal causes depolarisation which results in the opening of voltage-gated calcium channels. 

This then allows calcium entry into the presynaptic terminal, which in turn triggers 

neurotransmitter release (Borst & Sakmann, 1996; reviewed by Katz, 1969). The importance 

of extracellular calcium was demonstrated here where it was observed that lowering 

extracellular calcium from 2mM to 0. ImM abolished synaptic transmission.

4.42 Excitatory Svnaptic Transmission

Pharmacological isolation of the excitatory component was achieved by application of the 

glycine receptor antagonist, strychnine and the GABAa receptor antagonist, bicuculline. The 

current voltage relationship then revealed two components of excitatory synaptic transmission. 

One component was very similar to that of a non-NMDA receptor mediated current and the 

other to that of an NMDA receptor mediated current (Forsythe & Bames-Davies, 1993b, 

Mayer, Westbrook & Guthrie, 1984). Each was pharmacologically isolated and its 

physiological characteristics examined.
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4.421 Non-NMDA Receptor Mediated Excitatory Svnaptic Transmission

Examination of the non-NMDA receptor mediated current suggests the presence of Ca2+ 

permeable AMPA receptors. The lines of evidence supporting this are as follows. If the 

channel were only and equally permeable to monovalent cations, the reversal potential would 

be expected to be around OmV. Instead it was found to be relatively positive (+7.8±1.4mV, 

SEM, n=4) and was very similar to that reported in MNTB neurones (Forsythe & Bames- 

Davies, 1993b). Sensitivity to polyamines and the relatively positive reversal potential of the 

current has led to the suggestion of Ca2+ permeable AMPA receptors mediating part of the 

excitatory synaptic current in MNTB neurones (Bames-Davies & Forsythe, 1996). 

Intracellular polyamines (e.g. spermine, spermidine, putrescine) are known to block Ca2+ 

permeable AMPA receptors at positive holding potentials (reviewed by Forsythe, 1995) and in 

the MSO here, the non-NMDA receptor mediated current also showed some rectification at 

positive holding potentials (figures 4.1 & 4.4). The rectification may have resulted from 

polyamines which are present intracellularly in free concentrations ranging from lO-lOOpM 

(reviewed by Forsythe, 1995). However, polyamines were not included in the intracellular 

patch solution so would not be expected to have an effect here. A possible explanation for this 

could be the presence of dendritically located Ca2+ permeable AMPA receptors where 

complete dialysis of the neurone may not have been achieved. Since excitatory inputs to the 

MSO have been shown to occur at the dendritic tree, this explanation is possible. 

Confirmation of calcium permeability was not conducted in this study although an examination 

of the effect of changing [Ca2+]0 on the reversal potential of the synaptic current would 

demonstrate its involvement.

AMPA receptor ion channels are pentameric structures and their kinetics are determined by the 

relative expression of the flip and flop versions GluRA, B, C or D. AMPA receptors with the 

fastest kinetics express high levels of the GluRD subunit. GluRB subunits in their edited form 

at the Q/R site on transmembrane segment II are widely expressed throughout the CNS. 

Inclusion of the edited form of the GluRB subunit to the AMPA receptor confers calcium 

impermeability to the channel. However, in some places in the CNS, GluRB is either 

undetectable or present in small concentrations. In this situation, the AMPA receptors are 

Ca2+ permeable. So, the level of expression of the GluRB subunit determines the calcium 

permeability of the AMPA receptor (reviewed by Seeburg, 1993).
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Conventionally, the fast kinetic nature of AMPA receptors was thought to confer lack of 

calcium permeability, thereby preventing the initiation of any long term biochemical changes 

occurring. Although impermeability of AMPA receptors to calcium is most common in the 

CNS, the mammalian and avian auditory pathways as well as a few other pathways in the CNS 

(e.g. cerebellar Bergman glial cells) express high levels of Ca2+ permeable AMPA receptors 

(mammalian: Bames-Davies & Forsythe, 1996; Wang et al., 1998; Geiger et a l , 1995; avian: 

Otis, Raman & Trussell, 1995). The question therefore remains of what they may be doing in 

the auditory system? In the MNTB, AMPA receptors underlie large rapidly decaying EPSPs 

(Forsythe & Bames-Davies, 1993b) which in turn cause the secure generation of a single 

action potential (Forsythe & Bames-Davies, 1993b, Brew & Forsythe, 1995; Wang et al., 

1998). This security in single action potential generation then contributes to the high reliability 

and temporal fidelity in this pathway. MSO neurones have been shown to have a similar single 

action potential generation as MNTB neurones (Smith, 1995; Brew & Forsythe, 1996) and so 

AMPA receptors could be performing the same function here. The calcium permeability of the 

AMPA receptors present in the auditory pathway may be contributing to temporal fidelity in 

this system at least in part by facilitating the termination of the excitatory postsynaptic 

potential through activation of calcium dependent potassium channels (Geiger etal., 1995).

Elevated intracellular Ca2+ has also been implicated in long term potentiation (LTP) and 

excitotoxicity. So, the combination of Ca2+ permeable AMPA receptors and NMDA receptors 

(which are Ca2+ permeable and are implicated in LTP and excitotoxicity) may provide a route 

for calcium entry allowing pathological or physiological changes to occur.

4.422 NMDA Receptor Mediated Excitatory Svnaptic Transmission

The NMDA-receptor mediated synaptic current displayed characteristics very similar to those 

previously reported in the MNTB (Forsythe & Bames-Davies, 1993b) and was found to 

reverse at +12.3±2.3mV (SEM, n=4). This relatively positive reversal potential again probably 

results from the NMDA receptor ion channel complex being a relatively non-selective cation 

channel allowing Na+ and Ca2+ ion influx and K+ ion efflux (reviewed by Ascher & Johnson, 

1994).

The NMDA receptor possesses several unique features. As shown in figure 4.5, it is subject to 

a voltage dependent magnesium block such that at negative holding potentials, there is a 

marked rectification of current flow. So, activation of non-NMDA receptors will depolarise
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the membrane thereby relieving the voltage dependent magnesium block that NMDA receptors 

are subject to. In addition, NMDA receptors are activated by polyamines. For example 

spermine has been shown to enhance NMDA receptor mediated responses in cultured striatal 

neurones (Sprosen & Woodruff, 1990). The NMDA receptor also possesses a glycine binding 

site whose binding is both a necessity for activation of the NMDA receptor (Kleckner & 

Dingledine, 1988) and whose occupancy enhances NMDA receptor mediated responses 

(Johnson & Ascher, 1987). This glycine binding site is distinct from that mediating inhibitory 

responses since it is insensitive to strychnine. Calcium permeability of NMDA receptor ion 

channels is a particularly important feature of these channels and is thought to underlie their 

role in synaptic plasticity and excitotoxicity (reviewed by Collingridge & Watkins, 1994).

4.43 Inhibitory Svnaptic Transmission

Pharmacological isolation of the strychnine sensitive inhibitory synaptic current was achieved 

through application of EAA antagonists (50pM DL-AP5, IOjjM  CNQX, 5pM MK801, 5pM

5,7-dichlorokynurenic acid) and the GABAa receptor antagonist, 10|liM bicuculline. Other 

than for examination of the reversal potential of the synaptic current the intracellular patch 

solution contained 132mM chloride (appendix IBiii) and the extracellular solution contained 

133.5mM chloride (appendix 1 Aii). When voltage clamping at -70mV, the inhibitory synaptic 

current using these solutions was inward. It was found that with increasing stimulus intensity, 

recruitment of synaptic inputs occurred as a result of the gross method of stimulation used. 

Alternative techniques were tried by both attempting to stimulate individual presynaptic 

MNTB neurones with a glass electrode and by using minimal stimulation with the bipolar 

platinum stimulating electrode. Both methods were problematic so gross stimulation using the 

bipolar platinum stimulating electrode such that the synaptic currents were ~lnA amplitude 

were used throughout.

Following application of EAA antagonists and bicuculline, stimulation of the MNTB resulted 

in a synaptic current which was abolished by application of the glycine receptor specific 

antagonist, lpM  strychnine. This finding suggested it to be a glycine mediated synaptic 

current, consistent with observations previously reported (e.g. Smith, 1995; Grothe & Sanes, 

1993, 1994; Smith & Forsythe, 1996, 1997). Further experiments confirmed this finding since 

the reversal potential using different intracellular chloride concentrations was very similar to 

the equilibrium potential predicted by the Nemst equation when assuming chloride to be the
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only charge carrier. Since glycine receptor ion channels are primarily selective for chloride 

ions, this finding supports chloride to be the dominant charge carrier of the inhibitory synaptic 

current. Slight deviation of the reversal potential from the equilibrium potential can be 

observed, suggesting that other charge carriers may be minimally contributing to the synaptic 

current. This observation warrants further investigation but is unsurprising since most ion 

channels are at least in part, permeable to more than one ion. It is likely that in addition to 

permeability to chloride, this ion channel is also permeable to other anions such as bicarbonate 

(Coombs, Eccles Fatt, 1955; Bormann, Hamill & Sakmann, 1987).

4.43J Physiological Implications of Inhibitory Svnaptic Transmission to the MSO

The MSO clearly receives an inhibitory synaptic input from the MNTB which is largely 

mediated by glycine receptor ion channels. As mentioned previously, the MSO forms a part of 

the binaural pathway and is involved in sound source localisation. However, traditional and 

even more recent models of sound source localisation do not necessitate an inhibitory synaptic 

input so its role in coincidence detection and sound source localisation is not well established. 

The question of what role this inhibitory input may be playing must therefore be addressed.

Two possible roles for the inhibitory input involve it acting by some form of surround 

inhibition to fine tune an excitatory response. Firstly, according to Jeffress (1948) sound 

source localisation requires the detection of coincidence of excitatory synaptic inputs. Thus, 

when a sound arrives at the two ears, neurones responding within the auditory pathway will 

respond optimally to particular interaural time differences (ITDs) and will fire an action 

potential. Yin & Chan (1990) proposed the first mammalian map of these ITDs in the MSO 

such that the anterior pole responded to very small ITDs (~0ps) and the dorsal pole will 

respond optimally to longer ITDs. Although each neurone responded optimally to a particular 

ITD they found that surrounding neurones would also respond but to a lesser extent and that 

they too would have their own optimal ITD. In other words a peak ITD response curves 

exists for the MSO. From this Yin & Chan (1990) proposed that the inhibitory input sharpens 

the ITD response curve by hyperpolarising neurones surrounding the neurone responding 

maximally to a particular ITD. The second possible role involving surround inhibition in the 

MSO is its action on the response of neurones to different frequencies of sound. It is 

established that the projection from the MNTB to the MSO is tonotopically organised (Guinan, 

Norris & Guinan, 1972, Kuwabara & Zook, 1992) such that MNTB neurones responding
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optimally to low frequency sounds project to specific low frequency regions of the MSO. 

Similarly, the excitatory inputs are also tonotopically organised (reviewed by Cant, 1991). 

However, despite this tonotopic organisation it is possible that inhibitory and excitatory inputs 

have different characteristic frequencies. This could mean that in addition to reducing a 

neurone’s response to ITDs other than its optimal ITD, the inhibitory input may be reducing 

the likelihood of a neurone firing an action potential at a frequency other than its characteristic 

frequency. Essentially, the inhibitory input may be fine tuning and sharpening the synaptic 

integration of the excitatory response. Indeed, such a role for the unilateral GABAa receptor 

mediated inhibitory input to the chick nucleus laminaris has been postulated by Funabiki, 

Koyano & Ohmori (1998) where the decay time course of excitatory synaptic inputs were 

found to accelerate upon GABA application such that the window of coincidence detection 

was sharpened. Such a function of the inhibitory response is not incorporated into most 

biophysical models of the MSO. Colburn, Han & Culotta (1990) did however acknowledge 

that whilst in their model inhibitory inputs were not essential for coincidence detection, that 

they are present in the physiological system and may be somehow involved in temporal 

processing and function to modulate the excitatory synaptic pathway. Further modelling work 

by Han & Colburn (1993) supported this idea by suggesting that the inhibitory input provides 

relatively slow (tenths of seconds), long term adjustments to the excitatory input, a function 

which could be useful in tuning the cell population to particular directions, frequencies or 

levels. Brughera et a l  (1996) more recently incorporated inhibitory inputs to their model of 

MSO function but failed to prescribe a role to the inhibition. However they did suggest it to be 

involved in localisation of transient stimuli rather than steady state tones.

An additional role of the inhibitory synaptic input to the MSO is its involvement in the 

maintenance of high fidelity transmission of auditory timing information. As mentioned in 

chapter 3, this maintenance is highly dependent on the generation of a single action potential in 

response to a depolarising current pulse. The role of the basic membrane properties is 

discussed in that chapter but the inhibitory input may also play a part in this process. 

Excitatory synaptic transmission has a faster time course than inhibitory synaptic transmission 

(see chapter 5). If the excitatory response occurs before the inhibitory response in vivo, the 

neurone will be left for a period of time in a relatively hyperpolarised state following excitatory 

input. This will then act to reduce the likelihood of further action potential generation in the 

MSO neurone limiting the rate of arrival of localisation information and so improving temporal 

fidelity of the system.
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This inhibitory input may also play a developmental role in the auditory system. Kandler & 

Friauf (1995) found that during early development, the strychnine sensitive glycine mediated 

current was depolarising and became hyperpolarising upon maturation. The glycine induced 

depolarisations could be activating voltage activated calcium channels previously reported in 

early postnatal LSO (Schmanns & Friauf, 1994), thereby increasing intracellular calcium 

concentrations. The pathway between the MNTB and LSO may therefore be transiently acting 

in an excitatory manner and therefore be using some Ca2+-dependent cellular mechanisms 

known to be involved in strengthening and reshaping excitatory connections (Malenka, 1994). 

No such investigation was conducted here but a similar feature may occur and be contributing 

to the developmental status of the neurones.

An interesting demonstration of the involvement of the inhibitory input to the MSO in 

coincidence detection was proposed by Grothe & Sanes (1993, 1994) who proposed that in 

addition to coincidence of excitatory synaptic transmission, synaptic inhibition is also important 

in the functioning of the MSO as a coincidence detector. They found at low stimulus 

amplitudes synaptic inhibition did not play a role but at higher stimulus intensities, synaptic 

inhibition was recruited. They found inhibitory inputs at high stimulus intensities to prolong 

the refractory period following the first of two pulses, limiting the rate of action potential 

generation to high frequency stimulation. It is possible that response to ITDs is somewhat 

level dependent because in human psychoacoustic experiments ITD, sensitivity has been shown 

to be partially dependent on stimulus level such that humans perform less precisely at low 

sound levels but between 50 and 90dB their resolution was better (Zwislocki & Feldman, 

1956; Hershkowitz & Durlach, 1969).

Finally it must also be mentioned that the inhibitory input may not be playing a role in temporal 

coding of auditory information but may serve some other function. For example, Grothe et a l , 

(1992) reported a largely monaural excitatory and inhibitory input to MSO of the mustached 

bat which may contribute to its high frequency echolocating abilities.

In summary, whilst the involvement of excitatory synaptic inputs to the MSO and its role in 

detection of ITDs is well established, the involvement of the inhibitory input is complicated and 

not yet clearly understood. Since the involvement of the MSO in sound source localisation 

relies heavily on precise timing of the inputs, in vitro experiments are subject to a fundamental
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flaw in that the combination of the timing of excitatory and inhibitory synaptic inputs cannot be 

examined since the precise time of their activation in vivo is unknown. Consequently, a clear 

role for the inhibitory input has not yet been established. To achieve this, intracellular in vivo 

experiments need to be conducted in order to examine the response of MSO neurones to the 

combination of excitatory and inhibitory inputs.
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5 Results

5.1 Introduction

Chapters 3 and 4 provided some detail of the basic physiology and pharmacology of the MSO 

nucleus and the synaptic inputs it receives. This chapter focuses on the inhibitory synaptic 

current resulting from activation of principal neurones of the ipsilateral MNTB.

The chapter begins by documenting some basic characteristics of the decay of the evoked 

inhibitory synaptic current, including its double exponential time course and the relative 

contributions made by the fast and slow components of that time course. Voltage and 

temperature dependencies of the decay time course are also investigated.

The decay time course is noted to show a great deal of variability between neurones so the 

remainder of the chapter examines possible explanations for this variability. Particular 

attention is paid to any age dependent change which may occur because as described in chapter 

1.22, until around 3 weeks post partum there is a developmental change in glycine receptor 

subunit expression from the neonatal, a 2 to the adult, oti subunit. In addition to 

pharmacological and immunohistochemical evidence of change over during this period (Friauf, 

Hammerschmidt & Kirsch, 1997; Akagi & Miledi, 1988; Becker, Hoch & Betz, 1988) the 

single channel open time of glycine receptor ion channels and the decay time course of evoked 

glycine mediated synaptic currents have also been demonstrated to decrease (Takahashi et al., 

1992; Krupp, Larmet & Feltz, 1994).

Investigations were also conducted to determine if differential location of synaptic inputs was 

responsible for the observed variability of the decay time course by examining any correlation 

between rise time and half width and the speed with which the evoked synaptic current 

switches off. Further examination was also conducted of miniature currents which underlie the 

evoked synaptic current to see if they revealed distinct synaptic receptor locations.
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5.2 Methods

The whole cell patch clamp technique and brain stem slice preparation described in chapter 2 

were used throughout. To isolate the strychnine-sensitive component of the synaptic response, 

EAA antagonists (50pM DL-AP5, 10pM CNQX, 5pM 5,7-dichlorokynurenic acid and 5pM 

MK801) and 10p,M bicuculline were included in the perfusate throughout. A bipolar platinum 

stimulating electrode (chapter 2.25, figure 2.12) was used to evoke synaptic currents and a 

CsCl-based intracellular patch solution containing 132mM Cl" (appendix IBiii) and bicarbonate 

buffered extracellular solution containing 133 .5mM Cl" (appendix lAii) were used throughout.

Evoked synaptic current data were acquired and filtered as described in chapter 2. Miniature 

currents were initially recorded onto a Digital Tape Recorder (DTR-1404) and were later 

filtered and digitised at 5kHz and 40kHz, respectively. Miniature data were acquired and 

analysed using a suite of software called ‘ Viewmenu’, written by Dr. D. Maconochie.

5.3 Results

5.31 Characteristics of the Decay Time Course of the Evoked Synaptic Current.

Decay Time Course o f  the Evoked Synaptic Current

The decay of the evoked synaptic current was fitted by a double exponential function (Fn=A + 

Be('t/C) + De("t/E)) (e.g. figure 5.1 A). At -70mV holding potential the fast and slow components 

of the double exponential were fitted with mean time constants of 8.54±0.44ms and 

41.50±1.84ms, respectively (SEM, n=81).

The Decay Time Course Shows Some Variability Between Neurones

The decay time constants of the evoked synaptic current were very variable between neurones. 

Figure 5. IBi & ii shows 2 example average data traces and their corresponding fits from a 

holding potential of -70mV. The neurone in figure 5. IBi was fitted by time constants of 

21.1ms and 57.8ms whilst the neurone in figure 5. IBii was fitted by time constants of 5.5ms 

and 74.6ms. The range of time constants by which the fast component decayed was between
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Figure 5.1 The inhibitory evoked synaptic current decays over a double

exponential time course.

(A) An example evoked inhibitory synaptic current, the decay of which was fitted by a 

double exponential function: Fn=A + Be('t/C) + De(_t/E), where A = base line amplitude, B = 

amplitude of the first component, C = time course of the first component, D = amplitude 

of the second component, E = time course of the second component.

(B) Two different example average data traces fitted by double exponential functions. 

Decay time constants were variable between neurones such that at -70mV holding 

potential the fast time constant varied from 2.62 to 29.09ms (n=81) and the slow time 

constant ranged from 10.63 to 99.97ms (n=81). (i) and (ii) represent two extremes of 

decay time course. The current trace in (i) was fitted with a fast decay time constant of 

21.1ms and a slow decay time constant of 57.8ms. The current trace in (ii) was fitted 

with a fast decay time constant of 5.5ms and a slow decay time constant of 74.6ms.

The mean time constants of the fast and slow components were 8.54±0.44ms and 

41.50±1.84ms, respectively (SEM, n=81).
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2.62 and 29.09ms (n=81). An even larger variability was observed for the slow component of 

the synaptic current where the time constant lay between 10.63 and 99.97ms (n=81).

The Evoked Synaptic Current is Voltage Clamped Throughout the Length o f its Decay

To determine if the slow component of decay was real or resulted from poor voltage control of 

the dendritic compartment of the neurone, a protocol described by Pearce (1993) was 

employed. The purpose of the protocol was to check that the synaptic current was voltage 

clamped and that the ion channels were open throughout the time course of the synaptic 

current. Pharmacological isolation of the inhibitory synaptic current was first achieved and its 

reversal potential determined (~0mV, see chapter 4.324). The neurone was then voltage 

clamped at -70mV relative to the reversal potential (~-70mV) and a synaptic current generated 

by stimulation of the MNTB. The neurone was next voltage clamped at the reversal potential 

and the same synaptic input stimulated. No synaptic current was observed at the reversal 

potential since no net current flows through the ion channels at this potential, despite them 

being open by synaptic activation. Whilst alternating between the presence and absence of 

synaptic stimulation the holding potential was then stepped briefly to -70mV at various time 

points during the time course of the evoked synaptic current (figure 5 .2). The two data sets 

(with and without synaptic stimulation) were averaged and then subtracted to eliminate 

transient capacitance currents from the traces. The peak amplitude of the synaptic current 

generated when stepping away from the reversal potential (to -70mV) was then measured from 

this subtracted data. Although no net current flow occurs at the reversal potential, the ion 

channels responsible for the synaptic current were expected to be open so that a step away 

from the reversal potential results in current flow. Assuming good voltage clamp, the peak 

amplitude of this current was expected to follow exactly the amplitude of the evoked synaptic 

response generated when voltage clamping at -70mV, throughout its time course. Figure 5.2 

shows an example of such data where the ion channels have remained open for the duration of 

the observed synaptic current (n=4). These data suggest that both decay components are real 

and that the slow component does not result from inadequate voltage clamp of the neurone, 

but that the channels are indeed open and voltage clamped throughout the decay time course of 

the evoked synaptic current.
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(a) ~OmV

0.1 nA 
20ms

(b) —70m V

(a) ~0mV

(b) —70mV

Figure 5.2 The dual decay time course is not due to voltage clamp errors.

Superimposed average current traces recorded from an MSO neurone at (a) the 

reversal potential (~0mV) and (b) 70mV negative to the reversal potential (— 

70m V).

The neurone was voltage clamped at the reversal potential and stepped back to - 

70mV at different time points throughout the duration of the synaptic current. The 

symbols (♦) represent the peak synaptic current flow during the voltage step.

The peaks of the synaptic currents (♦) follows closely the time course of the evoked 

synaptic current recorded at -70mV, indicating that the ion channels are open 
throughout the duration of the synaptic current.

Data traces are averages of 20 events each.
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The Fast Component o f  Decay o f the Evoked Synaptic Current is the Dominant Component

The average amplitude of each component of decay at -70mV holding potential was 

-0.90±0.08nA and -0.10±0.01nA (SEM, n=81) such that the fast component constituted 

89.9±0.9% (SEM, n=81) of the overall current amplitude. Similar observations of the 

contribution the fast component made to the synaptic current amplitude were made across a 

range of voltages (table 5.1) and ages of animal (see figure 5.9B) although with increasing age 

the fast component appears to be increasingly dominant. The combination of small amplitude 

and length of the slow component of decay of the synaptic current made it’s time course 

difficult to accurately quantify, a feature which may at least in part explain the extent of its 

variability. So, despite being able to voltage clamp the evoked synaptic current throughout its 

duration (figure 5 .2), much of the remaining study of the decay time course of the evoked 

synaptic current was focused on the more readily quantified fast component.

The Decay Time Course Shows Some Voltage Dependence

The fast component of the decay time course of the evoked synaptic current displayed a small 

voltage dependence such that depolarisation resulted in a lengthening of the time course of the 

current (figures 5.3 & 5.4).

Figure 5.3 A shows some example average data traces recorded across a range of holding 

potentials from -70mV to +50mV. It is clear from this data set that the time course of the 

synaptic current changes across this voltage range, suggesting a voltage dependent change in 

the evoked synaptic current. Figure 5.3B & C demonstrates this voltage dependence and that 

although there is a variability in fast decay time constant at specified voltages between 

neurones (figure 5 .3B), the change of the fast decay time constant with voltage observed in 

each neurone is consistent between neurones (figure 5.3C). This is demonstrated in figure 

5.3C since the slopes of the fits to each line are similar between neurones.

The slope of the line fitted to the points in figure 5.4A shows the mean voltage dependence of 

the fast decay time constant plotted on a logarithmic scale, where an e-fold change in decay 

time constant required a ~159mV change in holding potential (n=4-10). The data in figure 

5.4B lists the mean fast decay time constants (±SEM) at each holding potential, corresponding 

to the points on the graph in figure 5.4A.
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Holding Potential (mV) n=? % Fast Component
-70 81 89.910.9
-60 8 86.812.6
-50 8 88.412.3
-40 10 87.412.1
-30 10 88.012.2
-20 10 87.412.1
-10 10 87.412.8
0 - -

+10 10 88.412.4
+20 9 79.514.9
+30 10 83.912.9
+40 8 71.514.8
+50 6 75.916.9

Table 5.1

The contribution of the fast component of the decay time constant 

remains consistently high across a range of holding potentials.
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Figure 5.3 The decay time course of inhibitory synaptic current shows some 

voltage dependence.

(A) Example mean inhibitory current traces recorded from an MSO neurone across a 

range of holding potentials (-70mV to +50mV). The decay time course slows at more 

positive holding potentials.

(B) A plot of the fast decay time constant of the inhibitory synaptic current against the 

holding potential in 10 MSO neurones. Each symbol represents the mean fast decay time 

constant recorded across a range of holding potentials from one neurone. Between 

neurones a variability in the decay time constant at each holding potential is apparent.

(C) A semi-logarithmic plot of the fast decay time constant against the holding potential 

for the corresponding data shown in (B). The slope of the lines represent the voltage 

dependence of the decay time constants for each neurone which are clearly similar 

between neurones.

All traces and points are averages of 20 events each.
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,p. v Mean Decay
Time Constant (In scale)

100i

-80 -60 -40 -20 0 20 40 60
Holding Potential (mV)

(B) Holding Potential (mV) Mean Fast Tau (ms) SEM n=?
-70.0 8.0616 1.0227 8
-60.0 8.1197 1.0336 8
-50.0 9.3398 1.3369 8
-40.0 10.216 1.1995 10
-30.0 10.971 1.1570 10
-20.0 11.651 1.2565 10
-10.0 12.920 1.5935 10
0.0 13.664 1.3845 4

+10.0 15.097 1.4957 10
+20.0 14.506 1.4880 9
+30.0 16.512 1.6717 10
+40.0 15.988 1.3877 8
+50.0 15.439 2.1323 6

Figure 5.4 Mean voltage dependence of die fast decay of the evoked 

inhibitory synaptic current

(A) Semi-logarithmic plot and, (B) table of holding potential and mean fast 

decay time constant.

Voltage dependence calculated from slope of the fit to the mean decay time 
constants using a linear regression fit. For an e-fold change in decay time 

constant, a ~159mV change in holding potential is required.
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The Decay Time Course Shows Some Temperature Dependence

Stuart & Redman (1990) reported that population inhibitory postsynaptic currents recorded in 

vivo in cat spinal motoneurones decayed over an exponential time course of ~ 1.0ms. Clearly 

this is much faster than reported here at 25°C, so the temperature dependence of the synaptic 

current was examined to see if this factor was responsible for the discrepancy. The inhibitory 

synaptic current was recorded across a range of temperatures (22°C-37°C) and the fast decay 

time course of the current was found to accelerate with increased temperature. Figure 5.5 

demonstrates the temperature dependence where a Qio of 2.08±0.23 (SEM, n=4) for the decay 

time course was calculated using the following equation:

010 =

10
(  X i \

\ X \ )

( T 2 - T 1 )

Equation 5.1

At 37°C the mean fast decay time course was 3.54±0.58ms (SEM, n=4). This change with 

temperature appears independent of the amplitude of the synaptic current which remained 

constant throughout the temperature change (figure 5 .6, n=4). Temperature dependence of the 

slow component of decay of the synaptic current was not examined since at 37°C the fast 

component comprised 98.1±0.9% (SEM, n=4) of the total current amplitude.

5.32 What is Causing the Variability in Decay Time Course?

The above data establishes that the evoked synaptic current decays over a double exponential 

time course which is both voltage and temperature dependent and shows a large variability 

between neurones. So what is causing this variability in decay time course? A number of 

possible sources of the variability were examined:

Series Resistance?

One possible explanation for the variability in decay time course between neurones is the effect 

that series resistance would have on the current. As series resistance increases, the ability to 

voltage clamp the neuronal membrane reduces. Consequently, one would expect the time 

course of the synaptic current to increase with series resistance.
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Figure 5.5[ Inhibitory postsynaptic c u rren t time course accelerates with 

increasing temperature.

(A) Plot of fast decay time constant of inhibitory synaptic current over time with 

changing temperature, starting at 25°C, increasing to 37°C and reducing to 22°C.

(B) Average current traces normalised to their peak amplitudes at three different 

temperatures of 22°C (solid line), 25°C (long dashes) and 37°C (short dashes). 

Q 10 calculated as 2.08±0.23 (SEM, n=4). Mean fast decay time constant at 37°C

was 3.54±0.58ms (SEM, n=4).

Points and traces are averages of 20 events each.

142



Chapter 5 - Results

Fast Decay Time Peak Current
Constant •  (ms) Amplitude o (nA)

1212

10

8

6-

4 :

2 -

0

-2

-4J

•  •  

•

. y

37°C 22°C

QDO

10

8

6

4

2

0

-2

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
-4

Time (s)

Figure 5.6 Change in decay time course with temperature is independent 
of current amplitude.

Plot of mean fast decay time constant and peak synaptic current amplitude 

against time. Initial temperature is 25°C, increasing to 37°C and reducing to 

22°C. As the decay time constant changes with changing temperature, the 

current amplitude remains constant (n=4).

Points are averages of 10 events each.
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Figure 5.7 shows two plots of the series resistance against fast and slow decay time constants 

of the current and their respective linear regression fits. Despite the great variability in decay 

time constant between neurones, very little correlation with series resistance was observed 

(R=0 .030, fast decay time constant; R=0.015, slow decay time constant). However, in order 

to minimise the risk of series resistance affecting voltage clamp of the synaptic current, 

recordings were made only when the series resistance was at a maximum of 25MH 

(Mean=l 1.8 ±0.5MQ; SEM, n=79) and was compensated by at least 60%. Therefore it is

unlikely that the variability in decay time course of the evoked synaptic current results from 

errors in voltage clamp as a result of high or poorly compensated series resistance.

Age o f Animal?

The age of animals used in this study were between 6 and 13 days old but as already 

mentioned, glycine receptor isoform expression changes over this developmental period (see 

chapter 1.22). It is therefore likely that the glycine receptor mediated currents recorded here 

result from activation of different proportions of neonatal ((X2) and adult (ai) glycine receptor 

isoforms. With this in mind, differential expression of these isoforms could explain the 

observed variability in the decay time course of the evoked synaptic current. This is quite 

possible since the single channel open time of glycine receptors comprising the neonatal 

isoform {0 L2) is longer than that of glycine receptors comprising the adult isoform (ai) 

(Takahashi et al., 1992). Previous reports have demonstrated that glycine mediated synaptic 

currents decay over a faster time course with increasing age (Takahashi et a l, 1992; Krupp, 

Larmet & Feltz, 1994) a feature which has been attributed to the changing single channel open 

time with age. Attempts were therefore made to determine whether this was the case in the 

MSO by examining if there was any correlation between the age of the animal used and the 

decay time constant of the evoked synaptic current.

Figure 5.8 plots each component of the fit to the double exponential decay time constant 

against the age of the animal. Figure 5.8A shows each decay time constant of the fast 

component and figure 5 .8B of the slow component of the double exponential. The lines fitted 

to each data set generated R values for the fast and slow decay time constants of 0.145 and 

0.178, respectively suggesting little correlation between age and decay time constant although 

the time constants are decreasing slightly with age. Clearly at each age of animal there is a
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Figure 5.7 Decay time constant is not correlated with series resistance.
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Series Resistance (MQ)

(A) Fast decay time constant plotted against series resistance. The points were 

fitted using the linear regression equation: Y = M0 + M1*X, generating an R 

value of 0.030.

(B) Slow decay time constant plotted against series resistance. The points 

were fitted using the linear regression equation: Y = M0 + M1*X, generating 

an R value of 0.015.

Both data sets show no correlation between series resistance and decay time 

constant. Mean series resistance was 11.8±0.5MQ (SEM, n=79).
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Figure 5.8 Decay time constants plotted against age of animal.

(A) Fast decay time constant plotted against age of animal. The points were 

fitted using the linear regression equation: Y = M0 + M1*X and generated an R 

value of 0.145.

(B) Slow decay time constant plotted against age of animal. The points were 

fitted using the linear regression equation: Y = M0 + M1*X and generated an R 

value of 0.178.

Both data sets demonstrate little correlation between time course and age of 

animal and that there is a great variability of the decay time constants when 

recording from animals of the same age.
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wide distribution of decay time constant for both fast and slow component of the decay time 

course.

Figure 5.9A represents some of the data shown in the table in figure 5.9B, where the mean 

decay time constants (±SEM) are plotted against the age of animal. The open symbols (O) 

represent the slow component and the closed symbols (•) the fast component of the decay time 

constant of the current. The lines drawn on each data set are the fits to the individual data 

points displayed in figure 5.8 which generated the R values mentioned above. Figure 5.9B also 

displays the % contribution of the fast component of the decay time constant to the overall 

synaptic current at different ages of animal. Again, the fast component of the double 

exponential consistently contributed >80% of the overall current amplitude. However, it also 

appears that there may be a slight reduction in the contribution of the slow decay time constant 

to the overall synaptic current with increasing age.

A further demonstration of the poor correlation between decay time course and age is shown 

in figure 5.10 where evoked synaptic currents were recorded from more than one neurone in 

individual animals. A disparity between these decay time constants was observed such that up 

to 21.32ms variation in the fast decay time constants and up to 46.34ms variation in the slow 

decay time constants occurred when recording from more than one neurone in a particular 

animal. Statistical demonstration of this variance was not possible since the number of multiple 

recordings achieved from one animal was too small. However, the results suggest that within 

one animal there is a great variability in decay time constant of the evoked inhibitory synaptic 

current.

Different Glycine Receptor Isoforms Based on Pharmacology?

Despite the inability to demonstrate any correlation between age and decay time course of the 

evoked synaptic current, it is likely that recordings from MSO neurones in this project were 

done from animals expressing different proportions of the neonatal (a2) and adult (ai) glycine 

receptor isoforms. In order to decide whether the variability in decay time course stemmed 

from this differential expression, it would be ideal to record from neurones expressing 

exclusively one or other isoform. Since the use of young animals was necessary in this project, 

resulting in mixed expression of glycine receptor isoform, pharmacological isolation of one or 

other isoform was necessary. To this end the a i glycine receptor subtype selective blocker,
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6 7 7.0810.62 32.3315.03 82.915.9%
7 17 10.310.92 47.9114.29 88.811.3%
8 14 9.2310.93 51.2214.80 92.911.3%
9 26 7.1710.45 35.7712.31 90.411.4%
10 15 9.6811.57 42.5914.03 89.912.3%
13 2 3.00 17.21 96.4%

N/A Mean 81 8.5410.44 41.5011.84 89.910.9%

Figure 5.9 Mean decay time constants of evoked synaptic current with 
respect to age of the animal.

(A) Mean decay time constants (±SEM) plotted against animal age. Open 
symbols (o) represent slow decay time constant and closed symbols (•) represent 
fast decay time constant. R values generated of 0.178 and 0.145, respectively.

(B) Table of decay time constants with repect to animal age. The % contribution 
of the fast component of the synaptic current remains consistently high across the 

age range of animals used.
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Figure 5.10 Multiple recordings from the same animal generate a range of 

decay time constants.

(A) and (B) show the range of fast and slow decay time constants fitted to 

currents recorded from individual animals (1-23). The disparity of decay time 

course of the fast component in one animal was up to 21.32ms and that of the 

slow decay time constant was up to 46.34ms.
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cyanotriphenylborate (CTB) (Rundstrom et al. 1994) was included in the perfusate to eliminate 

its contribution to the inhibitory synaptic current.

CTB was perfused onto the preparation on four occasions, using one 10-day and three 9-day 

old animals. On one occasion 20pM CTB reversibly reduced the peak current amplitude by 

25.8% (Figure 5.11). However, on three remaining occasions 20 pM CTB had no effect on the 

amplitude of the synaptic current (data not shown). It was therefore concluded that at this 

concentration, CTB had little effect of the evoked synaptic current in this preparation. A 

higher concentration was not used since this would have produced toxic effects resulting in an 

increased risk of membrane breakdown (D. Langosch, personal communication).

5.321 Are the Synaptic Inputs Differentially Located on the MSO Neurones?

The above results suggest that the variability in decay time course of the evoked synaptic 

current is neither resulting from series resistance problems nor age dependent changes resulting 

from differential expression of glycine receptor isoforms. An alternative explanation for the 

variability may be different locations of glycine receptors on the MSO neurones. The location 

of synaptic inputs on a neurone is important when examining the time course of synaptic 

currents. If the synaptic inputs are electrotonically distant from the recording site, the current 

detected by the recording pipette will have been subject to dendritic filtering and will be longer 

and smaller than the current at its origin. MSO neurones are distinctly bipolar and the 

dendrites projecting from the cell soma are large and far reaching (up to several hundred pm; 

Kiss & Majorossy, 1983; Smith, 1995) (figure 5.12). If the inputs from the principal neurones 

of the MNTB synapse are on these dendritic processes the resulting synaptic currents will have 

been subject to electrotonic filtering, a process which will slow the time course and reduce the 

amplitude of the current. Using immunohistochemical and electrophysiological techniques it 

was therefore necessary to investigate the location of the inhibitory synaptic inputs onto the 

MSO neurones. It is thought, as described in the chapter 1.114, that inhibitory terminals 

synapse somatically or within a short distance from the soma on MSO neurones (Clark, 1969; 

Oliver, Beckius & Schneiderman, 1995; Brunso-Bechtold, Henkel & Linville, 1990; Kuwabara 

& Zook, 1992). The effect of synaptic location on the time course of the synaptic current 

however warranted further investigation here.
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Figure 5.11 Action of cyanotriphenylborate (CTB) on evoked inhibitory 

synaptic current.

On one occasion 20 pM CTB reversibly blocked the evoked inhibitory synaptic 

current by 25.8% but on three other occasions (not shown) no block was observed.

(A) Plot of average peak synaptic current upon application of lOjiM and 20pM 

CTB.

(B) Corresponding average current traces from (A), (i) before application; (ii) 

during application; and (iii) following wash off of 20pM CTB. Amplitude of 

synaptic current measured at the time indicated by ♦ .

Data points and traces are averages of 20 events each.
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Figure 5.12 Confocal images of MSO neurones filled with lucifer yellow.

(A) An MSO neurone filled with the fluorescent dye lucifer yellow shows its bipolar 

dendritic organisation. The image was constructed using a confocal microscope and has 

been digitally recoloured. The axon is projecting from the lateral primary dendrite 

~13|um from the soma. Bar=20p.m.

(B) Stereo image of an MSO neurone filled with lucifer yellow and reconstructed using 

a confocal microscope. Merging of the two images by eye will produce a 3-dimensional 

appearance of the neurone.

These images were constructed on the confocal microscope by Mr. Stuart Johnson as a 

part of his final year Biological Sciences degree project from material provided by 

myself, Dr. Ian Forsythe and Dr. Helen Brew.
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(A) Immunohistochemistry

In an attempt to identify the location of the inhibitory synaptic input onto MSO neurones, 

immunohistochemical techniques based on those described by Pfeiffer et ai (1984) and 

Schroder et al. (1991) were employed. Julie Turner and Ian Brooks, technicians in my 

laboratory used immunohistochemical agents applied to thin (20pm) transverse sections of the 

auditory brain stem. The monoclonal antibody, MAb4a attaches to any currently known 

glycine receptor a-subunit variant and so can be used to identify the presence of glycine 

receptors, neonatal or adult. Difficulties with this technique arose in maximising the contrast 

between the labelled receptors and that of the background. However, after much trial and 

error, it became apparent that MSO principal neurones were labelled with the MAb4a. 

Previous reports (Adams and Mugnaini, 1990; Helfert et al., 1989; Friauf, Hammerschmidt & 

Kirsch, 1997) have shown MSO neurones to be surrounded by terminal puncta which react 

positively to glycine antibodies. Punctate staining indicates a dense inhibitory input and 

although some punctate staining was apparent here (figure 5.13, arrows) it was difficult to 

confirm the location of the synaptic inputs to the MSO. In figure 5 .13 A & B some punctate 

labelling of the cell body of an MSO neurone with mAb4a is apparent and there is also a hint of 

punctate staining along the dendrite in figure 5 .13 A.

Immunohistochemistry failed to reveal with certainty the location of the inhibitory synaptic 

inputs to the MSO so electrophysiological techniques were also employed.
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Figure 5.13 Punctate labelling of an MSO neurone using the monoclonal antibody, 

mAb4a.

An MSO neurone in a 20|im thin section labelled with the monoclonal antibody, mAb4a 

which selectively labels all known glycine receptor a  subunits.

(A) MSO neurone at 20x gain shows some punctate antibody staining (arrows). 

Bar=20pm.

(B) MSO neurone corrsponding to labelled neurone in (A) at 40x gain. Some punctate 

labelling is apparent (arrows). Bar=20pm.

Brain stem sectioning and monoclonal antibody staining were conducted by Mr. Ian 

Brooks.
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(B) Electrophysiology

The following section documents the results of electrophysiological investigations conducted 

on the evoked synaptic and miniature currents in an attempt to answer the question of location 

of the inhibitory synaptic inputs.

(i) Evoked Synaptic Current

(a) 10-90% Rise Time Versus Half Width

An examination of the relationship between the 10-90% rise time and half width of the evoked 

synaptic current was made. A correlation between these two parameters within a neurone, 

may suggest the presence of differentially located synaptic inputs. This occurs because 

electrotonically distant located synapses will generate currents which will be subject to 

dendritic filtering, causing them to have slower time courses than currents originating from 

somatically located synapses.

Figure 5.14A shows a plot of the 10-90% rise time against the half width in one neurone 

(1.16±0.05ms & 5.87±0.10ms, respectively) from which there consistently appeared to be little 

correlation between these two parameters when recorded from an individual neurone 

(R=0.190±0.071, SEM, n=9). Figure 5.14B shows a plot of the mean 10-90% rise time 

against mean half width (0.71±0.12ms & 8.16±0.72ms, respectively, SEM, n=9) across a 

population of neurones where some correlation was observed (R=0.436, n=9). The table in 

figure 5.14C displays the R values for correlation between mean 10-90% rise time and mean 

half width with each of peak current amplitude, series resistance, and age. Mean 10-90% rise 

time and mean half width each appeared to show no correlation with peak current amplitude 

(rise time: R=0.049; half width: R=0.047) but some correlation was observed with series 

resistance (rise time: R=0.509; half width: R=0.399) and age (rise time: R=0.703; half width: 

R=0.463). However, less correlation was observed between age and decay time course of the 

evoked synaptic current (figures 5.8 & 5.9) and almost no correlation was observed between 

series resistance and decay time constant (figure 5.7). These data suggest that within 

individual neurones there was no great distribution of synaptic inputs but that across a 

population of neurones, some evidence of variability was apparent (see section 5.42).
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Figure 5.14 10-90% rise time and half width of the evoked synaptic current shows 

no correlation within a neurone but some correlation in a population of neurones.

(A) Plot of half width against 10-90% rise time of individual postsynaptic currents 

recorded from one neurone. Little correlation between 10-90% rise time and half width 

was seen in any response (R=0.190±0.071, SEM, n=9).

(B) Plot of mean 10-90% rise time against mean half width (±SEM) across a population 

of MSO neurones. Some correlation observed across the population where R=0.436, 

n=9.

(C) Table showing R values of the mean 10-90% rise time and mean half width 

correlated with each of animal age, peak current amplitude and series resistance. No 

correlation with peak current amplitude was observed but some correlation with both 

series resistance and age was observed across the population.
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(C) Age Peak Current Series Resistance
Half Width 0.463 0.047 0.399
Rise Time 0.703 0.049 0.509

159



(b) “Switch off’ of the Synaptic Current
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A protocol similar to that described by Isaacson & Walmsley (1995a) was used in an attempt 

to identify the location of the inhibitory synaptic inputs onto the MSO neurones. The 

inhibitory evoked synaptic current was pharmacologically isolated and the reversal potential 

determined (~0mV, see chapter 4.324). The holding potential was then stepped +40mV 

relative to the reversal potential, resulting in an outward synaptic current. During the decay of 

this synaptic current the holding potential was then stepped back to the reversal potential 

where there is no net current flow. This step was done in the presence and absence of synaptic 

stimulation and averages of the two data sets were subtracted in order to eliminate transient 

capacitance currents generated by the voltage step. Once subtracted the time course of switch 

off of the current was measured and a typical result, demonstrating this switch off is shown in 

figure 5.15. Switch off of the synaptic current here was not instantaneous but instead occurred 

over a double exponential time course (figure 5.15) with time constants of 0.63±0.26ms and 

2.7±0.5ms (n=4, SEM), the former of which contributed 67.2±9.8% (SEM, n=4) of the total.

Isaacson & Walmsley (1995a) reported that in stellate cells of the AVCN the NMDA receptor 

mediated excitatory postsynaptic currents switched off over a time course of 2.9± 1.0ms and 

proposed that this reflected the synaptic inputs being somewhat distal to the recording pipette. 

They also reported that in bushy cells the switch off was almost instantaneous, decaying over a 

submillisecond time course (50-lOOps). This is consistent with the membrane being under very 

good voltage control, suggesting that the synaptic inputs are somatically located.

The combination of a submillisecond time course component of switch off (0.63±0.26ms) and 

the long 2.7±0.5ms time course component observed in the MSO here may reflect multiple 

synaptic inputs to the MSO at both the cell soma and elsewhere on the dendritic processes, 

respectively. However, it is also possible that this is not the case but that the synaptic input is 

entirely of somatic origin and the slower time course of switch off results from somatic current 

which has flowed into the dendrites, re-invading the soma when the membrane is stepped to 

the reversal potential. So, using this protocol, the location of the synaptic inputs cannot be 

stated with certainty but there is good evidence of a large somatic input and the possibility of a 

much smaller dendritic input.
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0.25nA
25ms

+40mV______

OmVl

Figure 5.15 Switch off of the inhibitory synaptic current in an MSO 

neurone is not instantaneous.

Current traces were receorded from an MSO neurone at +40mV. A voltage step 
to the reversal potential (OmV) was applied to the membrane with and without 
synaptic stimulation. The transient capacitance currents were subtracted from 

the evoked current trace and the time course of the switch off of the synaptic 

current (*) was measured.

The switch off of the current was not instantaneous but decayed over a double 

exponential time course with time constants of 0.63±0.26ms and 2.7±0.5ms, 
the fast component contributing 67.2±9.8% of the total magnitude (SEM, n=4).
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(ii) Miniature Currents

The evidence shown so far has only tentatively suggested differential location of synaptic input 

to be responsible for the variability in decay of the evoked synaptic current between neurones. 

Further information regarding synaptic location can be gleaned from analysis of miniature 

currents underlying the evoked response. As previously mentioned (chapter 4.323) miniature 

currents are thought to occur as a result of discrete quantities, or packets of neurotransmitter 

being released from the presynaptic terminal (reviewed by Korn & Faber, 1991). Current flow 

resulting from activation of postsynaptic receptors then reflects release of these packets of 

transmitter. In experiments examining miniature currents, 0.5|xM TTX was also included in 

the perfusate throughout.

(a) Do Miniature Currents Underlie the Evoked Synaptic Currents?

In order to make any interpretation regarding the location of the inhibitory synaptic input based 

on miniature current analysis it was first necessary to determine if the miniature currents 

underlie the evoked synaptic current. To do this the time course of the miniature currents was 

examined.

In four neurones examined 42.7±6.2% (SEM, n=4) of the miniature currents were fitted by a 

single exponential function (Fn=A + Be(t/C)) and the remainder were fitted by a double 

exponential function (Fn=A + Be('t/C) + De(_t/E)). The mean decay time constant of miniature 

currents decaying over a single exponential time course was 6.34±0.42ms (SEM, n=4). Those 

miniature currents fitted by a double exponential time constant had fast and slow components 

of 3.56±0.20ms (SEM, n=4) and 22.92± 1.28ms (SEM, n=4), respectively and the faster 

component contributed 65.99±5.06% (SEM, n=4) of the total miniature current amplitude. 

The mean decay time constants for each neurone are shown in table 5.2.

The miniature currents which decayed over a double exponential time course had time 

constants which were similar, although a little faster than those of the evoked synaptic current 

(fast: 8.54±0.44ms, SEM, n=81; slow: 41.50±1.84ms, SEM, n=81, see chapter 5.37). Several 

factors may explain this difference and are discussed later in section 5.34.
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Cell 1 2 3 4 Mean (n=4)
Mean single exponential 
decay time constant (ms) 6 .10±0.16 (98) 7.2210.13 (305) 6.7710.25 (58) 5.2910.16(106) 6.3510.42

Mean fast double exponential 
decay time constant (ms) 3.18±0.16 (132) 4.0410.16(250) 3.7210.13 (166) 3.3210.15(118) 3.5710.20

Mean slow double exponential 
decay time constant (ms) 23.42±0.04 (132) 22.0310.89 (250) 26.1611.09(166) 20.0711.40(118) 22.9211.28

Mean rise time constant (ms)1 0.50±0.05 (98) 0.9310.03 (305) 0.7910.05 (58) 0.5810.06(106) 0.710.10

Mean rise time constant (ms/ 0.50±0.04 (132) 0.9810.03 (250) 0.9410.02 (166) 0.4410.032 (118) 0.7210.14

R value, rise vs decay2 0.158 0.164 0.338 0.195 0.21410.042

Table 52  Mean exponential rise and decay time constants fitted to miniature currents recorded from MSO.
►— *

O nU>
In each neurone, some miniature currents decayed over a single and some over a double exponential time course. All miniature current rise times 

were fitted by a single exponential time course.

R values show a small correlation between rise and decay time constants in miniature currents recorded from individual neurones. R value shows 

good correlation between mean rise and mean decay time constants fitted to miniature currents across a population of neurones since R=0.933 
(n=4).

1 := corresponds lo currents fitted by a single exponential decay time constant.

2 = corresponds to currents fitted by a double exponential decay time constant. R value calculated from rise time constant and fast component of 
double exponential decay time constant.

Numbers in parentheses are miniature current n values
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In chapter 4.323, figure 4.15 it was shown that application of lpM strychnine in combination 

with 0.5jnM TTX, EAA antagonists and bicuculline completely abolished miniature currents in 

the MSO.

The combination of the similar decay time course of the miniature currents and evoked 

synaptic currents, and the fact that both are blocked by application of lfiM strychnine suggests 

that the miniature currents recorded here do underlie the evoked synaptic current.

(b) Do the Miniature Currents Provide any Evidence for Distinct Locations?

Since the results above suggest that miniature currents underlie the evoked synaptic current, 

investigations were conducted to determine if the miniature currents provided evidence for the 

location of the inhibitory synaptic inputs. The lack of correlation between the 10-90% rise 

time and half width of the evoked synaptic current in individual neurones (see above) provided 

no direct evidence for distinct synaptic inputs. However, the data did suggest possible 

differences across the population of neurones, a factor which may also be linked to age and/or 

receptor subtype (see above). This technique has been taken further here by examining the 

relationship between the rise and decay time constants of the miniature currents. First 

however, the rise and decay time courses of the miniature currents and their amplitudes are 

documented.

Time Course o f the Miniature Currents.

As mentioned above, analysis of the time course of the miniature currents in four neurones 

revealed that 42.7±6.2% (SEM, n=4) decayed over a single exponential time course 

(6.34±0.42ms, SEM, n=4) and the remainder over a double exponential time course (fast: 

3.56±0.20ms, SEM, n=4; slow: 22.92± 1.28ms; SEM, n=4). Using an unpaired t-test (all data 

were normally distributed), the single exponential decay time course was found to be 

significantly longer than the fast component of the double decay time course of the miniature 

currents recorded from the same neurone (P<0.0001, n=4) although the variance of decay time 

constant within these two groups was not significantly different on 3 of the 4 occasions (for 

example see figure 5.16A, bin width=0.5ms). Initial interpretation of these two groups of data 

recorded from individual neurones was that each may represent distinct populations of 

miniature currents differentially located, one which decayed over a single exponential time
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Figure 5.16 Histograms of miniature current rise and decay time constants.

(A) Histogram of single and double exponential decay time constants recorded 
from one neurone (bin width = 0.5ms). Mean single exponential decay time 
course was significantly longer than mean fast double exponential decay time 

course in miniatures recorded from the same neurone (P<0.0001, n=4).

(B) Histogram of single exponential rise time constants recorded from 
corresponding miniature currents in (A) (bin width = 0.2ms). Black columns 

represent rise time constants fitted to currents which decay over a double 

exponential time course; open columns represent rise time constants fitted to 

currents which decay over a single exponential time course. In 2 neurones no 

significant difference in rise time course was observed, but in 2 neurones a 

significant difference was observed.
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course and another which decayed over a double exponential time course. From this, an 

investigation to determine if this distinction was also present in the rise time constant was 

conducted but no corresponding significant difference was observed in 2 of the 4 neurones 

tested (for example see figure 5.16B, bin width=0.2ms) suggesting that distinct locations of 

synaptic inputs could not be detected based on their rise time constants.

The poor ability to fit long decay time courses of miniature currents described above may 

provide an explanation for a portion of miniature currents decaying over a single exponential 

time course whilst the remainder decay over a double exponential time course. What may be 

happening is that all the miniature currents do infact decay over a double exponential time 

course, and those fitted by a single exponential function have a second decay component which 

is too long and small to be fitted accurately, forcing the fitting routine to fit a single 

exponential to a double exponential decay. On this assumption, the investigation of the 

relationship between rise and decay time constants used to discern the location of the synaptic 

inputs (see below) only incorporated those currents decaying over a double exponential time 

course (fast decay component only).

Amplitude o f  the Miniature Currents.

The amplitude of miniature currents was also examined in four neurones to see if this provided 

any evidence of two populations of miniature currents. Figure 5.17 shows amplitude 

histograms (bin width=20pA) along with mean and modal amplitudes of miniature currents 

recorded from 4 neurones. Once more there is no clear suggestion of different populations of 

miniature currents based on their amplitudes.

It can be noted however that the amplitude of the miniature currents is large compared to other 

reports for GABAa receptor mediated currents (e.g. Edwards, Konnerth & Sakmann 1990; 

Frerking, Borges & Wilson, 1995) but is similar to those reported by Legendre (1998) of 

glycine mediated miniature currents. The amplitude histograms also have quite a broad and 

skewed distribution, particularly in 2 of the 4 neurones examined (figure 5 .17C & D) which 

may suggest multiquantal release of transmitter, a possibility which is discussed below.
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Figure 5.17 Histograms of miniature current amplitudes.

Histograms of miniature current amplitudes recorded from 4 MSO neurones (bin 

width=20pA) and each corresponding mean and modal amplitude. No distinct miniature 

current populations can be detected within each neurone based on their amplitude 

although their amplitude is large and some difference in the distribution of amplitudes 

between neurones is apparent.
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Rise Time Constant Versus Decay Time Constant o f the Miniature Currents.

Evidence shown so far of analysis of evoked and miniature currents does not provide good 

evidence for distinct locations of inhibitory synaptic inputs. However it does not exclude the 

possibility that there is some limited distribution of synaptic inputs away from the soma. In 

order to investigate whether synaptic inputs are diffusely distributed, the rise and decay time 

constants of the miniature currents were examined. Dendritically located synaptic inputs 

would be expected to produce miniature currents which have been subject to electrotonic 

filtering such that the rise and decay time courses would be longer than those of currents 

generated from somatically located synaptic inputs. This investigation was done in light of the 

results of the investigation of the mean 10-90% rise time versus mean half width of the evoked 

synaptic current which revealed a suggestion of variability across a population of neurones, but 

no such variability within individual neurones. For the reasons described above, only the rise 

time constant and fast component of the decay time constant of those miniature currents 

decaying over a double exponential time course were examined. The R values generated from 

individual neurones and for the mean values across a population of neurones are given in table 

5.2.

A mean R value of 0.214±0.042 (SEM, n=4) was produced, suggesting a small correlation 

between rise and decay time course of the miniature currents recorded from individual 

neurones. This may reflect limited electrotonic filtering of the miniature currents.

A greater correlation was observed between the mean rise and decay time constants of 

miniature currents across a population of neurones (R=0.933, n=4) than between the mean 10- 

90% rise time and mean half width of the evoked synaptic currents (R=0.436, n=9). However, 

together these values do show some correlation between rise and decay time constant when 

recording across a population of neurones, suggesting some variability of the synaptic input 

between neurones.
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5.4 Summary and Discussion

Major findings o f this chapter:

• The decay of the inhibitory synaptic current recorded from MSO neurones was fitted by a 

double exponential function.

• The decay time course of the fast and slow components of the exponential fit were 

8.54±0.44ms and 41.50±1.84ms, respectively (SEM, n=81) and the fast component 

dominated the decay.

• The decay time course is both voltage and temperature dependent.

• The decay time course is very variable between neurones, a finding which shows little 

correlation with age or series resistance.

• Electrophysiological study of both the evoked inhibitory synaptic current and corresponding 

miniature currents suggests that the synaptic input is largely somatically located.

5.41 Characteristics of the Decay Time Course of the Evoked Svnaptic Current

5.411 Double Exponential Decay Time Constant

The evoked inhibitory synaptic current recorded from MSO neurones decays over a double 

exponential time course (8.54±0.44ms and 41.50±1.84ms, respectively; SEM, n=81.) where 

the fast component contributes -90% of the overall amplitude. The time course of decay is 

very slow compared to that reported at fast excitatory synapses elsewhere in the auditory 

pathway (e.g. Bames-Davies & Forsythe, 1995: ifast<lms, x8iow<4ms; Isaacson & Walmsley, 

1995a, b: x<lms; Zhang & Trussell, 1994: x<lms) or some reports at inhibitory synapses 

(Stuart & Redman, 1990: x-lms). The decay time course was however similar to that 

reported of glycine mediated synaptic transmission in Mauthner cells of zebrafish larvae by 

Legendre (1998: xfast-5ms, xsiow~40ms).

In order to determine if the slow decay of the evoked synaptic current was real or if it resulted 

from poor voltage control of the dendritic compartment, a protocol described by Pearce (1993) 

was conducted. Results from this experimental procedure suggested that the slow component 

was real and that the synaptic current was adequately voltage clamped throughout it’s time
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course. In addition, there was no correlation between the length of the decay time course and 

series resistance and in any case, to limit this possibility, series resistance was maintained below 

25MQ and series resistance compensation from 60-90% was routinely used.

5.412 What is Responsible fo r  the Decay Rate o f the Evoked Synaptic Current?

On the basis that the double exponential time course of decay of the synaptic current was real 

and did not result from poor voltage clamp, the question now arose as to what mechanisms 

underlie that decay rate? Rate of transmitter clearance from the synaptic cleft, receptor 

desensitisation and kinetics of channel deactivation are all thought to be factors which may be 

involved in determining the time course of synaptic currents (reviewed by Mayer et al., 1995; 

Clements, 1996). The origin of the decay time course of the inhibitory synaptic currents 

recorded here is uncertain although any of these factors may be involved.

(A) Transmitter Clearance Rate

There is evidence to suggest at excitatory synapses in the CNS that transmitter time course in 

the synaptic cleft is very short and the average clearance rate is estimated at <2 0 0 ps (reviewed 

by Clements, 1996). Transmitter clearance rates at central synapses are determined by a 

number of factors including reuptake mechanisms and transmitter diffusion rates. Since 

glutamate (excitatory neurotransmitter) and glycine (neurotransmitter at this synapse) are both 

amino acids and both have reuptake transporters it is likely that their respective timecourses in 

the synaptic cleft are similar. For this reason it is possible to draw parallels between 

transmitter clearance rates at excitatory and inhibitory synapses. With this in mind the average 

clearance rate of <2 0 0 ps at excitatory synapses is clearly much shorter than the time course of 

the synaptic currents recorded here, suggesting that rate of transmitter clearance does not 

dictate the time course of the synaptic events.

(B) Desensitisation

Since most receptors including glycine receptors (Aoshima, et a l, 1992) are susceptible to 

desensitisation, the contribution that this mechanism made to the decay rate of the synaptic 

current could have been investigated. To do this, rapid iontophoretic application of paired
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pulses of glycine would have been required. However, this was not done since a rapid 

application perfusion system was not available to me and the technique would ideally have 

required excised patches of membrane containing glycine receptor ion channels. Had this been 

done however, the results would inevitably have been complicated since iontophoretic 

application would have activated extrasynaptic receptors which may have different 

characteristics from subsynaptic receptors. However, Legendre (1998) conducted a similar 

investigation of glycine receptors expressed in Mauthner cells of the zebrafish larvae and did 

not observe any desensitisation of the glycine receptor mediated current.

An alternative technique could have been to examine the effects of rapid paired pulse synaptic 

stimulation. This however assumes that each stimulation results in the delivery of a 

supramaximal concentration of transmitter, a phenomenon which is widely accepted at 

excitatory synapses (reviewed by Clements, 1996). This technique was attempted but 

difficulties arose since the method of gross stimulation resulted in multiple axonal stimulation, 

each axon of which would have different activation thresholds. Consequently, postsynaptic 

receptor activation resulting from synaptic stimulation would not be constant between each 

synaptic input, making interpretation of the results difficult. In addition, this technique does 

not incorporate autoreceptor activation, a phenomenon which would inevitably alter the 

current flow in response to the second stimulus.

Further examination of the role of desensitisation could be done by reducing the probability of 

transmitter release and observing the effect this has on the synaptic current time course. 

However, this is not foolproof as it depends on the degree of saturation of the postsynaptic 

receptors. Although lowering extracellular calcium would reduce the probability of transmitter 

release, any release that did occur would be likely to saturate the postsynaptic receptors, so 

receptor desensitisation would still occur.

Receptor desensitisation may play a role in the decay time course, as has been demonstrated of 

EPSCs in bushy cells and IPSCs in MNTB neurones in the auditory pathway (Zhang & 

Trussell, 1994; Kungel & Friauf, 1997). In a similar manner to MSO neurones, bushy cells and 

MNTB neurones also need to follow high frequency inputs to maintain temporal fidelity of 

transmission, a process to which desensitisation may contribute. A mechanism by which 

receptor desensitisation may contribute to the maintenance of high fidelity firing is the cycling 

of receptor activation such that all receptors are not active, and therefore not desensitised at 

the same time.
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(C) Channel Kinetics

The role of channel kinetics in determining current time course was addressed recently by 

Legendre (1998) who demonstrated that a glycine receptor mediated current recorded from 

Mauthner cells of zebrafish larvae decays over a double exponential time course. He proposed 

that the second slow component of decay results from a reluctant gating mode of the glycine 

receptor and not from receptor desensitisation.

Alternatively, Akaike & Kaneda (1989) who also demonstrated glycine receptor mediated 

currents decaying over a double exponential time course, proposed that the two decay phases 

represent different glycine receptor isoforms which operate individual chloride channels with 

different single channel conductances. Takahashi et a l (1992) supported this suggestion and 

proposed that the different receptor isoforms resulted from the developmental change from 

neonatal (0 C2) to adult (cti) isoforms of the glycine receptor. They found that with increasing 

age the decay time course of glycine mediated synaptic currents in spinal neurones speeded up 

(E20 mean=27ms; P16 mean=5.9ms). They then examined the single channel open time of 

each of oti and 0 C2 homomeric glycine receptors expressed in Xenopus oocytes and compared 

the open times with those of natively expressed channels. The results of their investigation 

demonstrated that the single channel open time of neonatal (062) glycine receptors is longer 

than that of adult (ai) glycine receptors (Xenopus: ai=2.38ms, a 2=174ms; native: 

P16=2.01ms, E20=39.9ms). From this they proposed that the single channel open time of the 

channels underlies the time course of the synaptic current. Although the mean single channel 

open time of the 0 C2 channels homomerically expressed in Xenopus oocytes was significantly 

longer than the native embryonic glycine receptors, they proposed that the difference resulted 

from the fact that even early on in development, at least some a i subunits are already 

expressed. A similar explanation of mixed isoform expression may underlie the reason why the 

decay time course of the evoked synaptic current in my study showed no clear age 

dependence. It is possible therefore that an age dependent change in glycine receptor 

expression may at least in part account for the decay rate of the synaptic current, an 

observation made by Krupp, Larmet & Feltz (1994) and an issue which is discussed in more 

detail later.
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(D) Asynchronous Release

Another observation from these results was that the mean double exponential decay time 

course of the evoked synaptic current (Tfast:=8.54±0.44ms, xsiow=41.50± 1.84ms, SEM, n=81) 

was longer than that of the miniature currents (Xfast=3.56±0.20ms, xsiow=22.92± 1.28ms, SEM, 

n=4). This difference could be accounted for by the fact that miniature and evoked currents 

were not recorded from the same neurones. However, a more likely explanation of the 

disparity could be the asynchronous release of transmitter slowing the time course of the 

evoked currents. Issacson & Walmsley (1995b) and Diamond & Jahr (1995) demonstrated at 

excitatory synapses that the asynchronous release of neurotransmitter at least in part 

determines the decay time course of evoked synaptic currents which they found to be longer 

than that of miniature currents. A similar observation was made by Stuart & Redman (1990) 

at an inhibitory, glycine receptor mediated synapse where population EPSCs had longer rise and 

decay time courses than unitary IPSCs. They accounted for this by the temporal dispersion of 

neurotransmitter release upon synaptic stimulation.

5.413 Voltage Dependence o f the Decay Time Course

Another feature of the decay time course of the evoked synaptic current which is common to 

other ligand gated ion channels was it’s voltage dependence where depolarisation resulted in a 

lengthening of the time course. The nicotinic acetylcholine receptor was reported by Magleby 

& Stevens (1972) to show some voltage dependence but depolarisation there caused a 

reduction of the decay time course of the current. Other reports have demonstrated that the 

decay time course of glycine mediated currents also have some voltage dependence (e.g. 

Akaike & Kaneda 1989; Legendre, 1998; Stuart & Redman, 1990; Krupp, Larmet & Feltz,

1994). Voltage dependence of ligand-gated ion channels could be explained by a change in 

single channel conductance, a change in frequency of channel openings or a change in single 

channel lifetime with voltage. The latter of these three mechanisms was proposed by 

Gundersen, Miledi & Parker, (1986) from their investigations of single channel currents of 

human glycine receptors expressed in Xenopus oocytes. They found that depolarisation 

resulted in rectification of current amplitude and using single channel analysis they found that 

the mean channel open time reduced at hyperpolarised potentials. Akaike & Kaneda (1989) 

also observed that in addition to a voltage dependence of decay time course where the time 

constant gradually increased with depolarisation, that current amplitude was also voltage
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dependent. Stuart & Redman (1990) demonstrated that depolaristion lengthened the time 

course of decay of inhibitory currents in spinal motoneurones. They attributed this voltage 

dependence to a voltage dependence of channel opening on the basis that if the decay rate 

reflects channel open time, then a voltage dependence of the decay rate results from a voltage 

dependence of the channel open time.

Irrespective of the mechanism underlying the voltage dependence, it is potentially an important 

feature of the inhibitory synaptic input to the MSO. Although only a small voltage dependence 

was observed, as the membrane potential is depolarised toward threshold, so the contribution 

of the inhibitory synaptic input increases. So, what ever role the inhibitory synaptic input to 

the MSO is playing, it will be enhanced upon depolarisation.

5.414 Temperature Dependence o f the Decay Time Course

In addition to demonstrating the voltage dependence of an in vivo glycine receptor mediated 

inhibitory current, Stuart & Redman (1990) also demonstrated that the decay time course of 

the inhibitory synaptic current was much faster than observed here (~lms). However, their 

investigations were conducted in vivo at 37°C in cat, so the temperature dependence of the 

time course in my preparation was investigated and revealed a Qio of 2.08±0.23 (SEM, n=4). 

The fact that my experiments were conducted at 25°C will at least in part account for the slow 

decay time course of the evoked synaptic current because at 37°C, the mean decay time course 

was ~3.5ms. Increased asynchrony of transmitter release at low temperatures may also 

contribute to the time course of current decay (Issacson & Walmsley, 1995b; Diamond & Jahr,

1995). Temperature dependence of glycine mediated currents was also observed in 

sympathetic preganglionic neurones by Krupp, Larmet & Feltz (1994). However, since the 

decay time course at 37°C is still substantially longer in my preparation than that reported by 

Stuart & Redman (1990), temperature cannot entirely account it’s slowness and does in no 

way explain the great variability between neurones that I have observed.

5.42 What is Causing the Variability in Decay Time Course?

Apart from the observation of the long length of the decay time course of the evoked synaptic 

current and the mechanisms underlying the time course, a puzzling question arose regarding 

the clear observation that this decay is also very variable between neurones, even when
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recorded from the same animal. As described above, more than one mechanism could underlie 

the rate of decay of the synaptic current. The known developmental change in expression of 

glycine receptor isoforms and the corresponding change in single channel kinetics (Friauf, 

Hammerschmidt & Kirsch, 1997; Akagi & Miledi, 1988; Becker, Hoch & Betz, 1988; 

Takahashi et al., 1992) makes it entirely possible that the decay time course and its variability 

between neurones observed here is a consequence of developmental glycine receptor changes. 

Many of the experiments conducted in this chapter have therefore been done in an attempt to 

determine if this is the case.

5.421 Series Resistance

An obvious factor which may explain both the length and variability of the decay time course 

of the evoked synaptic current is high series resistance. This would result in poor voltage 

clamp and slowing of the synaptic current. However, this explanation is unlikely because there 

was no obvious correlation between decay time course and series resistance.

5.422 Age Dependent Changes

An examination to see if there was any correlation between age and decay time course was 

conducted but little correlation was apparent so developmental changes did not immediately 

explain the variability in time course. This contrasts with the findings of Krupp, Larmet & 

Feltz (1994) and Takahashi et al. (1992) who found that the decay time course of glycine 

mediated synaptic currents reduced with age.

Use of the a i glycine receptor isoform specific antagonist, cyanotriphenylborate (CTB) 

(Rundstrom et al., 1994) did not reveal differential glycine receptor isoform expression 

between different neurones so this cannot account for the wide variability in decay time course. 

The lack of any action of CTB in this study contrasts with observations of Kungel & Friauf 

(1997) who demonstrated that CTB significantly reduced current amplitude of a glycine 

mediated current recorded from MNTB neurones in animals older than 7 days, whilst they 

observed no effect of CTB in animals younger than this. They attributed this differential action 

of CTB to an age dependent change in expression of glycine receptor isoform. Clearly a 

difference in the observed action of CTB exists between the results shown here and those of 

Kungel & Friauf (1997). In my study, low concentrations of CTB were used (20pM) in order
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to minimise the risk of toxic effects and membrane breakdown which might occur at high doses 

(D. Langosch, personal communication). Kungel & Friauf (1997) iontophoretically applied 

lOOmM glycine and applied lOmM CTB by local pressure ejection. They proposed that these 

application techniques required concentrations 1000-fold higher in order to reach the required 

concentration at the synapse. However, the difference between the results could also be 

explained by the site of action of the ligands in the two methods. Whilst the currents in this 

study resulted from activation of subsynaptic glycine receptors, iontophoretic application of 

glycine is likely to additionally activate extrasynaptic glycine receptors. The difference 

between our results may therefore stem from differential sensitivity of subsynaptic and 

extrasynaptic glycine receptors to CTB. In addition, although CTB is reported as an a i 

subunit specific antagonist (Rundstrom et a l , 1994), it lacks specificity as it also blocks 0 .2/J3 

heteroligomers (D. Langosch, personal communication). The use of CTB was therefore not 

thought to be a reliable indicator of a i glycine receptor isoform expression.

Together, the results shown here suggest that the variability in decay time constant is not a 

function of age of the animal. Even time constants measured from neurones from within the 

same animal show a great deal of variability. However, the lack of correlation may at least in 

part result from experimental limitations. For example, animals develop at different rates so 

whilst there is a developmental change in expression in the glycine receptor isoform, this 

change is not going to occur at the same developmental time in each animal. Similarly, within 

an individual animal, cells will develop at different rates such that each neurone may express 

different proportions of neonatal and adult glycine receptor isoforms at any one time. A 

similar explanation was postulated by Takahashi et a l (1992) to explain the disparity they 

observed between the mean single channel open time of ot2 homooligomers expressed in 

Xenopus oocytes and that of embryonic (E20) native glycine receptor mediated currents in the 

spinal cord. Native receptors, even during embryonic development will express a certain 

proportion of the adult (< X i) isoform of the glycine receptor, shortening the mean single channel 

open time.

The ability to use a wider range of animals to observe any correlation may have been beneficial. 

However, it was necessary in this study to use such young animals because upon maturation 

the brain stem becomes densely myelinated, making visualisation of individual neurones very 

difficult. It is for this reason that there are relatively few records from animals over 10 days 

old. Future developmental study of this will require a more satisfactory method of monitoring
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development, perhaps incorporating the weight of the animal as an additional index of its 

developmental status.

It should also be noted however that despite the above results not supporting age dependent 

changes to be responsible for differences in the decay time course, there is some suggestion 

that the fast component of decay appears to have a greater contribution to the overall current 

amplitude as age increases. This is quite plausible because if for example the second, slow 

component of decay of the evoked synaptic current results from activation of the 0C2 subtype, 

which has a longer open time than the a i subtype, then as expression of a 2 declines with age, 

so its contribution to the synaptic current reduces. In addition, Kandler & Friauf (1995) 

noticed some reduction in duration of synaptic responses in the LSO between E l8 and PI7 

which they partly attributed to a decrease in membrane time constant.

5.423 Synaptic Location

An alternative hypothesis explaining the variability in decay time course could be differences in 

the location of synaptic inputs. The MSO is known to receive excitatory inputs to its dendritic 

trees (Cant & Casseday 1986; Warr, 1966; Clark, 1969; Lindsey, 1975; Stotler, 1953) whilst 

the inhibitory inputs are thought to be somatically located (Clark, 1969; Oliver, Beckius & 

Schneiderman, 1995; Brunso-Bechtold, Henkel & Linville, 1990; Kuwabara & Zook, 1992). 

However, if the inhibitory inputs were more diffusely located this would affect the time course 

of the synaptic current slowing it’s rise and decay rates. So, confirmation of the location of the 

inhibitory synaptic inputs was investigated here using immunohistochemical and 

electrophysiological techniques.

(A) Immunohistochemistry

Problems were encountered with the immunohistochemical investigations in maximising the 

contrast of labelling. Precise location of the inhibitory synaptic inputs using this technique was 

therefore not revealed although some suggestion of punctate glycine antibody labelling was 

observed. Further work using glycine specific antibodies needs to be conducted to fulfil this 

aim and eventually to identify the proportions of glycine receptor isoform present. However, 

this extends beyond the scope of this thesis and is not discussed any further but is a potential 

source of further information about the synaptic inputs the MSO receives.
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(B) Electrophysiology

Several electrophysiological investigations were then conducted in an aim to identify the 

location of the inhibitory synaptic inputs to the MSO. Initially experiments were limited to 

evoked synaptic currents but later, further investigations of miniature currents were conducted.

(i) Evoked Synaptic Currents

(a) 10-90% Rise Time Versus Half Width

Examination of the 10-90% rise time and half width of the evoked synaptic current was 

conducted to determine if the variability in decay time course resulted from some cells having 

somatically located- and other cells having dendritically located synaptic receptors. Results of 

this investigation suggested that within individual neurones there was no great range of 

distribution of synaptic receptors but that across a population of neurones, some evidence of 

variability was apparent. This evidence did however show a small correlation with series 

resistance and a larger (but still small) correlation with age of animal.

Since there was little correlation between the 10-90% rise time and half width of the evoked 

synaptic current in individual neurones it suggests that each neurone does not have diffusely 

located synaptic receptors. However, the small correlation between these two parameters 

across a population of neurones suggests that the synaptic receptors are not necessarily 

consistent across a population of neurones. This inconsistency across a range of neurones may 

be related to the age of the animal, but this interpretation is very tentative since there is also a 

small correlation with series resistance, a factor which may affect the time course of the current 

substantially. Takahashi et al. (1992) found no correlation between rise and decay time 

constants of evoked inhibitory synaptic currents in the spinal cord, suggesting decay is 

independent of synaptic location. Bames-Davies & Forsythe (1995) observed similar results to 

myself in the MNTB where no correlation between half width and rise time of the EPSCs was 

observed in individual neurones, but some correlation was observed across the population 

studied. Since the MNTB receives a giant calyceal synaptic input, it s location is not under 

question. Their interpretation of the correlation they observed between rise time and half 

width at this synapse between neurones was that it resulted from differential isoform 

expression or modulation of receptor subunits in individual MNTB neurones. This explanation

179



Chapter 5 - Results

may hold true for the MSO, particularly in light of the aforementioned developmental change 

in expression. However before reaching this conclusion, further experiments were first 

conducted in an attempt to elucidate the location of the synaptic receptors.

(b) “Switch off’ of the Synaptic Current

Another indication of the synaptic location of inhibitory inputs to MSO neurones was hoped to 

be achieved by examining the rate of switch off of the synaptic current. The rate of current 

switch off was determined by stepping the holding potential of a neurone to the current’s 

reversal potential during the decay phase of an evoked synaptic current and measuring the time 

course over which the synaptic current disappeared, or “switched off’. Isaacson & Walmsley 

(1995a) have previously reported the rate of switch off of a synaptic current to be indicative of 

synaptic location. Based on their interpretation, results presented here suggest that the 

synaptic input is mainly somatic, with a minor dendritic input. However, arrival at this 

conclusion must be treated with caution because the results could be interpreted in one of two 

ways. Firstly, the rate of switch off could reflect the synaptic location, as proposed by 

Isaacson & Walmsley (1995a) or secondly, the slower component of the current switch off rate 

could result from the dendrites acting as a current sink. In this second scenario it is possible 

that the currents are all generated somatically and that the current distributes along the 

dendrites so when the holding potential is stepped to the reversal potential, the now dendritic 

current re-invades the soma, resulting in the current switch off occurring over a slower decay 

time course.

Results from this investigation are therefore not clear cut so the demonstration of a double 

exponential switch off of synaptic current does not necessarily confirm a dendritic synaptic 

input although the results are consistent with a largely somatic synaptic input.

(ii) Miniature Currents

An examination of miniature currents recorded from MSO neurones was conducted in an 

attempt to elucidate underlying features of the evoked synaptic currents, the cause of the 

double exponential decay time course and the location of the synaptic receptors whose 

activation underlies the synaptic current. Miniature currents are interpreted as current flow 

through a postsynaptic ion channel resulting from the release of a presynaptic vesicle of
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transmitter. Early investigations of the neuromuscular junction (Katz, 1969; del Castillo & 

Katz, 1954) revealed that presynaptic vesicles contain a discrete amount of transmitter, a 

characteristic which was later included in theories of the mechanisms underlying CNS synaptic 

currents (reviewed by Korn & Faber, 1991).

(a) Amplitude Distribution

On the basis that presynaptic vesicles contain a discrete quantity of neurotransmitter and are 

released individually, one would anticipate that analysis of miniature current amplitude would 

reveal a single population of miniature current amplitudes which followed a Gaussian 

distribution which was narrowly distributed around the mean. However, results of this study 

demonstrated miniature currents which were both large in amplitude and had both broad and 

skewed amplitude distributions (figure 5.17). The large amplitude was observed in all four 

data sets and the wide distribution of amplitudes and skewness of that distribution was 

particularly apparent in two of the data sets (figure 5 .17C & D). Similar observations to this 

have been previously reported and have been implicated to represent multiquantal release (e.g. 

Edwards, Konnerth & Sakmann 1990; reviewed by Walmsley, 1991). Legendre (1997) 

provided pharmacological evidence that two types of postsynaptic glycine receptor in 

Mauthner cells of zebrafish larvae account for the broad distribution of miniature current 

amplitudes in that preparation, but no such pharmacological evidence has been provided here. 

It is also possible that each presynaptic vesicle does not contain a constant amount of 

neurotransmitter (Frerking, Borges & Wilson, 1995), a phenomenon which may account for 

the variability in miniature current amplitude. Frerking, Borges & Wilson (1997) later 

investigated the mechanism underlying multiquantal release in the anticipation that it results 

from spontaneous entry of calcium into the presynaptic terminal which in turn causes the 

synchronous release of transmitter from a particular terminal containing multiple release sites. 

However, on investigation, they found this not to be the case because even when calcium 

concentrations were buffered, a wide and skewed distribution of miniature amplitudes 

remained. The mechanism underlying multiquantal release in the CNS therefore remains 

unresolved at this time.

Irrespective of the origin of the large amplitude miniature currents and the skewed and wide 

distribution of those amplitudes, one finding that did emerge was that miniature current 

amplitude analysis did not obviously reflect the existence of more than one population of
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miniature currents in each neurone. Combined with the observation of different variances of 

amplitudes between neurones this data once again supports the idea that within individual 

MSO neurones there is no distinct difference in expression of glycine receptor, either spatially 

or developmentally. However, the data may hint at differences in expression across a 

population of neurones.

(b) Time Course

The analysis of miniature current time courses and their sensitivity to strychnine (chapter 

4.322) revealed that the miniature currents are likely to underlie the evoked synaptic current. 

When examining the decay time course of the miniature currents some were found to decay 

over a single exponential time course and others over a double exponential time course. 

Various reasons could explain this. Firstly, the small mean amplitude of the miniature currents 

compared to the evoked synaptic currents made the ability to fit their time courses less precise. 

Consequently, consistent good fitting was more difficult to achieve of the miniature currents, 

making the measured time course less accurate. Secondly, the frequency of the miniature 

currents limited the time over which they could be fitted (~50ms). Since the decay time course 

of the evoked synaptic current is quite long and assuming that these miniature currents underlie 

the evoked synaptic current, one would anticipate that the miniature currents would decay over 

a similarly long time course. Therefore, the limiting the period over which the miniature 

currents could be fitted would have inevitably reduced the ability to fit those currents decaying 

over a long time course. Combined with the observation that the rise time constants of the 

miniature currents were not similarly grouped by their time courses, the conclusion was drawn 

that the decay of all the miniature currents would ideally be fitted by a double exponential 

function, so those fitted by single exponentials were excluded from further analysis.

From this assumption, it is clear the decay time course of the miniature currents is very similar 

to that of the evoked synaptic current, if a little faster (evoked: Tfast=8.54±0.44ms, 

Xgiow=41.50± 1.84ms, SEM, n=81; miniature: Xfast=3.56±0.20ms, xsiow=22.92± 1.28ms, SEM, 

n=4). This disparity can be partly explained by the difficulties described above in fitting small 

currents accurately and by the limited time period over which the currents could be fitted. In 

addition the asynchrony of release of the neurotransmitter generating the evoked synaptic 

currents is likely to have slowed its time course. A similar disparity was observed by Stuart & 

Redman (1990) where population IPSCs rose and decayed over a slower time course than
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corresponding unitary IPSCs in spinal cord motoneurones. They accounted for this difference 

by proposing that it resulted from the temporal dispersion of neurotransmitter release in spinal 

motoneurones. Otis & Trussell (1996) also proposed that decay time course is dependent on 

the absolute number of quanta released, such that the EPSCs they were recording from bushy 

cells in the chick auditory pathway slowed with increasing quantal content.

Rise Time Course Versus Decay Time Course

In a similar experimental procedure as was used for the evoked synaptic currents to determine 

if there was evidence for distinct location of synaptic inputs, the rise and decay time constants 

of miniature currents were measured. Electrotonically distant synaptic inputs would be 

expected to produce miniature currents with rise and decay time courses longer than 

somatically located synaptic inputs.

A small correlation (R=0.214±0.042, SEM, n=4) was observed between rise and decay time 

constants of the miniature currents recorded from individual neurones which may reflect 

limited electrotonic filtering of the miniature currents. However, a much greater correlation 

was observed between the mean rise and decay time constants across a population of neurones 

(R=0 .933, n=4). Both of these correlations are bigger than the corresponding results of the 

evoked synaptic current where R=0.190±0.071 (SEM, n=9, individual neurones) and R=0.436 

(n=9, population), respectively. Together, the R values from both the evoked synaptic and 

miniature currents demonstrate little variation of the synaptic input within individual neurones 

but suggest some variability of synaptic input across a population. This variability may 

however be accounted for by differential glycine receptor expression or receptor properties as 

a result of age dependent changes

5.43 Overview

Taken together, the results of this chapter imply that the MSO receives a largely somatic 

inhibitory synaptic input with the hint of more distally located inputs. Within individual 

neurones this seems a reasonably secure intepretation, based on evidence of the relationship 

between the rise and decay time constants of miniature currents and of the 10-90% rise time 

and half width of the evoked synaptic current. Although immunohistologically there was 

limited evidence to support this finding, the results are consistent with those previously

183



Chapter 5 - Results

reported, which suggest that inhibitory synaptic inputs to the MSO are largely somatic (Clark, 

1969; Oliver, Beckius & Schneiderman, 1995, Brunso-Bechtold, Henkel & Linville, 1990; 

Kuwabara & Zook, 1992). Despite this evidence within individual neurones there is some 

evidence to suggest differences in synaptic inputs or receptor properties between neurones. 

This evidence is based on the findings of the correlation between the mean rise and decay time 

constants of the miniature currents and the mean half width and mean 10-90% rise time of the 

evoked synaptic currents across a population of neurones. Bames-Davies & Forsythe (1995) 

had similar findings in the MNTB and interpreted this as a possible difference between the 

modulation and receptor subtype expression between neurones. It may be possible to draw 

such a conclusion here since there is evidence from others to suggest a developmental change 

in glycine receptor isoform expression (Friauf, Hammerschmidt & Kirsch, 1997; Akagi & 

Miledi, 1988; Becker, Hoch & Betz, 1988; Takahashi et al., 1992; Krupp, Larmet & Feltz,

1994) which would alter the decay time course of the synaptic current.

It is likely from the results presented here, combined with previous reports of others, that the 

slow decay rate of the inhibitory synaptic current and the variability of that decay rate results 

from a differential expression of different glycine receptor isoforms. It is likely that the 

expression is mainly limited to the soma of MSO neurones although there may also be a small 

non-somatic inhibitory synaptic input.
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6 Results

6.1 Introduction

The results presented so far describe in some detail the physiology and pharmacology of the 

MSO and the synaptic inputs it receives, in particular that of the inhibitory synaptic input from 

the ipsilateral MNTB. This chapter will go on to describe some of the preliminary 

observations that have been made regarding modulation of that inhibitory synaptic current.

The central nervous system has an intricate circuitry so descriptions of the central auditory 

pathway given thus far are likely to grossly underestimate the complexity of the circuitry. In 

addition to the basic excitatory and inhibitory synaptic inputs to the MSO from the AVCN and 

MNTB respectively, there are likely to be other inputs which will play a role in the action of 

the MSO. For example, in addition to glycine receptor immunoreactivity, previous reports 

have also demonstrated sparse GABAergic terminals in the MSO (Vater, 1995; Adams & 

Mugnaini, 1990). Glycine receptor immunoreactivity can be accounted for because of the 

strong glycine mediated input the MSO receives from the ipsilateral MNTB (chapters 4 & 5). 

However, as was shown in chapter 4, the GABAa receptor antagonist, bicuculline had no 

effect on the evoked synaptic current. So why is GABA in the MSO if it is not involved in the 

synaptic pathways? GABA could be acting at the G-protein-linked GABAb receptor in an 

action which will modulate synaptic transmission. Modulation of this nature has been 

demonstrated previously in the mammalian central auditory system (Bames-Davies & Forsythe,

1995) and it is here that this chapter begins. It then goes on to explore other possible 

modulatory pathways including those using metabotropic glutamate receptors or 5-hydroxy 

tryptamine receptors. Further, more probing experiments including investigations of miniature 

currents need to be conducted regarding modulation of this inhibitory synaptic current, the 

results of which may assist in the exploration of the MSO and the synaptic inputs it receives.

6.2 Methods

The whole cell patch clamp technique and brain stem slice preparation described in chapter 2 

were used throughout. The intracellular solution was a CsCl-based patch solution containing 

132mM Cl' (appendix IBiii), and the extracellular solution was a normal bicarbonate buffered 

ACSF containing 133.5mM Cl' (appendix lAii). EAA antagonists (50pM DL-AP5, lOpM
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CNQX, 5pM 5,7-dichlorokynurenic acid and 5pM MK801) and 10pM bicuculline were 

included in the perfusate throughout in order to isolate the strychnine-sensitive component of 

the synaptic response. Miniature current recordings were made in the presence of 0.5pM 

TTX. A bipolar platinum stimulating electrode, described in chapter 2.25 (figure 2.12) was 

used to evoke synaptic currents and solutions were applied to the preparation via the bath 

perfusion system.

Evoked synaptic current data were acquired and filtered as described in chapter 2. Miniature 

currents were initially recorded onto a Digital Tape Recorder (DTR-1404) and were later 

filtered and digitised at 2kHz and 5kHz, respectively. Miniature current data analysis was 

done using ‘Strathclyde Electrophysiology Software, Whole Cell Program’, version 1.2.

6.3 Results

6.31 GABAr Receptors

6.311 Evoked Svnaptic Current

The inhibitory synaptic current generated upon stimulation of the ipsilateral MNTB when 

recording from the MSO is subject to modulation by the GABAb receptor agonist, baclofen. 

Figure 6.1 demonstrates that application of 5pM baclofen reduces the evoked peak synaptic 

current amplitude by 88.5±1.9% (SEM, n=4), an action which is partially reversible.

Further investigation of the role GABAb receptors play in this synaptic pathway was then 

conducted. The GABAb receptor antagonist, 500pM 2-hydroxy saclofen was included in the 

perfusate to see if there was any basal level of activity of GABAb receptors. If this were the 

case, the peak synaptic current would be expected to increase in amplitude. However, 500pM 

2-hydroxy saclofen was found to reduce the amplitude of the evoked synaptic current by 

68.3% (n=2) (figure 6.2), suggesting that it has partial agonist properties, an observation 

consistent with that of Kombian, Zidichouski & Pittman (1996). Kabashima et al. (1997) did 

not encounter such problems in rat supraoptic nucleus where they observed that 2-hydroxy 

saclofen increased the frequency of spontaneous inhibitory and excitatory currents without 

affecting their amplitude.
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Figure 6.1 The GABAB receptor agonist, baclofen modulates the inhibitory 

postsynaptic cu rren t

(A) Plot of mean peak inhibitory synaptic current recorded from an MSO 

neurone before and during application of and after wash off of 5pM baclofen.

(B) Selected mean current traces corresponding to (A) recorded from an MSO 
neurone (a) before, (b) during and (c) following wash off of 5uM baclofen.

The mean peak synaptic current amplitude was reduced by 88.5±1.9% (SEM, 

n=4) but the time course of decay of the synaptic current remained unaltered. 

The effect of 5jiM baclofen was partially reversible.

Points and traces are averages of 20 events each.
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Figure 6.2 The GABAb receptor antagonist, 2-hydroxy saclofen shows partial 

agonist properties.

(A) Plot of mean peak inhibitory synaptic current reorded from an MSO neurone 
before and during application of and after wash off of 500pM 2-hydroxy saclofen.

(B) Selected mean current traces corresponding to (A) recorded from an MSO neurone 

(a) before, (b) during and (c) following wash off of 500jiM 2-hydroxy saclofen.

500jiM 2-hydroxy saclofen reduced the mean peak synaptic current amplitude was 

reduced by 68.3% (n=2).

Points and traces are averages of 10 events each. EAA antagonists and bicuculline 
were applied throughout
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In light of the potential partial agonist properties of 2-hydroxy saclofen, its co-application with 

baclofen was not conducted since interpretation of the results would have been complex. 

Instead, a reportedly more specific (Kombian, Zidichouski & Pittman, 1996) GABAb receptor 

antagonist, CGP 36742 was used. Application of 50pM CGP 36742 alone was found to have 

no effect on the amplitude of the peak synaptic current (figure 6.3, n=2) suggesting no basal 

GABAb receptor activity. However, when co-applied with 5|±M baclofen, 50pM CGP 36742 

did not inhibit the reduction in peak synaptic current amplitude induced by baclofen (figure 6.3, 

n=l) suggesting a high enough concentration was not used.

500pM CGP36742 was then applied alone and was found to reduce the peak synaptic current 

amplitude (n=l). When co-applied at this concentration with 5pM baclofen, their actions 

combined to reduce the current amplitude dramatically (figure 6.4, n=l) suggesting that CGP 

36742 also has partial agonist properties.

6.312 Miniature Inhibitory Postsvnaptic Currents (mIPSCsl

Further information can be gleaned regarding the site of action of baclofen on the evoked 

synaptic response by examination of its action on the miniature current amplitude and 

frequency, recorded from the MSO. It is known that if a compound is acting at a presynaptic 

site, the miniature currents it is affecting will remain of constant amplitude but their frequency 

will change. Once more, as explained in chapter 5.423, miniature currents are thought to 

occur as a result of the release of a discrete quantity of transmitter from the presynaptic 

terminal activating postsynaptic receptors (Katz, 1969; del Castillo & Katz, 1954; reviewed by 

Korn & Faber, 1991). So, assuming that every vesicle contains a discrete quantity of 

neurotransmitter, any change affecting the release of those vesicles will affect the frequency of 

miniature currents. It is possible that each presynaptic vesicle does not contain a constant 

amount of neurotransmitter, a phenomenon which may explain the variability in miniature 

current amplitude in chapter 5.321 and was proposed by Frerking, Borges & Wilson (1995). 

However, even if this were case, any presynaptic change would still be reflected by a change in 

miniature current frequency. If a compound is acting at a postsynaptic site, a change in 

miniature current amplitude would be anticipated, although interpretation of this is more 

complex. Previous studies have proposed that baclofen acts presynaptically in the brain stem 

auditory pathway (Bames-Davies & Forsythe, 1995; Otis & Trussell, 1996) so it was expected 

to have a similar action here.
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Figure 6.3 50jiM CGP36742 does not block the action of 5uM baclofen.

(A) Plot of mean peak inhibitory synaptic current recorded from an MSO 

neurone before and during application of and after wash off of 50pM CGP36742 

and 5pM baclofen.

(B) Selected mean current traces corresponding to (A) recorded from an MSO 

neurone (a) before and (b) during application of 50jiM CGP36742, (c) during 

application of 50jiM CGP36742 and 5|iM baclofen and (d) after wash off of both 

substances.

50}iM CGP36742 had no direct action on the peak synaptic current amplitude 

(n=2) and did not appear to block the action of 5pM baclofen (n=l). The block 
observed with baclofen was partially reversible.

Points and traces are averages of 10 events each. EAA antagonists and
bicuculline were applied throughout.
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Figure 6.4 500pM CGP36742 shows partial agonist properties at GABAg 

receptors.

(A) Plot of mean peak inhibitory synaptic current recorded from an MSO 
neurone before and during application of 500fiM CGP36742 and 5|iM baclofen.

(B) Selected mean current traces corresponding to (A) recorded from an MSO 
neurone (a) before and (b) during application of 500jiM CGP36742 and (c) 

during application of 500|iM CGP36742 and 5fiM baclofen.

500|iM CGP36742 reduced the peak inhibitory synaptic current amplitude (n=l) 

suggesting partial agonist properties at this concentration. Application of 5jiM 

baclofen futher reduced the peak synaptic current amplitude. No wash off was 

achieved on this occasion.

Points and traces are averages of 10 events each. EAA antagonists and

bicuculline were applied throughout.
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Cumulative probability histograms were constructed of the amplitude and frequency 

(interminiature interval) of miniature currents in control conditions and following application of 

5pM baclofen (figure 6.5). The 50% cumulative probability points in each condition are 

plotted in figure 6.6A & B. Corresponding 50% cumulative probability points are tabulated in 

figure 6.6C. In two neurones (♦  and T) the interminiature interval was found to increase 

upon application of baclofen whilst the miniature amplitude remained relatively unaffected. In 

one other neurone (A), baclofen appeared to have very little action on either the amplitude or 

frequency of miniature currents.

Using Kolmogorov-Smirnov statistics neither miniature current amplitude or interminiature 

interval followed a Gaussian distribution (n=3) so the non-parametric Mann-Whitney U test 

was used examine the statistical significance of the action of baclofen on the miniature 

currents. Results of the statistical analysis were complex such that on one occasion (figure 

6.5) baclofen significantly increased the interminiature interval (P<0.0001) but did not 

significantly alter the amplitude of the miniature currents (P=0.177), clearly suggesting 

baclofen to be acting presynaptically. On another occasion baclofen significantly increased the 

interminiature interval (P=0.0298) but also significantly reduced the miniature amplitude 

(P<0.0001). On the third occasion, baclofen did not significantly alter the interminiature 

interval (P=0.7) or the miniature amplitude (P=0.66) suggesting baclofen to have had no action 

on this occasion. Baclofen was not washed out on any occasion whilst recording miniature 

currents. Its action of reducing miniature current frequency dictates a long recording period. 

Since baclofen is difficult to wash out of the preparation (only partial washout was achieved 

for the evoked currents, figure 6.1) the longer recording period required in baclofen makes 

wash out even more difficult to achieve.

6.32 Metabotropic Glutamate Receptors fmGluRs)

Metabotropic glutamate receptors (mGluRs) have been shown to be present on presynaptic 

terminals elsewhere in the auditory system (Bames-Davies & Forsythe, 1995) and their 

presence was investigated here. Application of mGluR agonists, 50pM lS^S-ACPD (1*S',3*S'- 

l-aminocyclopentane-l,3-dicarboxylic acid) and 50jliM L-AP4 (L(+)-2-amino-4- 

phosphonobutyric acid) were found to reversibly reduce the evoked inhibitory postsynaptic 

current amplitude by 82.5±5.7% (SEM, n=5) and 65.8% (n=l), respectively (figures 6.7 & 

6.8). Once more, its site of action whether pre- or postsynaptic cannot be deduced from
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Figure 6.5 Action of baclofen on miniature current cumulative probability

histograms.

(A) Cumulative probability histogram demonstrates that interminiature interval 

increases on application of 5|iM baclofen.

(B) Cumulative probability histogram demonstrates that miniature current 

amplitude remains unaltered upon application of 5jiM baclofen.

Closed symbols (•) = control solution. Open symbols (o) = 5jiM baclofen. 
Statistical analysis revealed complex interpretation - see text.
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Figure 6.6 50% cumulative probability positions in control solution and after 

application of 5pM baclofen.

(A) 50% cumulative probability positions of miniature current amplitude before and 

during application of 5pM baclofen.

(B) 50% cumulative probability positions of interminiature interval before and during 

application of 5pM baclofen.

(C) Tabulated data corresponding to (A) and (B) with respective % changes.

Based on the 50% cumulative probability positions the following results were observed: 

neurone (♦ ) displayed a marked increase in interminiature interval but no effect on 

miniature current amplitude; neurone (▼) displayed an increase in interminiature interval 

and in addition a small reduction in miniature current amplitude; neurone (A) displayed 

very little change in both miniature current amplitude and interminiature interval.
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Figure 6.7 50jiM 1S3S ACPD reversibly blocks the inhibitory postsynaptic 

current.

(A) Plot of mean peak inhibitory synaptic current recorded from an MSO neurone 

before and during application of and after wash off of 50jiM 1535 ACPD.

(B) Selected mean current traces corresponding to (A) recorded from an MSO 

neurone (a) before, (b) during and (c) following wash off of 50pM 1535 ACPD. 

The mean peak synaptic current was reduced by 82.5±5.7% (n=5, SEM) and the 

effect of 1535 ACPD was partially reversed on 3 occasions.

Points and traces are averages of 10 events each. EAA antagonists and bicuculline
were applied throughout.
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Figure 6.8 50jiM L-AP4 reversibly blocks the inhibitory postsynaptic 

current.

(A) Plot of peak inhibitory synaptic current recorded from an MSO neurone 

before and during application of and after wash off of 50jiM L-AP4.

(B) Selected mean current traces recorded from an MSO neurone (a) before, (b) 

during and (c) following wash off of 50jllM l-AP4.

The mean peak synaptic current was reduced by 65.8% (n=l) and the effect of L- 

AP4 was partially reversible.

Points and traces are averages of 10 events each. EAA antagonists and

bicuculline were applied throughout.
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examination alone of the evoked synaptic response. Further experiments examining the action 

of these mGluR antagonists on miniature currents needs to be conducted.

6.33 5-Hvdroxv trvptamine (5HT) Receptors

In addition to examination of the modulatory action of GABAb and mGlu receptor activation, 

the action of 5-hydroxy tryptamine (5HT) receptor activation was also investigated and found 

to modulate the inhibitory synaptic current. Application of lOpM 5HT caused a 60.3±8.4% 

(n=3, SEM) reduction in the inhibitory synaptic current amplitude, an action which was at least 

in part reversible (figure 6.9). No investigations were conducted to determine either the site of 

action of 5HT or the subtype of receptor involved in this modulation.

6.4 Summary and Discussion

Major findings of this chapter.

• The evoked inhibitory synaptic current was modulated by 5pM baclofen acting at a GABAb 

receptor.

• Miniature current analysis suggested that baclofen was acting at a presynaptic site since 

baclofen application reduced miniature current frequency but did not affect miniature 

current amplitude.

• The evoked inhibitory synaptic current was modulated by 50pM l^^-ACPD and 50pM L - 

AP4 acting on mGluRs.

• The evoked inhibitory synaptic current was modulated by lOpM 5HT.

Modulation of excitatory synaptic pathways has long been a focus of attention since it is 

thought to be important in long term physiological or pathological changes. In contrast to 

excitatory pathways, the role of the inhibitory synaptic input to the MSO is not clearly defined, 

so the role of modulation of this input can be at best speculative. However, the evoked 

inhibitory synaptic current is clearly subject to modulation by a number of compounds and 

analysis of the action of baclofen on miniature currents recorded here suggests a presynaptic 

site of action.
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Figure 6.9 IOjiM 5HT reversibly blocks the inhibitory postsynaptic current

(A) Plot of mean peak inhibitory synaptic current recorded from an MSO 

neurone before and during application of and after wash off of IOjiM 5HT.

(B) Selected mean current traces corresponding to (A) recorded from an MSO 
neurone (a) before, (b) during and (c) following wash off of IOjiM 5HT.

The mean peak synaptic current amplitude was reduced by 60.3±8.4% (n=3? 

SEM) and the effect of 5HT was partially reversible.

Points and traces are averages of 20 events each. EAA antagonists and
bicuculline were applied throughout.

199



6.41 Modulation via GABAr Receptors

Chapter 6 - Results

Baclofen, a GABAb receptor agonist was found to substantially reduce the amplitude of the 

evoked synaptic current but unlike the findings of Otis & Trussell (1996) in the chick nucleus 

magnocellularis, baclofen had no effect on the time course of the synaptic current. Otis & 

Trussell (1996) found that baclofen both converted paired pulse depression to facilitation and 

reduced the time course of the synaptic current, findings which led them to conclude that 

baclofen was acting presynaptically to reduce transmitter release. Consistent with this, 

baclofen is also likely to be acting at a presynaptic GABAb receptor site at this synapse, 

although this was not decipherable from its action on the evoked synaptic current alone. 

Instead, the action of baclofen on miniature currents recorded from MSO neurones was 

examined, the results of which suggested that baclofen was acting on presynaptic GABAb 

receptors. Although the results of miniature current analysis were not conclusive in their own 

right, the results are consistent with other reports in the brain stem auditory pathway (Bames- 

Davies & Forsythe, 1995; Otis & Trussell, 1996). It is likely that the presynaptic activity of 

GABAb receptors works by reducing presynaptic calcium current entry, thereby reducing the 

probability of transmitter release. The observation of any action on miniature currents at least 

confirmed that GABAb receptor activation was occurring directly at the synapse since the 

inclusion of TTX eliminates the possibility of intemeurone GABAb receptor activation being 

the cause of the modulatory effect.

Assuming that GABAb receptor activation occurs at a presynaptic site, its role in this pathway 

is still however undetermined. In a recent report by Brenowitz, David & Trussell (1998) 

presynaptic GABAb receptor activation was observed to act in a frequency dependent manner. 

They recorded excitatory postsynaptic potentials (EPSPs) from nucleus magnocellularis (NM) 

neurones and found that at high frequency stimulation (e.g. 200Hz) baclofen was excitatory 

but at low frequency stimulation (e.g. 20Hz) baclofen was inhibitory, respectively causing an 

enhancement and weakening of synaptic strength. In control conditions, high frequency 

stimulation of the NM results in a rapid reduction in synaptic current amplitude from the 

second EPSC onward in a train of EPSCs. This results from a reduction in the probability of 

transmitter release. Comparatively, when baclofen was applied, the first in a train of EPSCs 

was dramatically reduced in amplitude but subsequent EPSCs were bigger than in control 

conditions, by preventing synaptic depression and therefore enhancing synaptic strength. This 

action of baclofen was not observed at low frequency stimulation, suggesting that baclofen was
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acting in a context dependent manner at this synapse. The enhancement of synaptic strength at 

high frequency stimulation is likely to result from the reduction in release probability, lowering 

the extent of vesicle depletion and postsynaptic receptor desensitisation following each 

presynaptic action potential. This reduction in receptor desensitisation may contribute to the 

ability of the NM to follow high frequency inputs accurately. If during high frequency 

stimulation extensive vesicle depletion were permitted to occur, there would be a concomitant 

reduction in synaptic strength, reducing the fidelity of this synapse. It is possible that baclofen 

is working in a similar manner to this in the MSO by enhancing the action of the inhibitory 

synaptic input at high frequencies. A brief examination of high frequency stimulation was 

attempted in this study but difficulties arose in that the synapse was subject to extensive 

temporal summation as a result of the multiple synaptic inputs it receives. This made it difficult 

to determine whether the synapse was undergoing facilitation or depression, so further 

examination was not conducted.

It must be noted that the role of inhibitory synaptic inputs to the MSO is a subject of great 

speculation, so the role of modulation at this synapse is difficult to discern. Further 

examination using more specific GABAb receptor antagonists needs to be conducted to 

determine whether GABAb receptors are active physiologically at this synapse.

6.42 Modulation via Metabotropic Glutamate Receptors (mGluRs)

Metabotropic glutamate receptors (mGluR) are G-protein-linked receptors that regulate 

intracellular second messenger systems and whose activation has also been shown here to 

modulate the evoked inhibitory synaptic current in the MSO. The sites of action of the 

metabotropic glutamate receptor agonists, 153 S'-ACPD and L-AP4 were not investigated using 

miniature current analysis although circumstantial evidence suggests that its site of action may 

be presynaptic. Firstly, Barnes-Davies & Forsythe (1995) have shown ACPD and L-AP4 to 

act presynaptically in the MNTB, a phenomenon which has also been observed elsewhere in 

the brain, including the hippocampus and cerebellum (reviewed by Schoepp & Conn, 1993). 

Secondly, L-AP4 is known to activate mGluRs 4, 6 and 7, which in turn are known to be 

presynaptic mGluRs and are negatively linked to adenylate cyclase (reviewed by Nakanishi, 

1994; Saugstad, Segerson & Westbrook, 1995).

Assuming therefore that modulation of the inhibitory evoked synaptic current by mGluR 

activation is presynaptic, the question of what mGluR activation is actually doing remains to be
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answered. There are a number of lines of evidence suggesting different mechanisms by which 

mGluR activation can suppress transmitter release, resulting in modulation of synaptic 

transmission. Firstly, there is evidence to suggest that presynaptic mGluRs modulate N- and 

L-type calcium channels in postsynaptic neurones (Sayer, Schwindt & Crill, 1992; Sahara & 

Westbrook, 1993) and more recently, Takahashi et al., (1996) reported mGluR activation to 

suppress a high voltage activated P/Q type calcium conductance at a presynaptic terminal, 

thereby reducing calcium influx and neurotransmitter release. Secondly, there is evidence that 

presynaptic mGluRs act via potentiation of presynaptic K+ channel currents (Sladeczek, 

Momiyama & Takahashi, 1993) so also acting indirectly on calcium channels. This was 

deduced since application of 4-AP reduced the modulatory action of ACPD on visual cortical 

neurones. Thirdly, mGluR activation could work by directly modulating the exocytotic 

machinery, a mechanism which was originally implicated in the MNTB (Bames-Davies & 

Forsythe, 1995).

Bames-Davies & Forsythe (1995) came to the conclusion that mGluR activation was acting 

directly on the exocytotic machinery by examining the action ACPD on paired pulse facilitation 

at the calyx of Held. Using the extracellular divalent concentrations of 2mM Ca2+ and ImM 

Mg2+ the calyx of Held / MNTB synapse showed paired or triple pulse depression. They found 

that by lowering the extracellular calcium concentration, reducing the probability of transmitter 

release that the first EPSC of a train was reduced in amplitude. The second and third EPSCs 

in a train were then potentiated with respect to the first. This phenomenon can be explained by 

the residual calcium hypothesis (Katz & Miledi, 1968) where the first EPSC causes a transient 

increase in intracellular calcium concentration and therefore an increased probability of 

transmitter release in response to a second stimulus. Barnes-Davies and Forsythe (1995) used 

this paired pulse facilitation to examine the effect of ACPD at the calyx of Held. They found 

that ACPD had no effect on the magnitude of the paired pulse facilitation, suggesting that it 

did not alter the influx of calcium into the terminal. From this they deduced that mGlu 

receptor activation at this synapse is acting directly on the exocytotic machinery in the 

presynaptic terminal. However more recently, simultaneous recordings were made from the 

calyx of Held and postsynaptic MNTB neurones (Takahashi et a l , 1996) where it was 

reported that presynaptic P/Q type calcium channels were modulated by mGluR activation. An 

examination of paired pulse stimulation was attempted in my study but once again the multiple 

synaptic input to the MSO caused paired pulse stimulation to produce mixed results which 

were not readily interpreted since any action would also incorporate artifactual changes
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resulting from threshold changes of the numerous axons. No further examination of paired 

pulse stimulation was therefore conducted.

Confirmation of both the site and mechanism of action of modulation by mGluR agonists, 

requires further study. Examination of the effect of mGluR agonists on miniature current 

amplitude and frequency, similar to that done for the action of baclofen above would be 

particularly useful. However, in light of the findings of Takahashi et al., (1996) where direct 

recording techniques revealed a different mechanism of modulation by mGluR activation than 

indirect techniques (Bames-Davies & Forsythe, 1995) at the same synapse, direct presynaptic 

recordings would be advantageous. However, unlike the MNTB, the MSO has the 

disadvantage that direct presynaptic recording is not possible so results of examination of 

presynaptic modulation using indirect techniques must be interpreted cautiously.

Once more, the role of modulation of the inhibitory synaptic current by mGluR activation 

remains undetermined. It is possible however, that mGluR activation could be working in a 

similar manner to that proposed of GABAb receptor activation in the NM by Brenowitz, David 

& Trussell (1998). Reduced release probability of neurotransmitter during a stimulus train 

could in turn enhance synaptic strength by limiting vesicle depletion and receptor 

desensitisation. The study by Brenowitz, David & Trussell (1998) was however at an 

excitatory synapse so the role of mGluR activation here may not be the same.

6.43 Modulation via 5HT Receptors

The evoked inhibitory synaptic current was also observed to be modulated by application of 

5HT. 5HT can be excitatory or inhibitory and act at pre- or postsynaptic receptors. It appears 

to be acting as an inhibitor of synaptic transmission here but its precise location of action is 

unknown. There are 14 different 5HT receptor subtypes but 5HTi and 5HT2 receptors are 

both located in the CNS and have been linked to postsynaptic inhibition. 5HTiB receptors have 

been linked to presynaptic inhibition at both 5HT terminals and terminals releasing other 

transmitters (reviewed by Rang & Dale, 1991). Application of 5HT receptor specific 

antagonists will assist in identifying the 5HT receptors involved in this pathway therefore 

providing circumstantial evidence of their location. Once again though, to make a more 

accurate determination of the site of action of 5HT at this synapse, examination of it’s effects 

on miniature currents is necessary.
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6.44 Overview

Despite the clear modulation of the inhibitory synaptic current by GABA, glutamate and 5HT 

the role of this modulation is unresolved but may be involved in fine tuning of the inhibitory 

response to ensure the transmission of high fidelity timing information at his synapse. 

However, before physiological roles can be assigned to the modulation observed here, it will be 

first necessary to further investigate the receptor subtypes involved, and their respective 

locations. It is possible that modulation at this synapse may not be playing any physiological 

role in the auditory pathway, since no evidence has been provided here to suggest GABAb, 

mGluR or 5HT receptors are active in physiological conditions. It would however seem likely 

that they are physiologically active since the receptors are clearly present in the MSO neuronal 

membrane, and all three transmitters, GABA, glutamate and 5HT are present in the brainstem.
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7 Final Discussion

Investigations into the methods by which vertebrates localise a sound source can be dated back 

as far as 1907 when Lord Rayleigh proposed the duplex theory for sound localisation. The 

duplex theory suggested that two methods of localisation occur in parallel, one where 

interaural phase or timing differences (ITDs) permits the localisation of low frequency sounds 

and the other where interaural intensity differences (IIDs) permits the localisation of high 

frequency sounds. This basic theory of sound source localisation is now widely accepted but 

the cellular methods by which it occurs is still a question which remains to be completely 

answered.

In 1948, Jeffress proposed a neuronal model of sound source localisation known as the delay 

line hypothesis. This model combined delay lines and coincidence detectors to generate a place 

map from which a sound source can be localised. The anatomical organisation of the medial 

superior olivary (MSO) nucleus lends itself to the delay line hypothesis proposed by Jeffress, 

although the model only incorporated excitatory inputs. However, it is now well established 

that the MSO, which forms a part of the binaural auditory pathway also receives inhibitory 

synaptic inputs. Despite this observation, many recent models of sound source localisation 

(e.g. Colburn, Han & Culotta, 1990; Han & Colburn, 1993) still only incorporate excitatory 

inputs. Brughera et al. (1996) more recently incorporated inhibitory inputs to their model of 

MSO function and although they failed to prescribe a role to the inhibition, they did propose 

that it may be involved in localisation of transient stimuli rather than steady state tones.

The role of inhibitory synaptic inputs to the MSO was also investigated by Grothe & Sanes 

(1993, 1994). They proposed that in addition to coincidence of excitatory synaptic inputs, 

synaptic inhibition is also important in the functioning of the MSO as a coincidence detector. 

They found that synaptic inhibition was only recruited at high stimulus intensities where it 

prolonged the refractory period following the first of two pulses, limiting the rate of action 

potential generation to high frequency stimulation. Funabiki, Koyano & Ohmori (1998) more 

recently suggested an involvement of GABAa receptor mediated inhibition in coincidence 

detection in the avian nucleus laminaris where the decay time course of excitatory synaptic 

inputs were found to accelerate on GABA application, sharpening the window of coincidence 

detection.

In this thesis, the MSO and some of the synaptic projections it receives has been studied. In 

particular the nature of the inhibitory synaptic input projecting from the ipsilateral medial
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nucleus of the trapezoid body (MNTB) has been under scrutiny. Whilst this thesis does not 

address the issue of the role the MSO plays in sound source localisation directly, a good 

understanding of its physiology and pharmacology will hopefully go some way to contributing 

to a better understanding of this mechanism.

7.1 How Does the Anatomy and Physiology of the MSO Lend Itself to Sound Source 

Localisation?

The long established bipolar nature of MSO principal neurones is clearly displayed in figure 

5.12 where the MSO neurones have been filled with the fluorescent dye, lucifer yellow. 

Difficulties in identification of MSO neurones was overcome in early experiments by filling 

them with lucifer yellow and post-experimentally identifying the neurones based on their 

known morphology.

Basic Membrane Properties

In chapter 3, some of the basic membrane properties of MSO neurones were reported. A 

rapidly inactivating inward sodium conductance and a slowly inactivating TEA sensitive 

outward potassium conductance were revealed. The existence of these two conductance types 

has been previously reported elsewhere in the brain stem auditory pathway (Forsythe & 

Bames-Davies, 1993a; Brew & Forsythe, 1995; Wang et al., 1998; Smith, 1995). Together 

with a dendrotoxin sensitive, low voltage activated potassium conductance these two 

conductances may underlie the mechanism by which MSO and MNTB neurones fire only a 

single action potential in response to a depolarising step. This ability to fire only a single 

action potential is important for MNTB and MSO neurones which are both involved in 

following high frequency auditory timing information. Wang et a l (1998) recently confirmed 

the presence of the -S'/zow-related potassium channel, Kv3.1 in mouse MNTB neurones and 

found that it contributed to high frequency firing in those neurones.

Excitatory Inputs

The bipolar morphology of MSO neurones forms the basis of the original theories regarding its

involvement in sound source localisation. MSO neurones are orientated such that one dendrite

projects toward the ipsilateral anterior ventral cochlear nucleus (AVCN) and the other toward
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the midline, in the transverse plane. The MSO then receives a bilateral excitatory synaptic 

input from both the AVCN. The lateral dendrite receives an excitatory input from spherical 

bushy cells of the ipsilateral AVCN and the medial dendrite from the same cells in the 

contralateral AVCN. The nature of the excitatory input the MSO receives from the 

contralateral AVCN was investigated here and is thought to be mediated by NMD A and non- 

NMDA receptors, as has been found elsewhere in the auditory pathway (Forsythe & Bames- 

Davies, 1993b; Otis Raman & Trussell, 1995). Consistent with other reports in the auditory 

pathway and elsewhere in the nervous system (Bames-Davies & Forsythe, 1995; Wang et al., 

1998; Geiger et a l , 1995; Otis, Raman & Trussell, 1995) there is a suggestion that calcium 

permeable AMP A receptors may mediate fast excitatory synaptic transmission in the MSO. In 

the MNTB, AMPA receptors underlie large rapidly decaying EPSPs (Forsythe & Bames- 

Davies, 1993b) which in turn cause the secure generation of a single action potential in 

response to a depolarising step (Forsythe & Bames-Davies, 1993b, Brew & Forsythe, 1995; 

Wang et al., 1998). As mentioned above, this single action potential generation contributes to 

the high reliability and temporal fidelity in the brain stem auditory pathway. AMPA receptors 

are likely to be performing a similar function here because like MNTB neurones, MSO 

neurones have been shown to respond to a depolarising step with the generation of a single 

action potential (Smith, 1995; Brew & Forsythe, 1996). The calcium permeability of AMPA 

receptors present in the auditory pathway may be contributing to temporal fidelity in this 

system at least in part by facilitating the termination of the excitatory postsynaptic potential 

through activation of calcium dependent potassium channels (Geiger et al., 1995).

In addition to the fast excitatory synaptic inputs to the MSO, an NMDA receptor mediated 

input was also observed. The reversal potential of this synaptic current was relatively positive, 

a finding similar to that reported in the MNTB by Forsythe & Bames-Davies (1993b) and 

which is likely to result from the non-specific cation permeability of the associated ion channel. 

Consistent with the well established characteristics of NMDA receptors, the current was 

subject to a voltage dependent magnesium block, so at negative holding potentials current flow 

was markedly rectified. Under normal physiological conditions, this voltage dependent block 

is likely to be relieved by depolarisation of the membrane, resulting from activation of the non- 

NMDA receptor mediated current. NMDA receptor activation is likely to be involved in long 

term pathological or physiological changes since its involvement in synaptic plasticity and 

excitotoxicity is well established (reviewed by Collingridge & Watkins, 1994).
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In this thesis there has been an extensive investigation of the characteristics of the inhibitory 

synaptic input the MSO receives from the ipsilateral MNTB. In order to accomplish this, 

pharmacological isolation of the inhibitory input was necessary, using excitatory amino acid 

antagonists. Examination of the inhibitory input revealed a strychnine sensitive current which 

reversed around the chloride equilibrium potential. These findings confirmed previous reports 

in which the amino acid, glycine was implicated as the neurotransmitter at this synapse (Smith, 

1995; Grothe & Sanes, 1993, 1994).

The time course of the glycine receptor mediated inhibitory synaptic input was investigated and 

it’s decay rate was fitted by a double exponential function which was both temperature- and 

voltage dependent. Glycine receptor mediated inhibitory synaptic transmission has been 

reported to be voltage dependent elsewhere in the central nervous system (e.g. Akaike & 

Kaneda 1989; Legendre, 1998; Stuart & Redman, 1990; Krupp, Larmet & Feltz, 1994) but no 

clear role has been ascribed to it. No attempt was made in this study to discern the underlying 

mechanism of the voltage dependence of the inhibitory synaptic input but it could be important 

to the functioning of the MSO because as the neurones depolarise, so the inhibitory synaptic 

current decay time course lengthens. Consequently, when the MSO receives bilateral 

excitation from the AVCN, the action of the inhibitory input will be enhanced. Such a finding 

was recently demonstrated in the avian nucleus laminaris when Funabiki, Koyano & Ohmori 

(1998) found that GABA application accelerated the time course of excitatory synaptic 

currents, thereby sharpening the window of coincidence detection.

One important finding of this study was the length and variability of the decay time course of 

the inhibitory synaptic current between neurones. A number of factors could account for this, 

one of which is the differential location of the synaptic inputs to the neurones. With this in 

mind an examination of the half width and 10-90% rise time of the evoked synaptic current 

was conducted both in individual neurones and across a population. In addition, the rise and 

decay time constants of miniature currents were also examined within individual neurones and 

across a population. Neither of these investigations revealed much correlation within 

individual neurones, suggesting that the synaptic inputs were not widely distributed in the 

neuronal membrane. Combined with the examination of the rate of switch off of the evoked 

synaptic current (figure 5.15) and previous immunohistochemical and electron microscopy 

studies (Clark, 1969; Oliver, Beckius & Schneiderman, 1995; Brunso-Bechtold, Henkel &
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Linville, 1990; Kuwabara & Zook, 1992), these data confirm that the majority of the inhibitory 

synaptic inputs to the MSO are somatically located. However, examination of the half width 

and 10-90% rise time of the evoked synaptic current and of the rise and decay time constants 

of miniature currents across a population of MSO neurones revealed some correlation between 

these parameters. Bames-Davies & Forsythe (1995) previously observed such a correlation at 

the calyx of Held / MNTB synapse and attributed this to some differences in receptor 

modulation or isoform expression. There is a well documented developmental heterogeneity of 

glycine receptor isoform expression over the first three postnatal weeks (Akagi & Miledi, 

1988; Becker, Hoch & Betz, 1988; Langosch et a l , 1988; Hoch, Betz & Becker, 1989; Friauf, 

Hammerschmidt & Kirsch, 1997; Takahashi et a l , 1992). It is therefore quite possible that the 

correlation observed between the rising and falling phases of both the evoked synaptic and 

miniature currents results from expression of different proportions of adult and neonatal 

glycine receptor isoforms.

The developmental heterogeneity of glycine receptor isoform expression may also account for 

the variability in decay time constant observed between neurones. The first three weeks of 

postnatal development have been reported to be accompanied by a shortening of the single 

channel open time of glycine receptor ion channels (Takahashi et a l , 1992). In addition, an 

acceleration of the decay time course of evoked glycine mediated synaptic currents has also 

been reported with age (Takahashi et a l , 1992; Krupp, Larmet & Feltz, 1994). The neonatal 

isoform of the glycine receptor has also been reported to have a lower strychnine affinity than 

the adult isoform of the same receptor (Becker, Hoch & Betz, 1988).

Examination of a change in strychnine sensitivity with the aim of revealing differential glycine 

receptor isoform expression between neurones was not possible since it was very difficult in 

this preparation to construct a strychnine dose response curve. Examination of the decay time 

course of the inhibitory synaptic current was then conducted but no clear correlation was 

apparent between decay time course and age of the animal. However, it is likely that this study 

was of MSO neurones expressing a combination of adult and neonatal glycine receptor 

isoforms since the age of animals used spans the developmental change over period. In 

addition, the a i specific glycine receptor antagonist, CTB (Rundstrom et a l , 1994) also did 

not reveal differential expression of glycine receptor isoforms. This finding was however 

unsurprising since its action would also have been confounded by combined expression of both 

adult and neonatal glycine receptor isoforms. Despite difficulties in confirmation that the
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variability in decay time course between neurones is an age dependent phenomenon, this is the 

most likely explanation and warrants further investigation.

Finally, an investigation of modulation of the inhibitory synaptic current was investigated. This 

revealed that the current was subject to extensive modulation by GABAb, mGlu and 5HT 

receptors since the evoked synaptic current was depressed by agonists of all of these receptor 

types. Identification of the site of action of these modulators using miniature current analysis 

was only attempted for the GABAb receptor. Results of this suggested a presynaptic site of 

action, a finding which is consistent with that of others in the auditory pathway (Bames-Davies 

& Forsythe, 1995; Otis & Trussell, 1996). GABAb receptor activation was recently reported 

by Brenowitz, David & Trussell (1998) to act in a context dependent manner in the avian 

nucleus magnocellularis where it enhanced excitatory synaptic strength during high frequency 

stimulation.

7.2 Further Experiments

Whilst extensive investigation of the physiology of the synaptic inputs was conducted in this 

thesis, a number of questions remain unanswered. A plethora of potential investigations still 

remain to be conducted before a complete understanding of the role the MSO plays in the 

auditory pathway can be achieved. Following, are a few important experiments which could be 

conducted, the results from which may assist in achieving a better understanding of the 

physiological role of the MSO.

1) In chapter 5, the rate of switch off of the inhibitory synaptic current was investigated but 

the findings were not conclusive. The rate of switch off appeared to occur over a double 

exponential time course, a finding which, based on the interpretation of Isaacson & Walmsley 

(1995a), suggested the presence of two locations of synaptic receptors. One caveat of this 

investigation was the possibility that the second, slow component of the time course over 

which the current switched off actually resulted from the dendrites acting as a current sink. In 

this case it is possible that the currents were all generated somatically and that the current was 

distributed along the dendrites and then re-invaded the soma when the holding potential was 

stepped to the reversal potential. A possible way to determine whether the morphology of the 

MSO neurones caused the double exponential time course of switch off of the synaptic current, 

or if it did indeed result from differential synaptic locations would be to conduct a similar
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experiment on the excitatory inputs which are known to be distributed along the dendrites. If 

one assumes that synaptic location was responsible for the rate of switch off of the synaptic 

current, one would expect the switch off of the excitatory response to occur over a single 

exponential time course, but at a substantially slower rate.

2) Further experiments could be conducted to elaborate on the investigation of the presence of 

Ca2+ permeable AMPA receptors in the MSO by examining the spermine sensitivity of the 

inhibitory synaptic current. Calcium permeability is a relatively uncommon elsewhere in the 

central nervous system but seems to be reasonably common in the mammalian and avian 

auditory pathways. To conduct these investigations the intra- and extracellular calcium 

concentrations could be changed and the effect this has on the reversal potential of the AMPA 

receptor mediated current observed. In addition, spermine could be included in the 

intracellular patch solution to examine its effect on the current-voltage relationship of the 

AMPA receptor mediated current.

3) When examining the origin of the variability of the decay time course of the inhibitory 

synaptic current between neurones, it would be interesting to investigate whether the variability 

reflected the characteristic frequency of the MSO neurones. Since a frequency map of the 

MSO has been reported (Guinan, Norris & Guinan, 1972; Kuwabara & Zook, 1992) it would 

be possible to examine whether there was any correlation between decay time course and 

neuronal location within the nucleus. A record of the location of each neurone within the 

nucleus was not kept so no information to this end can be gleaned. However, it would be 

interesting to see if such a correlation occurred since this may be important to the functioning 

of the inhibitory input to sound source localisation.

4) An advantageous tool in this study would have been the ability to stimulate single MNTB 

neurones whilst recording from a single postsynaptic MSO neurone. This would have 

eliminated variability of the synaptic response resulting from different activation thresholds of 

MNTB neurones and allowed a more complete characterisation of a single MNTB to MSO 

synaptic projection. However, the large number of MNTB neurones meant that locating a 

particular one which was synapsing on the MSO being recorded from was very difficult to 

achieve. It may be possible in future experiments to achieve this by exploiting the tonotopic 

arrangement of characteristic frequency that exists between the MNTB and MSO nuclei.
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Single MNTB stimulation would be a particularly useful tool when applying paired pulses to 

presynaptic MNTB neurones in order to examine if the synapse was subject to paired pulse 

facilitation or depression. With this technique, it would be useful to examine modulation at 

this synapse in a similar manner to that reported by Bames-Davies & Forsythe (1995) in their 

examination of the effect ACPD had on paired pulse facilitation. In addition, modulation could 

be further examined using miniature current analysis, as was conducted for the action of 

baclofen at this synapse in my study.

5) Further experiments, both immunohistochemical and electrophysiological could be 

conducted to examine the developmental profile of glycine receptor expression in the MSO.

Immunohistochemical study would hopefully reveal the synaptic location of inhibitory glycine 

receptors on the MSO neuronal membrane and would eventually result in the constmction of a 

developmental profile of the different isoforms of glycine receptor expression.

Electrophysiological experiments examining the single channel currents underlying the 

inhibitory synaptic currents recorded here could also be conducted to see how this changes 

with age.

Combined, these further electrophysiological and immunohistochemical studies may provide a 

clearer indication of why so much variability in decay time course of the inhibitory synaptic 

current was observed in this study.
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Appendix 1 - Solutions

Appendix 1 - Solutions 

A Extracellular Solutions

i) HEPES buffered extracellular solution

Compound Concentration (mM) MWt

NaCl 135 58.44

KC1 3 74.56

HEPES 10 238.30

Glucose 10 180.16

Sucrose 45 342.30

The above compounds were added to ~900ml of milli-Q water. The pH was adjusted to 7.2 

using 1M NaOH. The osmolarity was checked to be ~320mOsM and \yas made up to 1 litre 

with milli-Q water. Sucrose was added if necessary to adjust the osmolarity. The solution was 

stored at 2-5°C and 2mM CaCl2 and ImM MgCl2 were added prior to use.

ii) Bicarbonate buffered artificial CSF

Compound Concentration (mM) MWt

NaCl 125 58.44

KC1 2.5 74.56

Glucose 10 180.16

NaH2P 0 4 1.25 156.01

Na-Pyruvate 2 110.00

Myo-inositol 3 180.2

Ascorbic acid 0.5 176.13

NaHC03 26 84.01

The above compounds were added to 2 litres of milli-Q water. The solution was then gassed 

for at least 30 minutes with 95%02 / 5%C02 such that the pH was 7.4. 2mM CaCl2 and 1mM 

MgCl2 were added and the solution was stored at 2-5°C until use.

234



iii) Bicarbonate buffered low Na+ artificial CSF

Appendix 1 - Solutions

Compound Concentration (mM) MWt

KC1 2.5 74.56

Glucose 10 180.16

NaH2P 0 4 1.25 156.01

Ascorbic acid 0.5 176.13

Sucrose 250 342.30

NaHCOs 26 84.01

The above compounds were added to 2 litres of milli-Q water. The solution was then gassed 

for at least 30 minutes with 95%C>2 / 5%CC>2 such that the pH was 7.4. ImM CaCk and 2mM 

MgCh were added and the solution was stored at 2-5°C until use.

B. Intracellular Patch Solutions

i) Solution used for MEL cells.

Compound Concentration (mM) MWt

K+ Gluconate 100 234.2

KC1 30 74.56

HEPES 10 238.3

EGTA 2 380.4

MgCl2 2 203.31

The above compounds were added to ~80ml of milli-Q water and the pH adjusted to -7.3 

using 1M NaOH. The osmolarity was checked to be ~310mOsM and was made up to 100ml 

with milli-Q water. Sucrose was added if necessary to adjust the osmolarity. The solution was 

then frozen in 2ml aliquots to be defrosted for use on the day of an experiment
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ii) KC1 solution used for MSO neurones

Appendix 1 - Solutions

Compound Concentration (mM) MWt

KC1 130 74.56

HEPES 10 238.3

EGTA 5 380.4

MgCl2 1 203.31

The above compounds were added to ~80ml of milli-Q water and the pH adjusted to -7.3 

using 1M KOH. The osmolarity was checked to be ~310mOsM and was made up to 100ml 

with milli-Q water. Sucrose was added if necessary to adjust the osmolarity. The solution was 

then frozen in 2ml aliquots to be defrosted for use on the day of an experiment

iii) CsCl solution used for MSO neurones

Compound Concentration (mM) MWt

CsCl 130 168.4

EGTA 5 380.4

MgCl2 1 203.31

HEPES 10 238.3

Sucrose 30 342.3

The above compounds were added to ~80ml of milli-Q water and the pH adjusted to -7.3 

using 1M CsOH. The osmolarity was checked to be ~310mOsM and was made up to 100ml 

with milli-Q water. Sucrose was added if necessary to adjust the osmolarity. The solution was 

then frozen in 2ml aliquots to be defrosted for use on the day of an experiment.
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iv) CsMeS04 solution used for MSO neurones

Compound Concentration (mM) MWt

CsMeS04 130 228.0

EGTA 5 380.4

MgCl2 1 203.31

HEPES 10 238.3

Sucrose 25 342.3

The above compounds were added to ~80ml of milli-Q water and the pH adjusted to -7.3 

using 1M CsOH. The osmolarity was checked to be ~310mOsM and was made up tc 300ml 

with milli-Q water. Sucrose was added 133.5mM if necessary to adjust the osmolarity. He 

solution was added to intracellular patch solution (iii) in appropriate quantities as to prodace 

intracellular chloride concentrations of: 5.9mM and 34.5mM.

C. Junction Potentials

Junction potentials are formed at the interface between two differently charged soktbis 

When determining the reversal potential of the synaptic current, different proportions of 

intracellular patch solutions iii and iv were used, generating intracellular chloride 

concentrations ([Cl‘]i)of 132.0mM, 34.5mM and 5.9mM. The extracellular artificial CSF 

(extracellular solution ii) was used throughout, producing an extracellular chloride 

concentration ([Cl']0) of 133.5mM. The following documents the junction potentials generated 

using these different concentrations of chloride in the intracellular solution. When determining 

the reversal potential of the synaptic current, the discrepancy of the holding potential was 

adjusted by adding the junction potential.

[Cf]o (mM) [Cl"]i (mM) Junction potential (mV)

133.5 132.0 2.7

133.5 34.5 5.26

133.5 5.9 8.22
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Appendix 2 - Abbreviations

Abbreviation Full Name

(1*S',3*S)-ACPD (1S, 3*S)-1 -Aminocyclopentane-1,3 -dicarboxylic acid

ACSF Artificial cerobrospinal fluid

AMPA (oc)-2-amino-3-[3-hydroxy-5-methylisoxazol-4-yl] propanic acid.

4-AP 4-amino pyridine

L-AP4 L(+)-2-amino-4-phosphonobutyric acid

DL-AP5 (±)-2-amino-5-phosphono-pentanoic acid

AVCN Anterior ventral cochlear nucleus

BF Best frequency

CaCl2 Calcium chloride

CHO Cells Chinese hamster ovary cells

CN Cochlear nucleus

CNQX 6-cyano-7-nitroquinoxaline-2,3-dione

CNS Central nervous system

CsCl Caesium chloride

CSF Cerebrospinal fluid

CsMeSC>4 Caesium methyl sulphonate

CsOH Caesium hydroxide

CTB Cyanotriphenyl borate

DAT Digital audio tape

DCN Dorsal cochlear nucleus

DNLL Dorsal nucleus of the lateral lemniscus

DNQX 6,7-dinitro-7-quinoxaline-2,3 -dione

DTX-I Dendrotoxin I

EAA Excitatory amino acid

EGTA Ethylene glycol-bis((3-aminoethyl ether)-N,N,N',N'-tetra-acetic 

Acid

EPSC Excitatory postsynaptic current

EPSP Excitatory post synaptic potential

GABA (a  / b > y-aminobutyric acid (A or B type receptor)
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GHK equation

GluR

GlyR(N/A)

HEPES

IC

IID

IPSC

ITD

KC1

KOH

LL

LNTB

LSO

LTP

mAb

MEL cells

MgCl2

mGluR

MGN

mIPSC

MK801 (Dizocilpine)

MNTB

MSO

MWt

nAChR

NaCl

NaHC03

NaH2P 0 4

NaOH

NM

NMDA

PBS

Appendix 2 - Abbreviations

Goldman Hodgkin Katz equation

Glutamate receptor

Glycine receptor (neonatal or adult)

N-(2-hydroxyethyl)piperazine-N'-(2-ethanesulphonic acid)

Inferior colliculus

Interaural intensity difference

Inhibitory postsynaptic current

Interaural time difference

Potassium chloride

Potassium hydroxide

Lateral lemniscus

Lateral nucleus of the trapezoid body

Lateral superior olive

Long term potentiation

Monoclonal antibody

Murine erythroleukaemia cells

Magnesium chloride

Metabotropic glutamate receptor

Medial geniculate nucleus

Miniature inhibitory postsynaptic current

(+)-5-methyl-10,11 -dihydro-5//-dibenzo[tf,d]cyclohepten-5,10-

imine maleate

Medial nucleus of the trapezoid body

Medial superior olive

Molecular weight

Nicotinic acetylcholine receptor

Sodium chloride

Sodium hydrogen carbonate

Sodium hydrogen phosphate

Sodium hydroxide

Nucleus magnocellularis

TV-methyl-D-aspartate

Phosphate buffered saline
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Appendix 2 - Abbreviations

P O N Periolivary nucleus

P V C N Posterior ventral cochlear nucleus

S E M Standard error of the mean

S O C Superior olivary complex

T E A Tetraethyl ammonium

T T X Tetrodotoxin

V C N Ventral cochlear nucleus

V N L L Ventral nucleus of the lateral lemniscus

[ X ] i Intracellular concentration of X

[ X ] „ Extracellular concentration of X
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