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Abstract

Free and hindered-rotation of helium excimers in liquid he-
lium via a bulk experiment
Luis Guillermo Mendoza Luna

Superfluidity is a many-body quantum effect observed for the first time in liq-

uid helium. In the context of modern nanoscience, a natural question is whether

superfluidity exists at the nanoscale and if so, under what conditions it occurs.

Superfluidity can be probed by means of a torsional pendulum immersed in liquid

helium: a decrease in the moment of inertia of the pendulum was observed during

the superfluid transition. By replacing the torsional pendulum with a carbonyl

sulfide molecule embedded in helium droplets, Grebenev and coworkers explored

superfluidity at the nanoscale. They established that 60 4He atoms is the threshold

to observe superfluidity.

The thermodynamic conditions necessary for this transition could not be ascer-

tained in Grebenev’s work since in the helium droplet technique the transition into

the superfluid state is impossible to control. One possible way around this exper-

imental limitation is to perform a bulk experiment and embed short-lived helium

excimers because all other molecules would freeze. The excimers are in Rydberg

states and emit fluorescence sensitive to their environment.

In this work, helium excimers have been produced in bulk liquid helium using

corona discharges. A wide range of the phase diagram of helium has been probed

via fluorescence spectroscopy of Rydberg excimers for the first time: molecular tran-

sitions in gaseous, supercritical, vapor and normal liquid phases have been studied

systematically. Depending on the thermodynamic conditions, sharp as well as broad-

ened spectra have been observed. The linewidths and lineshifts of a transition of

interest have been interpreted on the basis of a model that considers emission from

two kinds of excimer: on the one hand, excimers embedded in voids and fully sol-

vated in liquid helium exhibiting hindered rotation, and on the other hand, excimers

residing in larger gas pockets within the liquid helium, exhibiting free rotation. The

relative contributions of each species of excimer have been estimated in a ratio of

approximately 1:5. Hindered transitions were identified for pressures and tempera-

tures in the vapor phase, before helium liquefies. These points in the phase diagram



show the formation of clusters between excimers and ground-state helium atoms,

indicating that the He∗2-He interaction is stronger than that of He-He.
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Chapter 1

Introduction

1.1 Helium and superfluidity: the two fluid model

Helium is a fully quantum-mechanical substance due to the weak interaction between

helium atoms and their light mass [105]. One of the manifestations of the quantum

character of helium is the existence of different phase diagrams for its two different

isotopes [119].

In order to understand why helium is markedly quantum-mechanical while other

noble gases are classical in comparison we turn our attention to the inter-particle

helium-helium potential in a helium matrix. See Fig. 1.1 for an example of such

a typical curve. It is characterized by a potential well depth (ε) and a well mini-

mum position (Rm); both parameters for 3He and 4He are much smaller than the

corresponding parameters for other species (like Xe, Kr, Ar). Cf. Table 1.1.

Matrix species ε (K) Rm (Å) α (Å3) Λ∗ V0/R
3
0 Ttp (K)

Xe 283 4.37 4.01 0.06 0.933 161
Kr 201 4.01 2.48 0.11 0.951 116
Ar 143 3.76 1.64 0.20 0.976 83.8
Ne 43.3 3.09 0.397 0.62 1.09 24.6
H2 34.8 3.44 0.803 1.97 1.32 14.0
4He 11.0 2.97 0.205 2.87 1.87 no t.p.
3He 11.0 2.97 0.205 3.31 2.82 no t.p.

Table 1.1: Comparison of different properties of common matrix materials. α is the
dipole polarizability, Λ∗ is the de Boer parameter [105], V0/R

3
0 is the ratio of the

measured volume per atom at T = 0 K and the volume expected for a classical solid,
Ttp is the triple-point temperature. This Table corresponds to Table 1 reproduced
from [105].

Helium is the only substance that remains liquid at absolute zero; this effect is

attributed to helium’s large zero point energy and the concomitant delocalization of

its wavefunction. At 0.4 K the thermal de Broglie wavelength [69] of 4He (defined

1



Rm

ε

r

V

Figure 1.1: Schematic diagram of an interparticle potential for matrix species in
Table 1.1.

as h/
√

2πm4HekBT ) is 13.8 Å, greater than the internuclear separation (3.56 Å). See

Table E.1 in Appendix E.

Another remarkable manifestation of the quantum character of helium is super-

fluidity, discovered in the late 1930’s by Kapitza [66]. Superfluidity is a many-body

quantum effect; its most distinctive features are the frictionless flow of the superfluid,

a very high heat conductivity, the fountain effect1 and quantized vortices [30]. 3He

and 4He are the best known substances that display superfluidity although Bose-

Einstein condensates (BEC’s) and sections of neutron stars are known to display

superfluid properties as well [60, 89, 20].

The highest temperature at which superfluidity occurs is designated the lambda-

temperature Tλ (see Table E.1 in Appendix E); differences in the superfluid character

of the different helium isotopes arise because they obey different spin statistics.

Liquid helium below the lambda point is usually called He-II.

In order to account for the observed superfluidity effects, Tisza put forward the

idea of separating the density of He-II into two parts using two velocity distributions

[104]. Landau then proposed an accurate quantitative description of superfluid

dynamics: He-II behaves like a mixture of two fluids, one normal and the other

superfluid (that is, with no friction) [77, 76]; in more precise terms it could be said

that He-II exhibits two different flows, one which corresponds to a regular viscous

fluid and the other one to a superfluid, with no momentum transfer between them

1The fountain effect consists of an upward flow through an open-ended capillary embedded in
superfluid liquid helium upon heating the helium by means of a coil inside a bulb [11].

2
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Figure 1.2: Phase diagram of 4He. He-I corresponds to the normal liquid helium
and He-II designates superfluid liquid helium. This diagram was produced utilizing
empirical formulas by Dr F. Aitken [6].

[78]. Cf. [64] for a comparison between the approaches of Tisza and Landau on the

two-fluid model.

14

Figure 8. Andronikashvili’s [6] experiment, demonstrating the effective division of HeII into
normal and superfluid components: (a) the immersed stack of disks, used as a torsion pendulum;
(b) the deduced normal and superfluid densities, ρn and ρs, divided by the total density ρ of the
liquid, as functions of temperature T

accelerated by temperature gradients as by pressure gradients (the net accelera-
tion resulting from the gradient in chemical potential). Detailed discussions of
the derivation of the equations of the two-fluid model will be found in standard
texts on liquid helium: e.g. [98].

Numerical values of quantities such as ρs and ρn are not predicted by the
model, but must be obtained from experiment. Once they have been deter-
mined, however, the model can be used to make a variety of quantitative pre-
dictions. These can then be checked experimentally, thereby providing a strin-
gent test of the applicability of the model itself.

The normal fluid density was determined as a function of temperature by
Andronikashvili, using a technique which also provided a particularly convinc-
ing demonstration of the division of the liquid into two components [6]. He
measured the period of an ingeniously designed torsion pendulum immersed
in the liquid (Fig. 8(a)). The bob of the pendulum consisted of a stack of thin
metal disks spaced about 0.2 mm apart from each other. Because of the close
spacing (much less than the viscous penetration depth), normal fluid between
the disks was constrained to oscillate back and forth with the bob. It therefore
increased the bob’s effective moment of inertia and thence, also, the period
of oscillation. The (inviscid) superfluid component remained stationary and
hence had no effect on the moment of inertia or on the period. Thus, by mea-
surement of the period as a function of temperature it was possible to deduce
ρn(T ). Because the bulk density ρ of the liquid was known, values of ρs(T )

Figure 1.3: The two-densities that arise from Landau’s two-fluid model. For any
temperature it can be seen that the sum of the different densities is constant. The
superfluid fraction shows a strong temperature dependence between 1 K and the
λ-point of helium. Figure taken from [49].
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1.2 The Andronikashvili experiment

One of the most striking confirmations of the two-fluid model was provided by

Andronikashvili as early as 1946 [12, 13].

In his experiment a torsional pendulum was immersed into He-II (see Figure 1.4);

Andronikashvili observed that the moment of inertia of the disks decreased sharply

upon reduction of the temperature below Tλ.

This experiment can be explained using the two-fluid model: if He-II possesses

a superfluid component then it can account for the missing moment of inertia (the

decrease in the moment of inertia of the pendulum means that the superfluid fraction

is not contributing to the moment of inertia).

LHe
ω

Figure 1.4: Andronikashvili’s torsional pendulum immersed into He-II.

1.3 The problem of free rotations in superfluids

and non-superfluids

Experiments have been carried out where single molecules have been embedded into

He clusters of various sizes [46, 33, 53, 54, 51, 48, 100]. The rotational motion of

molecules can be assessed and interpreted using the formalism of Matrix Isolation

Spectroscopy (MIS)2. In short, these experiments consist of a supersonic expansion

of helium through a µm-diameter nozzle at large stagnation pressures and cryogenic

temperatures. Helium condenses into clusters of different sizes depending on the

conditions of the nozzle. Then, the clusters capture molecules. The molecule-cluster

complex can then be ionized and probed using lasers via depletion spectroscopy3 [45].

2See Section 2.2.
3In molecular beams signals are usually too weak to be detected by measuring absorption via

transmission of an incident light signal. Depletion spectroscopy methods look at the variation of a
different parameter, for example the depletion of molecular beam energy, to assess the magnitude
of absorption of light by particles in the beam.
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In 1992 the group of Scoles attempted to measure the infrared spectrum of sulfur

hexafluoride (SF6) in helium droplets at high-resolution and using a line-tunable

CO2 laser but was unable to resolve the spectrum [46]; a couple of years later,

using SF6 molecules attached to large 4He droplets, the group of J. P. Toennies

repeated the experiment with a continuously tunable diode laser and found that the

ν3 vibrational band4 of SF6 displayed a sharp rotational structure [33], which was

interpreted as a signature of free rotation. By fitting a free-particle Hamiltonian

with a rotational temperature of 0.37 K it was found that the moment of inertia of

the molecule had increased by a factor of 2.8 with respect to the free molecule [53].

Today it is established that the increase of the effective moment of inertia is due

to nonsuperfluid density [75], emerging from the interaction of the molecule with

the helium bath. This non-superfluid density follows the rotation of the molecule,

increasing its effective moment of inertia and thereby increasing the linewidth of the

associated spectral lines. The symmetry of the molecule appears not to be affected.

For high rotational speeds this model is not applicable [86]. Also the magnitude

and nature of the observed line broadening are not very well understood. Interaction

between rotations and collective excitations such as rotons [52] and phonons [111]

have been discussed.

smaller than the rotational energy. As for
SF6, the spectra can be fitted by a Hamil-
tonian for a free rotor, with a molecular
moment of inertia that is a factor of 2.7
larger than that of the free molecule, com-
pared with the factor of 2.8 found in SF6
(12). The best fit rotational temperature is
0.37 K compared with 0.38 K for SF6 (12).
The absence of a Q-branch in the OCS
spectrum indicates that, as in the case of
SF6, the symmetry of the rotating molecule
in the 4He droplet is the same as that of the
free molecule (17, 20).

The OCS spectrum in the pure 3He
droplets (Fig. 1B) shows an entirely differ-
ent profile, which is characterized by a
rather broad (linewidth, 0.1 cm21) peak at
2061.8 cm21. This featureless spectrum is
typical for heavy molecules in normal liq-
uids (23). As a result of thermal excita-
tions, the molecule undergoes a process
involving continuous changes of its angu-
lar momentum and rotational energy
known as rotational diffusion (24). If the
associated relaxation time trot is less than
the inverse of the line splitting, then the
spectrum is expected to lose its rotational
structure. With further decreases in the
relaxation time, the spectrum develops
into a single line at the band origin, with
a linewidth that may be much less than
the rotational envelope. This phenome-
non, known as the collapse of the rota-
tional structure or motional narrowing,
has been observed frequently (23). From
the bandwidths of the spectra in Fig. 1, the
lifetimes for rotational diffusion are esti-
mated to be 50 ps in 3He, compared with
more than 1.5 ns for the sharpest R(0) line
in the liquid 4He droplets.

The interaction potentials of OCS with
3He and 4He atoms are expected to be
virtually identical, and therefore the ob-
served differences in the two spectra are
attributed to the different environments; in
the case of 3He, the OCS is in a normal
fluid, and in the case of 4He it is in a
superfluid. If the free molecular rotations in
4He were not due to superfluidity but were
only a consequence of the weak van der
Waals potential peculiar to He and the
large zero point motion resulting from the
low mass of He, then the effect should be
even more extreme in the case of the cold-
er, lighter 3He atom environment (25). We
propose therefore that the appearance of
sharp rotational spectra of a single molecule
is a microscopic indication of superfluidity.

Additional evidence is provided by ex-
periments in which a small amount of 4He
was added to the scattering gas. As men-
tioned above, the embedded 4He atoms seg-
regated from the 3He atoms and surrounded
the impurity molecule (12, 19). The aver-
age number of 4He atoms, N4, captured was

estimated assuming a Poisson distribution
(9, 26):

P~N4! 5
~aL!N4

N4!
exp ~2aL! (1)

where a 5 n4sg/vCl (n4 is the scattering
chamber density of 4He, s is the coagula-
tion cross section, g is the average relative
collision velocity, and vCl is the cluster
beam velocity) (25) and L is the length of
the scattering region. The coagulation cross
section for 4He was assumed to be identical
to the cross-sectional size of the He droplet
in accord with a recent study of the mass
dependence of capture cross sections (26).
According to Eq. (1), the n4 needed to
obtain a distribution peaked at a given N4 is
defined by

n4 5
N4

sḡL/vCL
(2)

The standard deviation of the Poisson dis-
tribution is given by s 5 =N4.

The evolution of the adsorption spectra
was monitored for an increasing number of
4He atoms (Fig. 2, A to F). Even with the
addition of about seven atoms, the peak in
Fig. 2B was substantially shifted by about
0.1 cm21 to the blue relative to the peak in
Fig. 1A. With 25 4He atoms, another shift
back to the red was found (Fig. 2C). With
35 4He atoms (Fig. 2D), the spectrum shows

the first resemblance of the final spectrum
that is well developed by the time 60 4He
atoms have been added (Fig. 2E). The in-
crease in the moment of inertia was about
the same as that obtained in pure 4He drop-
lets. From the relative intensities of the
three peaks (Fig. 2, E or F), a Trot 5 0.11 K
was obtained that was somewhat lower than
in our earlier measurement for SF6 in mixed
3He-4He droplets (12, 17). The further ad-
dition of 4He beyond N4 5 100 did not
change the spectrum substantially. The ap-
pearance of a sharp rotational spectrum is
an indication of superfluidity, and therefore
these experiments indicate that superfluid-
ity sets in gradually with the addition of
about 60 atoms. A cross-sectional view of a
large 3He droplet containing an OCS mol-
ecule surrounded by a shell of 60 4He atoms
is shown in Fig. 3.

The present experiments provide clear
evidence that OCS molecules do not rotate
freely in 3He droplets. Only with the addi-
tion of about 60 4He atoms, which corre-
sponds to about two shells around the OCS
molecule, do the spectra reveal sharp rota-
tional peaks. Thus, two effects contribute to
the observed transformation of the spectral
features. On the one hand, the 4He atoms
decouple the molecule from the impeding
effect of the 3He collisions. The 3He on the
outside is not expected to affect the 4He
atoms substantially if the inner core of the
atoms is sufficiently large. This is in agree-
ment with calculations on mixed clusters,
which indicated that the 4He density at the

Fig. 1. An expanded view of the OCS IR spectrum
in pure 4He droplets with N4 5 6000 atoms (A)
and in pure 3He droplets with N3 5 12,000 atoms
(B). The depletion is plotted versus the change in
wave number with respect to the origin of the
spectrum in (A) at no 5 2061.64 cm21.

Fig. 2. A series of OCS IR spectra similar to Fig.
1B but with increasing average numbers N4 of
added 4He atoms [N4 5 0 (A), 7 (B), 25 (C), 35 (D),
60 (E), and 100 (F )]. The change in wave number
in the abscissa is with respect to no 5 2061.71
cm21.

SCIENCE z VOL. 279 z 27 MARCH 1998 z www.sciencemag.org2084

Figure 1.5: Summary of Grebenev’s results. The different panels from top to bottom
indicate the average number of added 4He atoms added to a 3He droplet from 0 (top
panel) through 100 (bottom panel). As can be seen from panel E, upon addition of
60 4He atoms, the droplet acquires rotational resolution. Figure reproduced from
Fig. 2 of [48].

To test for the possibility of a superfluid environment in the He droplets, an

4Cf. footnote 4 of Chapter 4 of [61]
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FIG. 1. Infrared spectra of the OCS molecule. (a) The absorption spectrum
of the free molecule in an Ar seeded beam.26 (b) The depletion spectrum in a
pure 4He droplet (N4 ≈ 3 × 103).6 (c) The depletion spectrum measured in a
mixed 4He/3He droplet (N4 ≈ 103, N3 ≈ 104).5 (d) The depletion spectrum
measured in a pure 3He droplet (N3 ≈ 12 × 103)5 and analyzed in the present
article.

Here the number of experimental data points in the spec-
trum is N = 2969 and the Aexp (ν) and Asim (ν) are the ex-
perimental and simulated amplitudes. The relative line in-
tensities were determined via the Boltzmann factor which
for the most distinguishable peaks reads as I[R(0)]: I[P(1)]
= exp (−2B/kBT), where B is the rotational constant. Figure 2
shows simulations calculated with the value of B which min-
imizes the χ2value.

A linear molecule with solvation shell is expected to have
the symmetry of a symmetric top. Therefore, it is reasonable
to attempt simulations using the ro-vibrational Hamiltonian
of a symmetric top, as in our earlier spectral analysis11, 33 of
OCS with a rigid shell consisting of attached H2 molecules.
Since 3He has a nuclear spin of 1/2 the spin weight factors of

FIG. 2. Comparison of the best fit spectrum (blue lines) with the experimen-
tal spectrum (black line) for the four linear rotor models. The fits in (a) and
(b) are based on a Gaussian line shape. Those in (c) and (d) for a Lorentzian
line shape. In (b) and (d) the temperature was fixed at 0.15 K and in (a) and
(c) was adjusted. The green line curves show the profiles of the three major
peaks P1, R0, and R1. The other peaks listed in Table I are not nearly as ap-
parent since because of their greater widths and concomitant low intensities
and their peak intensities are low. The red curves show the difference between
the simulated and experimental spectra.

FIG. 3. Comparison of the best fit spectrum with the experimental spectrum
for the four symmetric top models. The assumed line shapes, temperatures,
and color coding are the same as in Fig. 2.

the J, K rotational levels need to be considered which is not
trivial, especially taking into account the fluctuations of the
shell size. Therefore in order to estimate the importance of
this effect, spin weight factors have been calculated for rigid
donut rings consisting of 5 or 6 atoms for various values of
the quantum number K,34 as tabulated in the Appendix. Since
the obtained nuclear spin weights are nearly identical for dif-
ferent K states to within better than about 20% the effect of
the spin weight factor was neglected in the simulations. In the
symmetric top simulations the value of the rotational constant
A was also obtained. Figure 3 shows the results of symmetric
top simulations, similar to those presented in Fig. 2.

In Table I the best fit parameters obtained with the mod-
els discussed above are tabulated and compared with the spec-
troscopic parameters of the free OCS molecule and with the
results obtained from a fit of the spectra of OCS inside a 4He
droplet.6 In Table I the vibrational band center is given by m
= ν0 − νref, where νref is 2060 cm−1. The χ2 value is approx-
imated as a quadratic function of virtual differentials of all
the fit parameters. This quadratic function then is used to cal-
culate the confidence intervals for each parameter. The confi-
dence interval is a measure of the possible deviation of the pa-
rameter such that the total deviations of all parameters would
result in the final χ2 value. Assuming Gaussian statistics the
confidence interval includes the true value with a probability
of 68%.

Additional details on the fitting procedures including the
correlation (covariance) matrices are provided in the supple-
mental material.35 There the χ2 value for the typical back-
ground in Fig. 1(d) between 2061.12 and 2061.52 cm−1 is
evaluated to be 0.00037. Thus the χ2 values in Table I which
range between 0.00045 and 0.00096 are quite reasonable and
consistent with the noise since they are only somewhat larger.

Examination of the corresponding best fit curves in
Figs. 2 and 3 and Table I shows that for the two cases with
the largest χ2 the deviations of the simulations from the
experimental curve are easily seen. Interestingly in both cases
the largest deviation is found if a Lorentzian line shape and
a fixed temperature of 0.15 K were assumed. The four Gauss
fits on the other hand all have about the same χ2 although
for the sGT0 model the w(P2) and w(R2) values deviate
significantly from all the other determinations. Aside from
this, the more uniform behavior of the Gauss fits is likely due

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

143.210.52.173 On: Wed, 15 Jul 2015 13:16:20

Figure 1.6: Infrared spectra of OCS. In panel (a) an Ar seeded beam was used; in (b)
the size of the droplet is approximately 3× 103 atoms; in (c) the size of the mixture
is approximately 103 4He atoms and 104 3He atoms; in (d) the size of the droplet
is about 12 × 103. Figure reproduced from Fig. 1 of [94]. Experiments of OCS in
mixed 3He-4He show that the linewidth changes from 0.3 K to 0.15 K and hence the
temperature is important for the structure of the normal liquid layer around OCS.

infrared absorption experiment with carbonyl sulfide (OCS) molecules was carried

out in isotopically-selected helium droplets in 1998 [48]. The IR absorption spectrum

of OCS embedded in pure 4He droplets was measured and it was observed that it

exhibits sharp rotational lines. In contrast, OCS within pure 3He droplets displays

a featureless, broadened spectrum which was interpreted as the OCS not rotating

freely within the droplet; this interpretation was attributed to a normal liquid state

which is justified by the fact that the rotational temperature of 3He droplets is 0.15

K [51], very well above Tλ for 3He. Furthermore, experiments with mixed 3He-4He

droplets were performed. Upon increase of the number of 4He atoms in the mixed

droplets attached to the OCS-3He droplet, changes in the absorption spectrum were

observed and at about 60 atoms a sharp spectrum was recovered, leading Grebenev

et al. to establish 60 atoms as the onset of superfluidity (See Fig. 1.5). It was

also found that the observed sharp spectra can again be fitted with a free-rotor

Hamiltonian with a rotational constant 2.7 times larger than the free molecule and

a rotational temperature of 0.37 K.

The experiments with mixed 3He-4He droplets also showed different linewidths

of OCS in pure 4He (at 0.44 K) and mixed 3He-4He (at 0.15 K) droplets, suggesting

that the temperature affected the coupling of the rotating molecule to the superfluid

helium.

The foregoing discussion is summarized in Table 1.2, where a direct comparison
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of the approaches explained above is explicitly made.

Andronikashvili’s experiment Molecule in Hen/liquid He

Macroscopic Microscopic

Two-fluid model
Interface large compared to rotor;

hence, local two-fluid model

Observable: torsional frequency Observable: Infrared spectra (MIS)

Table 1.2: Comparison between Andronikashvili’s and the molecular probe ap-
proaches.

1.4 Spectroscopy of excimers in liquid helium

An excimer is a diatomic molecule with one of its two atoms in an excited electronic

state [21]. The term excimer is limited to cases in which both components are the

same atom. The term exciplex refers to the both components being different atoms;

however, in common usage excimer covers both situations.

Excimers live only for limited time, typically on the nanosecond timescale [31].

They often emit a fluorescence spectrum that is sensitive to the environment [28,

109]. n = 3 He∗2 excimers have a lifetime of tens of nanoseconds [88, 91], where n

represents the principal quantum number of the state.

A bulk experiment would be most convenient for exploring superfluidity in the

microscopic scale because temperature and pressure can be changed; controlling

both thermodynamical parameters has an obvious effect on the phase of helium

but modifying the temperature, in particular, allows control over the nonsuperfluid

phase of helium.

The spectroscopy of excimers in liquid helium has been studied before by other

authors and bore divergent results, as shall be seen below.

Dennis and coworkers have observed, in an electron-excited beam impinging upon

liquid helium, rotationally unresolved emission in the liquid phase pertaining to the

d3Σ+
u → b3Πg (0-0) and D1Σ+

u → B1Πg (0-0) molecular transitions of helium (see

Fig. 1.7).

In an analogous experiment, Hill et al. (see Fig. 1.8) observed a rotationally re-

solved absorption spectrum for the b3Πg ← a3Σ+
u (0-0) transition. Similarly, but this

time in an emission experiment, Li and coworkers working with liquid helium probed

via excimers generated by corona discharge excitations observed a rotationally re-

solved spectrum for the same transitions studied by Dennis (see Fig. 1.9). Two

questions arise as to why in Dennis’ experiment no rotational resolution is observed

but in Hill’s and Li’s it is and also why no changes in the rotational constants
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Figure 1.7: d3Σ+
u → b3Πg (0-0) and D1Σ+

u → B1Πg (0-0) transitions observed
from emission via electron-bombarded dense gas at 150 torr (0.200 bar) and 4.2 K
(panel(a)) and liquid helium at 1.7 K (panel (b)) by Dennis and coworkers. Repro-
duced from Fig. 3 of [28].

of helium were observed. The present work aims to address the aforementioned

shortcomings in the literature.

1.5 Relevance of this work

The understanding of molecular rotations plays a major role in the study of the

interactions of matter. This work furthers the understanding of the interaction

between molecular rotation and a gaseous, liquid or solid environment. The pur-

pose of this research is to investigate the microscopic origin and other microscopic

manifestations of superfluidity (such as the onset of superfluidity), sometimes called

nanosuperfluidity, which is customarily understood as the almost unhindered rota-

tion of molecules [105, 74].

1.6 Objectives

The purpose of this PhD thesis is to answer the following questions:

• Why 60 4He atoms are needed to make OCS rotate freely?

• How can we explain the rotational line broadening in superfluid helium?
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Figure 1.8: Rotationally-resolved b3Πg ← a3Σ+
u (0-0) absorption spectrum observed

in electron-bombarded liquid helium. Reproduced from Fig. 1 of [58].

Z.-L. Li et al.: Spectroscopic investigation of liquid helium excited by a corona discharge

and 0.1 MPa are shown in Figure 1. A large number of
lines could be identified as due to transitions between ex-
cited atomic and molecular levels [24,25]. Figure 2 shows
a Grotrian diagram of the involved electronic states. The
states are relatively dense and it can be seen that all up-
per levels of the atomic lines observed in the spectra have
energies larger than 23 eV and that the corresponding
lower levels have energies close to 21 eV. All the molec-
ular energy levels lie lower: the upper electronic states of
the molecular bands are close to 21 eV and lie near to the
lower atomic states. Energy transfer is facilitated due to
the high density of states and it is quite possible that the
radiative relaxation of the high lying atomic states with
n > 3 to the levels with principal quantum number =
2 precedes the excimer emission and possibly also their
formation by collisions.

Figure 1b shows the spectral range from 560–630 nm
which is crowded with a number of overlapping atomic
and molecular band. The F-singlet and f-triplet molecular
bands can be identified with emission from three differ-
ent vibrational levels (0–0), (1–1), and (2–2) of the f3Δu–
b3Πg triplet. The presence of hot bands indicates vibra-
tional temperatures of several 1000 K and thus relatively
inefficient relaxation of the vibrational energy. Hot bands
in the luminescence spectrum of electron bombarded liq-
uid helium were reported by Dennis and co-workers [7].
They were also seen in the luminescence spectrum of
photo excited He clusters and droplets [14]. The obser-
vation of hot bands gives some evidence for the presence
of bubbles which impede the exchange of vibrational en-
ergy. The hot bands are shifted by up to 2 nm due to
the different vibrational energies of the f3Δu and b3Πg

states having vibrational constants ωe of 1706.8 cm−1

and 1769.1 cm−1, respectively [24]. The rotational con-
stants Be of the f3Δu and b3Πg states are 7.23 cm−1 and
7.44 cm−1, respectively. At the resolution of our spectrom-
eter rotational lines can only be partly resolved because
transitions emerge from even and odd rotational levels
eventually leading to many overlapping lines [26,27]. The
situation is different for the spectral range between 630
and 670 nm shown in Figure 1c. This range is less crowded
and shows only the d3Σu–b3Πg triplet and D1Σu–B1Πg

singlet transitions with well resolved rotational structure.
The rotational constants (7.34 cm−1 and 7.45 cm−1) of
the involved states (d3Σ+

u and b3Πg, resectively) are sim-
ilar to those of the f3Δu and b3Πg states but due to the
upper Σ-state only transitions from odd rotational K lev-
els are allowed. This results in nicely resolved P and R
lines that are spaced by 1 nm.

Figure 1d shows the spectral range between 900 and
930 nm. The c3Σg–a3Σu and C1Σg–A1Σu transition be-
tween the vibration states (0–0) have been observed. The
singlet C and A and the triplet c and a states have very
similar potential curves. Therefore singlet and triplet ro-
tational lines overlap quite strongly [12,13].

We also investigated the effect of hydrostatic pres-
sure. Whereas at low pressures atomic lines and molecular
bands are well resolved a background continuum from 490
to 1200 nm appears when the pressure p exceeds 4.0 MPa.
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Fig. 1. Spectra recorded from LHe at 4.2 K and 0.1 MPa at
different wavelength ranges.

22821-p3

Figure 1.9: Zhiling Li and coworkers’ results. Fluorescence spectrum recorded from
corona discharge emission in liquid helium at 4.2 K and 1 bar. Plot taken from Fig.
1 of [81].
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• Can we control the interaction between a molecule and helium by changing

the pressure and temperature?

• Is it possible to observe a change in the rotational constants as a function of

the interaction between excimer and environment?

• Clarify why previous experiments in bulk helium show sharp lines or broad

features.
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Chapter 2

Methodology and theory

2.1 Need to control He-molecule interaction

A way to further the understanding of the microscopic manifestations of superfluidity

is to perform a “microscopic” Andronikashvili experiment using a nanoscale rotor in

the form of a molecule. The most straightforward realization of this program is an

experiment where a species (like SF6 or OCS in the helium-droplet experiments) is

deposited directly into bulk liquid helium. This cannot be done, though, because any

foreign particles in liquid helium will condense at the container walls or agglomerate

to clusters due to the low temperature.

A solution to this problem is the helium-droplet method. However, in a helium-

droplet experiment the temperature of molecules embedded in the cluster is fixed.

From the two-fluid model, superfluidity properties depend on the temperature and

pressure of the helium. Hence, in order to understand nanosuperfluidity it is nec-

essary to control the thermodynamic state of the molecule and the helium-droplet

technique turns out not to be suitable for this purpose. Being able to modify at

will the pressure and temperature of the helium means that the average distance

between the probes (via pressure) and their kinetic energy (via temperature) can be

controlled.

In the following sections a methodology for carrying out this experimental pro-

gram will be outlined. In what follows a “∗” means an excited state of either an

atomic or a molecular species.

2.2 Matrix isolation spectroscopy

Embedding and isolating a molecule in a solid matrix was first done with the purpose

of investigating properties of single molecules. This conceptual and experimental

framework came to be known as Matrix Isolation Spectroscopy [116].
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The embedding operation carried the unwanted effect of creating an interaction

between host and guest. While the research in the past was primarily devoted to

gain a better understanding of the host, it implicitly had to address the nature of

this interaction as well. However, the solute-matrix interactions can be brought into

the spotlight and become the object of study; matrix isolation spectroscopy can

then be thought of as a technique to study the interaction of a single solute and a

matrix. This was possible in practice due to the appearance of molecular cluster

beam machines, allowing to embed single molecules into clusters, the availability of

proper lasers and the invention of adequate detection techniques.

Rare-gas atoms have been demonstrated as convenient environments for the ex-

perimental realization of such matrices [105, 45]. An early example of the influence

of a matrix environment on a molecule embedded in it was the observed changes in

the spectrum of SF6 due to its positioning at the surface of argon clusters [44].

One of the modern research applications of helium is its use as a liquid-helium

matrix in the form of droplets flying in a molecular beam [105]. The work by Scoles

and coworkers is inscribed in this framework [46]; they were among the first to embed

a foreign molecule into helium clusters.

The examples cited above show that changes in an emission/absorption spectrum

with respect to pure/gas-phase benchmarks are indicative of an interaction with the

environment. The work on molecules embedded onto the surface of argon clusters

showed differences with respect to the gas phase and the bulk spectrum, reflecting

the changes of structure at the molecule-matrix interface. Hence, upon addition of

a molecule into a matrix (or, more generally, an environment), one can either use

the molecule as a probe of properties of the matrix or investigate phenomena at the

molecule-matrix interface, i.e. interactions. Both viewpoints are adopted in this

work to investigate properties of superfluidity at the nanoscale.

2.3 Generation of electronic excitations in bulk

helium

In order to circumvent the problems mentioned above we have used an electrical

discharge called corona discharge to continuously generate excited helium atoms

(He∗) and excited helium molecules (He∗2, and sometimes called excimers) in Rydberg

states [87], which will be employed as molecular probes [82, 80]. This choice is

motivated by the fact that excimers decay on a nanosecond time scale so they are

not affected by condensation.
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2.3.1 Features of a high density discharge

A key feature of corona discharges is that they can be ignited at high pressures

(densities) [42]. A popular geometry of a corona discharge consists of a tip and a

plane electrode with cylindrical symmetry separated out by a certain distance and

typically embedded in a fluid [115]. See Fig. 2.1. The problem of calculating the

electric field of such a setup can be treated exactly [80, 26].

Plane

Tip

Drift 
region

~1-10 kVPoint-like
source

Figure 2.1: Plane-tip electrode configuration.

For a point-plane geometry, the coronal current and potential difference across

the cell are related quadratically [96] as follows:

I = Ctµε
(V − V0)2

d
, (2.1)

where I represents the current, Ct is a constant, µ is the mobility, ε = ε0εr is the

dielectric constant, V is the potential difference and V0 is the threshold voltage.

The corona discharge in negative polarity is an example of a charge generation

process called field electron emission [35], which refers to the emission of electrons

by an electrostatic field.

Upon the application of a high voltage across a tip-plane electrode array, a

strong divergent electric field is formed around the tip. This in turn generates an

ionization zone in which charge carriers are generated and the dielectric surrounding

the electrode becomes conductive, while more distant regions do not. When the

dielectric near the point tip becomes conductive, it increases the apparent size of

the conductor tip. Since the new conductive region is less sharp than the original tip,

the ionization may not extend past this local region. Outside this region of ionization

and conductivity, the charged particles slowly find their way to an oppositely charged

object and are neutralized.

In a corona discharge, ionization is limited to a small region around the electrode,
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where the breakdown field strength is exceeded. In the rest of the dielectric medium,

we just have a current of slow-moving ions and clusters finding their way to a suitable

counter-electrode, such as the walls of the cell. If the geometry and the electric field

are such that the ionized region continues to grow until it reaches another conductor

at a lower potential, a low resistance conductive path between the two will be formed,

resulting in an electric arc. The corona discharge may be maintained as long as the

breakdown field strength is exceeded in some region, that is, as long as the voltage

of the electrode or the charge density of the charged insulator is high enough.

In summary, the high voltage across the electrodes effectively injects electrons

into the cell which transfer energy into the system promoting He atoms into higher

energy excited states, ionizing them and thus leading to the formation of excimers,

as the electrons transfer their kinetic energy to the surrounding atoms.

2.4 Previous experiments using the corona dis-

charge method

The partner group based in Grenoble, France, led by Nelly Bonifaci, have developed

an early version of a spark cell [80]. With it they carried out systematic studies

of the atomic lines emitted by helium, mainly the 33S → 23P atomic line centered

at 706.5 nm [80, 92, 10, 99, 97]. See Table C.1 in Appendix C. They have studied

the emission characteristics of said line as a function of temperature and pressure

in both (normal) liquid and gaseous phases of helium. One of their most important

contributions is the analysis of the asymmetric shape of this atomic transition [10].

They have also found a sharp rotational structure of the d3Σ+
u → b3Πg transition

centered at 640 nm at 4.2 K (liquid), 6 K (supercritical gas) and 300 K (gas) [81, 82,

80]. Preliminary experiments indicated the possibility of a variation in the positions

of the peaks of the rotational lines of that transition potentially related to a changing

effective moment of inertia.

2.5 Quantum mechanics of a diatomic molecule

In this Section we briefly present the quantum mechanical theory of rotations and

vibrations of diatomic molecules. Special emphasis will be placed on the linear rotor

and zero spin particles. The exposition of this Section is based on [55].

The simplest model is that of a two-particle system of masses m1 and m2 bound

to the ends of a rigid rod of length r. By transforming the coordinate system [43]

one can readily see that this is equivalent to a single particle of mass
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µ =
m1m2

m1 +m2

(2.2)

attached to a rigid rod of length r pivoted at one end [35] and with moment of

inertia I = µr2. The energy of this system is prescribed by classical mechanics as

E =
1

2
Iω2

rot =
P 2

2I
, (2.3)

with ωrot the angular velocity of the rotation and P = Iω the classical angular

momentum of the system.

Quantizing, Eq. 2.3 becomes

Ĥ =
L̂2

2I
, (2.4)

with Ĥ and L̂ the Hamiltonian and angular momentum quantum-mechanical oper-

ators. The model just described is known as simple rigid rotor.

The solution of the Schrödinger eigenvalue equation with the above Hamiltonian

is [35]

EJ =
J(J + 1)h̄2

2I
(2.5)

where the quantum number J is a non-negative integer (excluding spin) and h̄ =

h/2π [35]. The energy levels of the rigid linear rotor are not equally spaced and,

furthermore, the relative separations vary as the square of the quantum number.

In this framework and according to quantum theory, emission occurs when a

rotator changes from a higher to a lower (rotational) energy level. The wavenumber

associated with the transition is

E ′ − E ′′

hc
, (2.6)

where, following [55], a single prime mark denotes the upper state and a double

prime mark denotes the lower state.

The rotational term F (J) (in cm−1) is defined as

F (J) =
E

hc
=

h

8π2cI
J(J + 1) = BJ(J + 1), (2.7)

which defines the rotational constant B as

B =
h

8π2cI
. (2.8)

The selection rules that hold for the J-quantum number derive from the classical

notion that for an optical dipole transition to happen a change of dipole moment
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must occur. In our notation this means that

∆J = J ′ − J ′′ = ±1. (2.9)

Vibrations of the molecule have also to be taken into account to describe the

diatomic molecule spectrum. The relative motion of one atom with respect to the

other can be reduced to the harmonic vibration of an atom about an equilibrium

position similarly to what has been done for rotations; from classical mechanics, the

potential energy of the simple harmonic oscillator (SHO) is

V =
1

2
kx2; (2.10)

quantizing, we obtain the following Hamiltonian:

Ĥ =
1

2
kx̂2 =

1

2
mω2

oscx̂
2, (2.11)

where ωosc represents the angular frequency of vibration. The solution of the eigen-

value equation produces the following energy levels

Ev = h̄ωosc

(
v +

1

2

)
, (2.12)

with v = 0, 1, 2, 3, . . .. Unlike the energy levels of the linear rotor, the energy levels

of the SHO are equally spaced. The term values for vibration are given by

G(v) =
Ev
hc

= ω

(
v +

1

2

)
, (2.13)

where ω = h̄ωosc/hc = ωosc/2πc is the vibrational frequency measured in cm−1. The

vibrational selection rule is

∆v = v′ − v′′ = ±1. (2.14)

There are other effects that influence the spectrum of a diatomic molecule,

namely:

1. Anharmonicity of the potential. The SHO is a fair model for any system in the

neighborhood of a minimum of potential energy. However, the farther from the

equilibrium position, the lesser the adequacy of said model. One could try a

Taylor expansion around the minimum and the next term in the approximation

is a cubic term as in the following equation (the potential centered at zero for

convenience)

V (x) = fx2 − gx3, (2.15)
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with g > 0 and smaller than f . The vibrational term value becomes

G(v) = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

+ ωeye

(
v +

1

2

)3

+ . . . , (2.16)

where xe, ye and so on are constants. Each successive coefficient in the last

Equation is much smaller than the previous one.

2. Nonrigidity of the rotator. The deviation from the ideal rigid rotor case arises

from considering that the idea of vibrations in a diatomic molecule is not

compatible with the image of a rigid rotor. The model is then replaced by

a massless spring connecting the two atoms; as a result of the centrifugal

force, the internuclear distance increases with increasing rotational speed (or,

in quantum-mechanical terms, with increasing J quantum number), and so

the rotational constant B in Eq. 2.8 must bear a dependence on J , decreasing

with increasing J , which can be shown to adopt the form of a factor by [1 −
uJ(J + 1)]. u turns out to be very small compared to 1 and the F term value

becomes

F (v) = BJ(J + 1)−DJ2(J + 1)2. (2.17)

The coefficient D is, with the above choice of signs, positive and is usually

called “centrifugal distortion”.

3. Vibrating rotor. In this model, both rotations and vibrations take place and

are thus to be both included in the Hamiltonian. For simplicity, any coupling

between vibration and rotation is ignored. Under this scheme, a series of the

rotational levels of the form 2.17 exists for each vibrational level. In this model,

the rotational constant B and centrifugal distortion D bear a dependence on

v, given by

Bv = Be − αe
(
v +

1

2

)
+ . . . (2.18)

Dv = De − βe
(
v +

1

2

)
+ . . . . (2.19)

Then, the rotational F terms for a given vibrational level are given by

Fv(J) = BvJ(J + 1)−DvJ
2(J + 1)2 + . . . . (2.20)

In conclusion, the term values for a vibrating rotor are
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T = G(v) + Fv(J) = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

+

ωeye

(
v +

1

2

)3

+ . . .+BvJ(J + 1)−DvJ
2(J + 1)2 + . . . . (2.21)

In this model, the same selection rules apply as for the individual systems.

4. Symmetric top molecules. They are briefly discussed for the sake of complete-

ness because the quantum number Λ that appears in the treatment of this

problem is identical to the Λ quantum number that appears in the treatment

of the electronic structure of a diatomic molecule. The symmetric top model

as such will not be employed in this work.

The symmetric top in this context is defined as a diatomic molecule with two

of its principal moments of inertia equal and the other different, all of them

non-zero; in contrast, in a linear rotor, two moments of inertia are equal (and

non-zero) and the third is equal to zero.

The term energy levels for this system are given by

F (J) = BJ(J + 1) + (A−B)Λ2, (2.22)

where Λ represents the projection of the total angular momentum along the

axis with different moment of inertia.

The rotational constants A and B are defined as

B =
h

8π2cIB
(2.23)

A =
h

8π2cIA
, (2.24)

with IB designating the moment of inertia of the molecule about an axis per-

pendicular to the internuclear axis (this was I in the rigid rotor model). The

only possible values of the J quantum number are Λ, Λ + 1, Λ + 2 . . ..

A centrifugal term −DJ2(J + 1)2 can be added to account for the non-rigidity

of the molecule. Also, a formula analogous to Eq. 2.20 can be written down

for each vibrational level of the vibrating symmetric top.

5. Intensity distribution of rotational transitions. The intensity of a spectral line

depends not only on the transition probability as expected from Quantum

Mechanics but also on the number of molecules in the initial state.
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Assuming thermal equilibrium (which is a fair assumption in most situations,

except for our experiments, as shall be seen later) and a Maxwell-Boltzmann

distribution, the number of molecules that have a classical vibrational energy

between E and E + dE is proportional to e−E/kT . Applying this to the vibra-

tional levels we get a population in the state designated by v proportional to

e−G(v)/hckT .

In rotations, the number of molecules in the rotational level J is proportional

to (2J + 1)e−Fv(J)/hckT (assuming a vibrating linear rotor). The prefactor in

the last exponential is due to the (2J + 1)-fold degeneracy of the rotational

levels.

6. Symmetry properties of the rotational levels. It has been established that the

complete eigenfunction of a molecule is a product of electronic, vibrational

and rotational contributions [35].

In this Section we investigate the eigenfunction properties under the r → −r

(reflection about the origin) operation. Vibrational wavefunctions are un-

changed since under this operation the distance between atoms remains un-

changed. For rotations, and using the usual notation for spherical coordinates

[14], this operation is equivalent to replacing θ by π− θ and φ by π+φ; linear

rotor eigenfunctions change by a factor (−1)J called parity. Electronic wave-

functions can change sign or not under this operation. A rotational level is

positive (negative) if the total wavefunction (that is, the product of electronic,

vibrational and rotational eigenfunctions) remains unchanged (changes by a

sign) under the reflection at the origin operation.

The following selection rule holds: positive levels combine only with nega-

tives and viceversa; transitions between two positive or two negative levels are

forbidden. Symbolically this reads

+ → − (2.25)

− → + (2.26)

+ 6→ + (2.27)

− 6→ −. (2.28)

When dealing with homonuclear molecules, another important symmetry to

consider is the exchange symmetry. When acted upon by the exchange opera-

tor of nuclei, the total eigenfunction changes by a factor of ±1, and is referred

to as symmetric (if it remains unchanged) or antisymmetric (if it changes by
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a factor of −1). Symmetric states can be paired off with either even- or odd-J

levels; similarly for antisymmetric states.

If the identical nuclei have zero nuclear spin (such is the case for 4He) it can be

shown that the following selection rule holds: there is a perfectly rigorous ab-

sence of transitions between symmetric and antisymmetric states. In symbolic

terms:

sym 6↔ antisym. (2.29)

Furthermore, for a homonuclear diatomic with zero-spin nuclei, and hence

formed by bosons, from Pauli Exclusion Principle it follows that no antisym-

metric states are populated.

If the nuclear spin is not zero, then the last selection rule does not hold rigor-

ously; this implies intensity alternations in the observed band spectra that can

be accounted for using symmetry arguments and population densities arising

from them. Since this work is aimed at 4He, this avenue shall not be investi-

gated further.

2.6 Electronic structure of diatomic molecules

This Section aims to discuss the generalities of the electronic structure of diatomic

molecules with no intention to be an exhaustive review of the topic; the contents of

this Section follow the structure of the corresponding chapter in [55]. The concepts

laid down here will be useful when discussing the electronically excited states of He2.

Ignoring magnetic interactions, the energy of a molecule is the sum of kinetic and

potential energies of both electrons and nuclei. Due to the smallness of the electron

mass compared to the nuclear mass (this ratio is about 1:2000 for the hydrogen

atom), the electrons in a molecule can be assumed to move much more rapidly

than the nuclei; this argument is known as Born-Oppenheimer’s approximation.

From this follows that the sum of electronic energy and Coulomb potential of the

nuclei acts as the potential energy under whose influence the nuclei carry out their

vibrations. The curves representing the variation of the effective potential energy

of the nuclei with internuclear distance are designated as potential energy curves.

Each electronic state is characterized by a definite potential curve which may have

(stable molecular state) or not (unstable molecular state) a minimum.

The Schrödinger eigenvalue equation of a diatomic molecule is customarily solved

by resolving the wavefunction ψ into an electronic part ψe (bearing dependence

only on electron’s coordinates) and a vibrational-rotational (that is, nuclear) part
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ψvr (bearing dependence only on the coordinates of the nuclei). This operation

produces two separate equations for the wavefunctions ψe and ψvr, respectively.

The former and its associated eigenvalue Eel depend on the internuclear separation

as a parameter.

From said resolution of the wavefunction and employing Born-Oppenheimer’s

approximation, the total energy of a molecule can be written (in term symbols) as

T = Te +G+ F, (2.30)

where G and F can adopt the form given above if a vibrating rotor model is assumed.

In a molecule the energy levels are more complicated than in an atom because of the

existence of vibrational and rotational degrees of freedom additional to the electronic

ones. This additional complexity leads to the existence of bands.

2.6.1 Vibrations

The discussion regarding the vibrational rotor presented in the foregoing Section still

holds valid in the context of transitions between different electronic states. There

are no vibrational selection rules governing the present transitions.

2.6.2 Rotations

Upper and lower states may have different electronic orbital angular momenta Λ. If

at least one of them has Λ 6= 0 the new selection rule for rotational transitions is

∆J = J ′ − J ′′ = 0,±1. (2.31)

If Λ = 0 in both electronic states, then the ∆J = 0 transition is forbidden. The

selection rule above sets the definition for the branches of a rotational transition:

∆J = 0 Q-branch (2.32)

∆J = −1 P-branch (2.33)

∆J = 1 R-branch (2.34)

2.7 Classification of electronic states and multi-

plet structure

In a diatomic molecule, neglecting spin effects, electrons are not subject to a central

field force (as they approximately are in an atom), but rather to an axially symmetric
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field of force determined by the internuclear axis; hence, only one of the components

of the orbital angular momentum is a conserved quantity. Under these conditions

the orbital angular momentum L precesses with a constant component h̄ML about

the internuclear axis. From angular momentum theory, ML ranges from −L to L in

integer steps [35]. Furthermore, in diatomic molecules, states with different sign of

ML have the same energy and are therefore degenerate.

In the usual notation, |ML| is designated with the symbol Λ. The associated

vector Λ represents the component of the electronic orbital angular momentum

along the internuclear axis. The Λ quantum number can assume integer values from

0 through L. The different 0, 1, 2, 3, . . . values of Λ are designated with Σ, Π, ∆,

. . . . Π, ∆, . . . states are doubly degenerate but Σ states are not.

When taken into account, the spin of the individual electrons leads to a multiplet

structure of the spectral lines. The electron spins are coupled into a resultant S.

When Λ 6= 0, S precesses about the internuclear axis and Σ = MS is conserved. In

contrast to Λ, Σ can vary from −S through S.

The total electronic angular momentum Ω is the vector addition of Σ and Λ.

This vector sum is simplified by the fact that both vectors lie on the internuclear

axis so an algebraic sum is enough in this case. The quantum number Ω, which

describes the resultant electronic angular momentum about the internuclear axis, is

defined as |Λ + Σ|. 2S + 1 is called the multiplicity of a state; this magnitude is

added to the term symbol as a left superscript.

The symmetry properties of the electronic eigenfunction are of great importance

for the classification of molecular states. In a diatomic molecule, any plane through

the internuclear axis is a plane of symmetry. Therefore the electronic eigenfunction

of a (non-degenerate) Σ state changes by a factor of ±1 when reflected at any plane

passing through both nuclei. If the factor is positive, the state is designated as Σ+;

if it is −1, the state is designated by Σ−.

Another symmetry property that applies to homonuclear molecules is symmetry

with respect to the center of symmetry. If the electronic eigenfunction remains

unchanged it is said to be even (and designated by a “g” subscript, meaning gerade

or “even” in German); if it changes sign it is said to be odd (and designated by a

“u” subscript, meaning ungerade or “odd” in German).

2.8 Coupling of rotations and electronic motion

and Hund’s coupling cases

The foregoing Sections dealt with the three motions of a diatomic molecule, elec-

tronic, vibrational and rotational ignoring the mutual interactions between them.
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In certain cases of interest as we shall see in following chapters it is found that the

interaction between rotational and electronic motion must be taken into account;

then the so-called Hund’s coupling cases arise. Cases (b) and (d) will be explored

in detail as they will be shown to be important for the He2 molecule.

2.8.1 Hund’s coupling case (b)

When Λ = 0 and S 6= 0, the spin vector S is not coupled to the internuclear axis

at all because spin-orbit coupling vanishes in this case. Sometimes, especially for

light molecules, even if Λ 6= 0, the spin vector S may be very weakly coupled to the

internuclear axis. This defines Hund’s case (b)1.

Angular momentum vectors Λ and R (R represents the rotation of the molecule)

form a resultant N, whose corresponding quantum number N can have integer values

from Λ onwards (that is, N ≥ Λ). N and S form a resultant designated by J. From

angular momentum theory, the only possible values for the quantum number J range

from |N − S| until N + S in integer steps.

The good quantum numbers of Hund’s coupling case (b) are Λ, N , S and J .

S

Λ

SN  = + 

R

N  

Figure 2.2: Hund’s case (b).

2.8.2 Hund’s coupling case (d)

This case arises when the coupling between L and the internuclear axis is very weak

while the interaction between L and the axis of rotation is strong. The angular

momenta L and R are added giving K. This vector can be further coupled to S in

the same fashion as in case (b) to give J.

1In this work, the modern notation for Hund’s coupling case (b) is adopted systematically. Cf.
footnote 1a of Chapter V of [55].
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The quantum number K can take on integer values between |R−L| and R+L.

There are 2L+ 1 different K values for each R, except when R < L. A good set of

quantum numbers for this coupling case is L, R, K, S and J .

L  
RL  = + K  

R  

Figure 2.3: Hund’s case (d).

This coupling case is an appropriate description for the electronic states of many

Rydberg molecules, where the Rydberg electron interacts very weakly with the

molecular core.

2.9 Excimers

2.9.1 Formation of excimers

The aim of this section is to describe a chain of processes that account for the

physical generation of helium excimers in our corona discharge starting from atomic

helium.

Molecular ions of helium and other rare gases were first identified by mass spec-

trometry. In particular, the existence of He+
2 was established in helium relatively

early [107].

Two successive reactions have been identified as responsible for the formation of

He+
2 in helium [16]:

e− + He + KE→ He∗ + e−. (2.35)

This can be followed by associative ionization or Hornbeck-Molnar process (only

possible for n ≥ 3 states of helium) [15, 62, 113]:

He∗ + He→ He+
2 + e− (2.36)

Another way to produce the molecular helium ion is via a three-body process:
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2He + He+ → He + He+
2 (2.37)

He ionization into He+ ions can be produced via collisions with low E ∼ 25 eV

electrons:

e− + He→ He+ + e− + e− (2.38)

The molecular He ion can then recombine with an electron for producing then a

helium excimer

He + He+
2 + e− → He∗2 + He. (2.39)

2.9.2 Electronic structure of helium excimers

It is well known that the potential energy curve for the ground state of the He2

molecule is repulsive and thus unstable [18]. However, excited states are strongly

bound and that enables us to study the spectroscopy of the helium molecule.

The electron has spin 1/2. This means that a He atom can exist in states of

total spin S = 0 or S = 1, known as singlet and triplet, respectively. The selection

rule ∆S = 0 is strictly enforced in dipole transitions and that means that there

is a set of transitions involving singlet states and a different set involving triplet

states; however, there is only one ground state and it is singlet, so there are no

transitions from triplet levels down to the ground (singlet) state or, more precisely,

said transitions have a very long lifetime. Similarly, the molecular levels of He2

exist either as triplet or singlet and dipole transitions between them are ruled by

the selection rule stated above. Notable molecular and atomic transitions of helium

are listed in Appendix C.

The helium-helium intermolecular potential energy curves have been investigated

extensively both theoretically and experimentally [31, 67, 41]. Over 60 electronic

states are known for the He2 molecule and they are Rydberg states [41]. They are

states in which one electron is excited to an atomic (or molecular) orbital large in

size compared with a usually singly-charged “core”. The energy of such states (both

atomic and molecular) can be expressed as

T =
RyZ2

c

n∗2
=

RyZ2
c

(n− δ)2
. (2.40)

Zc is the charge on the core, Ry is the Rydberg constant (see Table E.1 in

Appendix E) and δ is known as quantum defect and depends on l and n at low n

values.

In Fig. 2.4 a reconstruction of the potential energy curves from experimental data
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Figure 2.4: Potential energy curves for states of He2. Reproduced from Fig. 1 of [41].
Vibrational levels are indicated by horizontal lines at the edges of the corresponding
curves.

by Ginter is shown. The repulsive X1Σ+
g ground state [102] has been omitted. All

electronic states observed (apart from the repulsive state) converge on the X2Σ+
u

state of He+
2 . This diagram also shows the separated-atom limit for each of the

potential energy curves.

The lowest-energy stable states correspond to the a3Σ+
u and A1Σ+

u states of He2

and are associated with the 2s Rydberg orbital.

The b3Πg and B1Πg states of He2 lie next in order of increasing energy and are

associated with the 2pπ Rydberg orbital. The b3Πg exhibits partially resolved triplet

splitting [41] and a transition from Hund’s coupling case (b) (or (b′)) to case (d)

with increasing nuclear rotation.

The c3Σ+
g and C1Σ+

g states of He2 are associated with the 3pσ orbital and it

is known through theoretical calculations that said states exhibit potential maxima

[31].

The vibrational ground state of 10 different electronic states, including 3sd3Σ+
u

and 3sD1Σ+
u lie in a region of substantial crowding of electronic states. These states

and higher-lying potential energy curves have been discussed in the literature [41].
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2.9.3 Electronic structure of the transition of interest

In this Subsection the electronic dynamics of d3Σ+
u → b3Πg will be analyzed follow-

ing [81]. The energy levels involved in this transition are characterized by Hund’s

coupling case (b) and S = 1.

The upper molecular state Σ+
u being u implies that the only allowed values for

the quantum number N are odd. Every N state is split into three different states

with J values of N − 1, N and N + 1 and N ≥ Λ = 0; see Fig. 2.5. The lower

molecular state Πg has even symmetry (due to it being g); the quantum number N

can take on any integer value from Λ = 1 onwards and every N state is split into

three levels with J = N − 1, J = N and J = N + 1.

An energy level diagram of the 3Σ state is shown in Fig. 2.5. The corresponding

diagram for the 3Π state is shown in Fig. 2.6 as it will be useful for discussing the

transition of interest in this work.

N

0

0
2
1

1
3
2

2
4
3

J

3
5
4

2

4

3

1

0

Figure 2.5: Schematic energy levels of 3Σ state as per Hund’s coupling case (b).
Notice that the level with J = N has maximum energy and J = N − 1 has the
lowest energy [81]. Diagram reproduced from Fig. 101 (b) of [55]. If the state is
u then only odd-N levels are populated; only even-N levels are populated if the
state is g. The ordering of the J-levels for each N is determined by the spin-spin
interaction [71] and the magnetic interaction of N and S [95]; see V.2 of [55] .

The selection rules that hold for this transition are:

∆J = 0,±1 (2.41)

∆N = 0,±1 (2.42)

J ′ = 0 6→ J ′′ = 0. (2.43)
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Figure 2.6: Schematic energy levels of 3Π state. Diagram reproduced from Fig. 1 of
[40]. The energy level structure is determined by considering spin-orbit, spin-other
orbit and spin-spin interactions only [32].

A schematic representation of the transitions that make up the transition of

interest is found in Fig. 2.7.
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Figure 2.7: Structure of the d3Σ+
u → b3Πg transition. This diagram is not to scale.

Due to the ungerade character of the upper state, the only allowed values for the
quantum number N ′ are odd. The transitions have been deduced using the selection
rules (2.41), (2.42) and (2.43). P-lines are indicated in black; Q-lines are drawn in
red and R-lines in blue. Lines with ∆N = ∆J have high intensities and are called
‘general branches’ (see the measured spectra in Chapter 4); they are accompanied
by ‘satellite transitions’, defined by ∆N 6= ∆J [81].

Since the rotational constants of upper and lower states are very similar (see pp.
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292-301 of [63] or Sec. 4.10.3 for the rotational constants of states d3Σ+
u and b3Πg),

the rotational lines of the Q-branch are close and cannot be resolved.

Intensities of the observed rotational bands are ruled by Hönl-London factors.

They have been calculated for various spin states, S = 1 in particular, and are

reported elsewhere [70] for the different branches of the transition.

2.10 Excimers in liquid helium

The available information regarding the interaction potential of He∗2-He is relatively

scarce [29] and so is the knowledge of the interaction potential of He∗-LHe [57].

Dennis and coworkers [28] established in 1969 the existence of discrete excited states

in liquid helium by recording the emission spectrum of electron-bombarded liquid

helium (see Fig. 2.8); the spectrum shows clear distinct (though rotationally unre-

solved) transitions that resemble those of helium in the gaseous phase. However, this

observation is at odds with Hill et al.’s work [58], again with electron-bombarded

liquid helium, in which they were able to resolve rotational structure. In both of

the cited experiments the question remains as to how the electron-beam might have

increased the local temperature of the light-emitting region. See Fig. 1.8.

Figure 2.8: Emission spectrum of electron-bombarded liquid helium by Dennis and
coworkers. Reproduced from Fig. 2 of [28]. Transitions were identified via a com-
parison to a calibrated emission spectrum of helium.

The observed spectrum in liquid helium is similar to atomic and molecular spec-

tra in the gaseous phase of helium. In the spectrum different vibrational bands

(with no rotational resolution) of various molecular transitions are apparent2. The

2Before Dennis, Surko and Reif established the existence of excitations in liquid helium using
an α- particle source [101].
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atomic and molecular transitions were identified as due to He∗2 via comparison with

the corresponding gas-phase spectrum; this was an unexpected finding as the ex-

pected result for a bulk rare gas was rather a completely unresolved spectrum. This

evidence prompted them to hypothesize the existence of localized states due to a

bubble around the excited helium molecule.

The existence of a bubble around a He atom or molecule in liquid helium was

investigated theoretically by Hickman a few years later [56]. It was found that the

cavity surrounding excited He atoms in liquid helium is smaller than the cavity

surrounding a free electron. Hickman, Steets and Lane developed a model a few

years later [57] that reproduces with fairly good accuracy the optical spectrum; this

model is based on a classical calculation of the energy to form the bubble. Then, in

1971, rotational structure in an absorption line was observed [58].

Fig. 2.9 shows a schematic picture of a helium excimer in liquid helium; such

species is in a state usually referred to as a Rydberg state. Since the He atoms are

clustered around the helium excimer in liquid helium, in this work we adopt the

convention of using interchangeably the terms bubble and cluster. Along the same

lines, we say that the helium excimer is caged or solvated in the bubble within liquid

helium. Said terms are henceforth used as synonyms in this work.

Figure 2.9: Schematic diagram of a He∗2 excimer enclosed in a bubble, characterized
by a sharp interface between He∗2 and ground state He.

When a sample of liquid helium has been heated via an excitation (electron

beam, synchrotron radiation, electrical discharge, etc.) it is possible that pockets

of gaseous helium within the liquid helium may be formed. An example of this

phenomenon will be seen in the following chapters. See Fig. 2.10.

2.11 Snowballs and cavities in liquid helium

When a positive electric charge such as He+ or He+
2 (other ions like Ar+ or Pb+

are also customarily used) is injected into liquid helium, the ion produces a strong

electric field that polarizes the surrounding medium and drives some of it into the
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Figure 2.10: Schematic diagram of a He2 excimer embedded in a gaseous environ-
ment.

immediate vicinity of the charge, thereby creating a region where the local density

is much higher than in the rest of the liquid helium. This phenomenon is known as

electrostriction [17]. The positive helium cluster is held together by electrostriction

which can be calculated by semiclassical considerations [17]. This structure has

been found to be a sphere of 6 Å radius, solid in its close proximity to the ion,

and it is usually called “snowball” [24]. Recent work by us shows that at elevated

temperature and low pressure the snowballs are liquid-like [8]. Further work by us

shows that snowballs also exist in supercritical helium if pressure is high enough

[103].

Figure 2.11: Model of a He+ snowball.

In contrast, an electron injected into liquid helium forms around itself a void

space via the Pauli Exclusion Principle, known as an “electron bubble” [73]. This

is due to the small atomic polarizability of He which in turn implies that the e-He

interaction can be modeled as a hard-sphere repulsion [59, 65]. The mechanism by

which the electron results trapped in the void is still not completely understood

but it can be modeled as a particle in an infinite potential well [24]. Much less

attention has been paid to the fact that the electron also attracts helium atoms via

the same electrostriction effects. These attractive forces build a region of higher

helium density around the electron void, so that the whole system can be regarded
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as a cluster. Evidence for this structure is the difference between the void radius

[50, 47] and the hydrodynamic radius [9, 7].

Figure 2.12: Schematic diagram of an electron bubble

It is important to emphasize that an excimer in liquid helium develops a void

very similar to that of electrons, as it has just been discussed, but also some solvation

layers whose density is expected to surpass that of liquid helium and that we will

refer to as clusters in the forthcoming chapters.
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Chapter 3

Overview: setup of a new

experiment

The experiment requires the probing of the different thermodynamic phases of he-

lium and so low temperatures are needed. The overarching goal in a low temperature

experiment is to reduce the influx of heat while maximizing the cooling power of

the refrigerator1. Heat can be transferred by conduction, convection and radiation;

hence, different measures can be taken to reduce undesired heat flow into the system.

3.1 Radiation minimization

Heatshields are customarily used in cryostats to reduce the effects of radiation. A

heatshield is a metallic container in direct contact with a stage of the fridge at

a certain temperature (and with a given cooling power). The heatshield is then

nominally at the same temperature as the stage that it is attached to (although

temperature gradients may arise when the material of the heatshield does not have

a high enough thermal conductivity). Hence, the shielded surface is exposed to a

surface at a lower temperature.

This technique can be iterated and so a typical fridge can feature several heat-

shields at decreasing temperatures, thereby damping the temperature gradient and

reducing the temperature of the emitters in radiative contact with the coldest surface

in the setup.

1For the experiment to work the heat transfer from the environment should be less than the
cooling power of the device. The cooling capacity (power) of a device is the rate of heat removal
from the refrigerated space by a refrigeration system [23].
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3.1.1 Estimation of the radiation heat load

A black body is defined by absorptivity a and emissivity ε both equal to unity and

zero reflectivity.

The Stefan-Boltzmann’s law [35] states that the total radiant energy emitted per

second per unit area by a black body at temperature T is given by

E = σT 4, (3.1)

where σ = 5.67× 10−8 W/m2K4 is the Stefan-Boltzmann constant.

To illustrate these concepts we will calculate the heat transfer rate from a room

temperature environment (taken as 300 K) through a small orifice on a heatshield

leading directly to the lowest temperature part of the setup. A 1 mm radius aperture

would contribute 1.44 mW to the heatload. The choice of this example becomes clear

in Fig. 3.8, where the optical setup is explained.

Also, assuming that the temperature across the heatshield in radiative contact

with the coldest point in the setup is uniform (that is, neglecting any thermal gradi-

ent effect), 4 K in this example, then a heat load of 2.22 µW was found (the cylinder

radius is 73.5 mm and height is 257.34 mm).

3.2 Convection minimization and pumping sys-

tem

Pumping a vacuum jacket in the chamber that hosts the experiment greatly reduces

conduction and convection caused by the gas within the container. Typical vacuum

levels for cryogenic experiments lie in the range of 10−4- 10−8 mbar.

In a cryogenic experiment the first stage of the pumping is usually achieved

with mechanical pumps in a pumping station detached from the cryostat; in our

experiment we have utilized a pumping station consisting of a turbomolecular pump

backed by a rotary pump physically mounted on a cart. A diagram of the setup is

shown in Figure 3.1.

The pumping station is highly modularized and features a system of valves that

allow the user to start the turbopump even if the setup is disengaged from the

refrigerator chamber, thus saving time every time the fridge is opened by not having

to start the turbopump all over again. This is achieved by allowing the rotary pump

to bypass the turbopump when pumping the chamber at atmospheric pressure.

The vacuum levels are measured in the pumping station at the points marked

as channels 1, 2 and 3 with two Pirani gauges and a Penning gauge, respectively;

gauges 2 and 3 are placed at the turbomolecular pump. The vacuum in the cryostat
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Figure 3.1: Schematic diagram of the pumping station utilized in this experiment.
Symbols to draw this diagram were taken from [117].

chamber is measured via a Penning gauge at the bottom of the chamber.

The procedure for operating the pumping station is provided in Appendix A.

Once the vacuum in the chamber (measured via the Penning gauge) has reached

10−4-10−5 mbar, the cooling-down process can get started. Cooling provides addi-

tional pumping, as will be explained in Sec. 3.6.1, enabling the pressure in the vessel

reach down to 10−6 mbar.

3.3 Conduction minimization

3.3.1 Heatsinking and cryogenic cables

In this experiment it is necessary to run cables down to the sample (or, more prop-

erly, the coldest part of the setup) while minimizing the loss of cooling power via the

wires. In other words, the thermal link between a room temperature environment

and the cold sample has to be attenuated insofar as possible. Copper is not well

suited for this task but instead low cross-section cryogenic cables are customarily

used.

The working principle of cryogenic wires (typically phosphor-bronze, constantan

or nichromel) is they have a thermal conductivity fairly smaller than that of ordinary

metals (see Table 3.2) so they can be deemed thermal insulators when compared to

copper; however, this comes at a cost of an electrical resistivity larger than that of

copper2 (see Table 3.1). A commonly used material for insulating these cables is

2This is not an issue for the present application.
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polyimide or formvar [4].

Material Resistance per unit length (Ω/m)

4.2 K 77 K 305 K
32 AWG Phosphor bronze 3.34 3.45 4.02

34 AWG Copper 0.0076 0.101 0.81

Table 3.1: Electrical resistances per unit length of phosphor bronze and copper.
Data from [4].

T (K) Phosphor bronze Copper

Thermal conductivity (W/m · K)

1 0.22 70
4 1.6 300
10 4.6 700
20 10 1100
80 25 600
150 34 410
300 48 400

Table 3.2: Thermal conductivities of phosphor bronze and copper. Data from [4].

In order to reduce the thermal gradient between the ends of a cable, one of

them at room temperature and the other one typically at a few kelvin, the idea

of precooling is exploited. It consists of different cables inside the fridge being

heatsunk, that is they are wrapped around copper bobbins bolted on to the various

stages of the fridge (which are usually at 4 K and 80 K); the efficiency with which

the wires are cooled down depends on the number of turns, the craftsmanship of

the heatsinking and the cooling power of the heatshields. At least 5 turns of a wire

around a bobbin are recommended for an efficient heatsinking [4].

3.3.2 Calculation of the heat contribution via conduction

due to a temperature gradient

In this subsection a model calculation of the heat gain to the experiment via con-

duction is performed. The treatment of the heat transfer rate by solids is based

upon [114].

Given a solid of cross-section A subject to a temperature gradient ∂T/∂x, the

heat transfer rate Q̇ is given by

Q̇ = λ(T )A
∂T

∂x
, (3.2)

where λ(T ) is the temperature-dependent thermal conductivity of the solid; it de-

scribes the ability of a material to conduct heat at temperature T . λ(T ) at very low
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temperatures is highly-dependent on the composition of the metal.

If the ends of a solid bar of uniform cross-section A and length l are at temper-

atures T1 and T2 then

Q̇ =
A

l

∫ T2

T1

λ(T ) dT . (3.3)

Given the practical difficulty of calculating the above integral, we can use the

mean value theorem for integrals [98] to deduce that

λ =
1

T1 − T2

∫ T2

T1

λ(T ) dT . (3.4)

In practice, λ has been measured for various materials and significant pairs of

temperatures [114].

λ

T2 300 300 77 4 1

T1 77 4 4 1 0.1

Nylon 0.31 0.27 0.17 0.006 0.001

Pyrex glass 0.82 0.68 0.25 0.06 0.006

Machinable glass ceramic 2 1.6 1.3 0.03 0.004

Graphite (AGOT) - - - 0.0025 0.0002

18/8 Stainless steel 12.3 10.3 4.5 0.2 0.06

Constantan (60 Cu, 40 Ni) 20 18 14 0.4 0.05

Brass (70 Cu, 30 Zn) 81 67 26 1.7 0.35

Copper (phosphorus deoxidized) 190 160 80 5 (1)

Copper (electrolytic) 410 570 980 200 (40)

Table 3.3: Mean values of thermal conductivities for various materials with ends at
different pairs of temperatures. Table reproduced from Table 5.1 of [114]. Temper-
atures in K; mean values of thermal conductivity in W/m ·K.

From the last two equations it follows that

Q̇ =
A

l
λ(T1 − T2). (3.5)

The considerations from this Section are relevant for calculating the heat load

contribution due to the gas supply line. This can be done in the following fashion:

we have used 1/16” outer diameter tubing with 0.020” wall thickness. The length of

tubing between the stages of the fridge (at 77 K and 4 K) is about 1.5 m. Hence,

from Eq. (3.5) and using the data from Table 3.3 for stainless steel, the heat transfer

rate from the 77 K via stainless steel plumbing is less than 0.5 mW.
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3.3.3 Thermal conductivity of materials at low tempera-

tures

The purpose of this section is to illustrate how the thermal conductivity3 of several

relevant materials, especially oxygen-free high conductivity copper (OFHC), evolves

with temperature. We will employ an empirical model developed by NIST that is

suitable for various metals in a range of temperatures up to 300 K [84]. In what

follows, log denotes common logarithm, that is, logarithm to the base 10. Also, the

convention of entering dimensionless quantities in mathematical functions has been

overlooked so the coefficients used below in Eqs. (3.6) and (3.8) have been chosen

by NIST to produce a correct fit for the observed conductivities in SI units. The

model for the thermal conductivity, k, is given by

log k = a+ bΘ + cΘ2 + dΘ3 + eΘ4 + f Θ5 + gΘ6 + hΘ7 + iΘ8, (3.6)

where

Θ = log T ; (3.7)

in this model the coefficients are determined experimentally. The above model does

not hold for OFHC, for which the appropriate equation is

log k =
2.2154− 0.88068T 0.5 + 0.29505T − 0.048310T 1.5 + 0.003207T 2

1− 0.47461T 0.5 + 0.13871T − 0.020430T 1.5 + 0.001281T 2
. (3.8)

Fig. 3.2 shows that k is a non-linear function of the temperature. It also shows

that the thermal conductivity of OFHC is at least two orders of magnitude above

other materials. This justifies the choice of this metal for the design of the spark

cell to be explained below and in other cryogenic applications. It should also be

mentioned that the presence of impurities can easily modify reported values of the

thermal conductivity at low temperature [84].

3.3.4 Joule heating contribution

The operation of the electrode-tip array featured in this experiment makes the most

important contribution to the heat load on the fridge because of Joule heating.

Typical voltages of operation (in the liquid helium regime) are, as will be ex-

plained later, about 10 kV and typical currents are of the order of 1 µA. A first

estimation of the Joule heating contribution is, then, about 10 mW.

3From here on out designated by k, following [84].
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Figure 3.2: Thermal conductivities of different materials in the cryogenic regime.
The curves shown have been calculated using Eqs. (3.6) and (3.8) utilizing the
coefficients from [84].

3.4 Total heat transfer rate into the setup

In previous sections the radiation (both from the pinhole and the 4 K heatshield),

conduction (via the stainless steel plumbing) and Joule-heating contributions have

been estimated and have been found to lie in the mW or µW regime.

The convection and conduction contributions via the low-pressure gas in the

vacuum chamber have been neglected. The heat load from the high-pressure gas

into the cell has not been calculated but from an intuitive point of view it can be

estimated to be lower than the heat load due to conduction via the pipes.

Hence, it is reasonable to assume that the cooling power of the second stage of

the refrigerator (0.3 W) will be enough to counteract the heat transfer from the

various sources mentioned above into the cold cell.

3.5 Wet and mechanical refrigerators

This section gives a brief overview on the principles of refrigeration based on [118,

90].

Two methods exist relying on similar physical principles for attaining low tem-

peratures in a cryogenic experiment [118]. In the first method cryogens (like liquid

nitrogen and helium) absorb the heat from the sample and will ultimately boil off
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taking away the heat. The heat is transferred to the cryogen by conduction. These

methods demand a constant resupply of cryogens. We will not be concerned with

such fridges in the present work.

By contrast, mechanical refrigerators are based in a closed refrigeration cycle

of a cryogen (usually helium) in the gas phase. These coolers do not need to be

topped up. However, generally these devices have a lower cooling power than the

wet cryostats [118].

There are two kinds of mechanical fridges: Gifford-McMahon and Pulse tube

refrigerators. Both kinds of devices feature a compressor (outside the fridge) and

an expansion chamber inside the fridge. They both compress helium gas at room

temperature in the compressor, then send it into the cryostat where it is expanded to

produce a cooling effect via the Joule-Thomson effect. A GM cooler uses a piston in

the expansion chamber; a pulse tube cooler replaces the moving piston with acoustic

pulses in the helium gas [118]. These devices operate, then, on the basis of the so-

called ideal vapor-compression refrigeration cycle [23]; however, mechanical fridges

in this mode of operation can only produce temperatures of 4 K.

For attaining lower temperatures the fact that reducing the pressure reduces the

boiling point is exploited. Pumping in a mechanical cooler is customarily achieved

using a sorption pump. The working principle of a charcoal sorption pump is that it

adsorbs helium at low temperatures, but it can be driven off by heating the charcoal

above 20 K. Then it is allowed to cool, pumping the helium out of a 1 K (for a 4He

line) or 300 mK (in a typical 3He line) reservoir, which has a cooling effect on the

pot4.

Given the high cost of 3He, it is usually kept in closed lines where it is continu-

ously recycled, avoiding any wastage to atmosphere.

3.6 Heliox AC-V He-3 refrigerator

In our experiments we have utilized a Heliox AC-V He-3 refrigerator. A schematic

diagram of this device is shown in Fig. 3.3. The insert that makes up the bulk of the

machine is contained (while it is operational) in the outer vacuum chamber (OVC).

The Heliox AC-V He-3 is a mechanical refrigerator and its working principle is

as described above. This fridge performs an ideal vapor-compression refrigeration

cycle via a compressor and a pulse tube cooler [112] on a 4He line (not shown on the

figure) to cool down to 4 K a gold-plated copper plate known as the second stage of

the fridge. The cooling power of the second stage is 0.3 W [112].

There exists a thermal link between the sorption pump (designated by the

4The pot and other parts of the mechanical fridge we have employed will be explained in Sec.
3.6.
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Figure 3.3: Schematic diagram of the fridge utilized in this experiment. Figure
reproduced from [3].

acronym SORB) in the 3He line and the second stage via a thermal switch that

can be alternatively closed or opened5. The 3He line is divided into two sections:

the “dump” and the “pot”, separated by valves as per Fig. 3.3. The dump is a large

volume used to release any excess pressure in the gas line. The pot side of the gas

line contains the SORB and, at the bottom of the line, the pot is where liquid 3He

is condensed. Pressure in the pot is monitored through P1.

3.6.1 Operation of the Heliox AC-V He-3 refrigerator

To cool down the Heliox AC-V fridge, the OVC has to be sealed and evacuated

down to the range of 10−4 or 10−5 mbar. V1 can be open when the fridge is at room

temperature.

The refrigerator can be started by simply starting the compressor and the cooling

water. After approximately 24 hours of operation under normal conditions the so-

called cryogenic pumping sets in6.

3.7 General layout of the experiment

Fig. 3.4 features a schematics of the fridge and its position relative to the spectrom-

eter; the optics to couple light into the spectrograph is also shown. The Heliox AC-V

5In practice this is achieved by operating a resistor.
6Cryogenic pumping means that the (cryogenically) cold surfaces will freeze out any remaining

impurities and start collecting them at the cold surfaces, thus acting as pumps. It is detected when
the pressure in the OVC drops when the fridge is isolated, that is, when PV5 is shut.
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Figure 3.4: Heliox AC-V refrigerator sending light into the spectrometer via mirrors
and a lens.

fridge was designed and assembled by Oxford Instruments (O. I.). The equipment

was used off-the-shelf with minor modifications described below.

3.8 Cryogenic spark cell

Technical drawings for the cell and other utilized components have been provided

in Appendix I.

The spark cell, the heart of this experiment, builds upon the experience gained

from the Grenoble group [80]. The original Grenoble design was amended rather

than reproduced; the main difference is that the new spark cell is smaller than the

original cell; the chief reason to do so was to reduce the plane-tip separation (6-10

mm in that design).

A first, exploratory cell was built using stainless steel and was used to conduct

gas-phase experiments on it. This cell featured a tip-plane separation of about 4-6

mm and it was found that it was possible to generate an electrical discharge under

those conditions.

A brand new cell was designed to carry out the sub/supercritical experiments.

The material chosen for building the cell is OFHC for its exceptionally high thermal

conductivity at low temperatures. The physical dimensions of the cell were kept to
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a minimum in order to enhance cooling; the available volume for the helium is 4 ml.

The cell has to meet some requirements for this experiment; such requirements

impose constraints on the design of the cell. They can be summarized as follows:

1. The cell is to be bolted on to the pot of the Heliox refrigerator.

2. A low ignition voltage, which in turn implies a low Joule heating.

3. Minimization of the consumption of helium.

4. Minimization of thermal load due to mass of cell (lump of copper and attached

accessories).

The spark cell features four ports or windows. In one of the windows sits a

flange with a system to feed (helium) gas into the cell; the next two, opposing

flanges accommodate a plane-tip electrode configuration with typical separations

of 4-6 mm. The flat electrode and the tip bearer are both made of stainless steel

and the former has cylindrical symmetry; the tips are made of tungsten and have

an initial tip radius as good as 200-250 nm (from TEM). The plane electrode is

earthed while the tip electrode can be brought to a positive or negative potential

(or polarity). This cell is able to produce currents of the order of hundreds of µA (at

room temperature), it is able to sustain the discharge for a several hours and gets a

discharge in liquid helium started at approximately 10 kV (negative polarity)7. See

Fig. 3.5. The manufacturing of the tips will be explained in Section 3.13. On the

fourth flange of the cell, opposite the gas inlet flange, sits a lens which couples the

light out of the setup.

Figure 3.5: Physical implementation of the plane-tip electrode array. The tungsten
tip (in black) has been spot welded on to the stainless steel pin. The flat electrode
is grounded and the tip can be either at positive or negative polarity with respect
to ground; in our experiments the polarity of the tip was chosen negative.

The seals are made of indium; this is a material of choice in the cryogenic regime

because it provides at high pressures a low leak-rate seal and does not decay at low

temperatures. The flat electrode and the tip electrode bearer are held in place by

7Only negative polarity is systematically investigated in this work.
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Figure 3.6: Cross-sectional view of the discharge region of the cell (assembled).

a Macor ceramic piece. Macor is both an electric and thermal insulator with little

thermal expansion or outgassing [1]. Indium stretches out upon compression either

by the macor ceramics holding the electrodes or the lens. A cross-section of the

copper cell design is shown in Fig. 3.6 (the indium seals are not shown).

3.9 Optical layout

In this experiment the collection of light was maximized under the size constraints

imposed by the existing refrigerator.

Minimizing the volume of helium inside the cell implies placing a lens as close

as possible to the discharge region; if the focal length is greater than the distance

between lens and object (the discharge), then a virtual image is generated further

back in the discharge region (see Fig. 3.7), which means that light rays diverge off

the lens and some light is lost on its way to the next lens.

The bores on the faces of the cell are 15 mm-diameter. The distance between the

tip and the first optics is 8 mm. No lens with a smaller focal-length f was available.

An f = 50 mm achromatic lens (Edmund Optics Dwg. No. 47702INK) was placed,

thereby generating a virtual image of the discharge.

Then, an f = 15 mm lens (Thorlabs Part No. LB1092) collects the divergent

light from the first lens and focuses it right onto a pinhole (radius of the pinhole is
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Figure 3.7: Schematic diagram of the optical system designed to couple the discharge
light out of the vacuum chamber in the experiment. An object (O), the electrical
discharge, placed between the focal point F1 and the lens L1 will produce a virtual
image (VI) that will be picked up by L2. Light is then focused on the optical axis
at a point that will correspond to F3, the focal point of a final lens L3. The focal
lengths of the lenses are, from left to right, 50, 15, and 50 mm.

1 mm and so this is the size of the aperture connecting the cold pot to the ambient

temperature world) at the flange on the first heatshield (thus minimizing the impact

of the 300 K radiation). Light is then collected by a third f = 50 mm achromatic

lens (again an Edmund Optics Dwg. No. 47702INK) placed such that its focal point

matches the pinhole position. The setup is displayed in Fig. 3.8.

Achromatic lens
and window

Pinhole

Achromatic 
lens

Spacer

Collimating
lens

TipCell

Figure 3.8: Cross-sectional view of the cryogenic setup and physical realization of the
system sketched in Fig. 3.7. An electrical discharge is generated in the immediate
vicinity of the tungsten tip and the light is first picked up by an achromatic lens
(f = 50 mm) that also serves as the sealing interface. A second collimating lens
(this lens is 12.7 mm diameter and thus it was necessary to build a holder for it to
fit into the 15 mm bores) picks up the light and focuses it into a pinhole (designed
to prevent room temperature radiation from entering the setup) from where it is
then picked by a final lens that produces parallel light.

In conclusion, the optical layout is constrained by the dimensions of the cell, the

cryostat, and the separation of the heatshields; another more practical constraint

is the availability of focal lengths and diameters of lenses from the manufacturers.

The focal lengths and relative distances between lenses are chosen so as to produce

a beam of parallel light.

Once the light is coupled out the vacuum chamber it is steered by a couple of mir-
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Figure 3.9: Top view of the light path. Items from the inside of the fridge have been
hidden for visualization purposes.

rors and then collected into a Czerny-Turner spectrograph [27] (Andor Technology

Shamrock SR303i), which resolves incoming light via a diffraction grating.

Spectra are recorded on a CCD chip (Andor CCD-12855 in the Andor iDus

Camera DV420) and stored in a computer for analysis. The CCD camera is cooled

down to −65◦C to reduce shot noise.

A top view of the optical setup is shown in Fig. 3.9.

3.10 Gas installation

The Heliox refrigerator utilized in this experiment did not include a built-in gas

supply line so a gas feed was specifically built for it. Several problems were overcome,

namely: to design a setup which could handle large pressures (100 bar at most),

purity and an acceptable leak rate. The first problem was solved by using stainless

steel tubing; the second was solved by using N6 helium, and the third one by using

standard Swagelok seals. A measurement of the leak rate in the pressurized gas

line via a sniffer attached to a leak detector yielded a leak rate less than 1 × 10−8

mbar l/s. Alternatively, it was observed that the pressure in the gas line remained

constant (excluding fluctuations of approximately ±0.050 bar) over a span of time

of weeks.

A diagram of the gas line used for this experiment is shown in Fig. 3.10.

A Swagelok 6 mm O.D. (outer diameter) stainless-steel pipe was chosen to ac-
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Figure 3.10: Schematic diagram of the gas installation.

commodate the gases used in the experiment.

The gas line can be divided schematically into two parts, namely: the pump-

ing/helium supply part and the fridge part. They can be conveniently detached

from each other as the fridge has to be opened and lifted on occasion. They are

communicated by a buffer volume.

The pumping/supply section of the helium gas supply line features a mechanical

pump, an N6 helium bottle, a Harris pressure regulator (delivering up to 40 bar)

attached to it; the flow of gas is controlled by a series of ball valves.

The refrigerator part of the gas installation features a cross; the first port is

connected to the buffer volume; the outlet opposite leads to the Omega pressure

transducer. Opposite the fridge stands a 0.3 litre bottle controlled by a ball valve

(the bottle relieves the pressure in the cell without losing helium to atmosphere and

thus contaminating the line). The fourth outlet accommodates a gas inlet system

built for the Heliox cryostat.

Said gas inlet system starts off with a sector of 6 mm pipe welded to a 25 KF

flange that will make the vacuum seal. In the interior of the fridge, the 6 mm pipe

is adapted into a 3 meter-1/16” O.D. pipe (0.020” wall thickness)8. This thin pipe

is heatsunk at the 80 K and 4 K stages using copper bobbins. Cf. Fig. 3.12. The

pipe is then connected to the cell.

There is a safety concern that has to be addressed by the plumbing installation.

Due to the large density of liquid helium (Cf. Appendix D), if liquid helium gets

warmed up quickly without the pressure in the gas line being properly relieved (this

is a hazard that may arise if the refrigerator operates unattended), then pressure

can surge up to very high values (800 bar in our case) thus bursting the gas line.

One way out of this problem is to let the helium expand into the bottle in Fig. 3.10;

another way to solve this issue is to install a safety pressure-relief valve.

8Swagelok part number SS-T1-S-020-6ME.
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3.11 Thermometer and pressure transducer

For thermometry purposes a Cernox CX-1030-CU-HT0.3L resistor has been chosen.

This resistor can measure temperatures in a range of 300 mK- 325 K. The sensor has

been factory-calibrated: above 0.65 K the calibration is based on the International

Temperature Scale of 1990 (ITS-90); for temperatures below 0.65 K, the calibration

is based upon the Provisional Low Temperature Scale of 2000 (PLTS 2000). The

accuracy of the sensor depends on the temperature being measured. At 0.3 K its

accuracy is ±3 mK; at 300 K, ± 5 mK [4]. The sensor was mounted on the side of

the cell as will be explained in Section 3.14.

For measuring the pressure in the gas line we employed a PXM409-USBH Omega

transducer (0-100 bar absolute pressure USBH 0.14). It features 1000 readings per

second, a USB interface for pressure-readout. This pressure transducer is again

factory-calibrated and its accuracy is 0.08% BSL9 (linearity, hysteresis and repeata-

bility combined) [2].

3.12 Electrical layout

The electrical installation of this experiment consists of a tip-plane electrode array

connected to a high-voltage ammeter and voltmeter. The measurement of voltage

and current is important insofar as it enables us to estimate the Joule heating, and

furthermore, a current measurement is indicative of changes in the phase of helium:

in the gas-phase, typical currents in the setup can be as high as 300 µA; in the

subcritical phase, the current in a stable discharge is 1 µA, at most. Finally, by

measuring both magnitudes it is possible to calculate the mobility as per Eq. 2.1.

An electrical diagram of the experiment is shown in Fig. 3.11.

Tip-plane
electrode
array

A

VSHV

Figure 3.11: Electric diagram of the experiment. The construction and design of
an ammeter and voltmeter suitable for high-voltage uses such as the present one is
detailed in Appendix G.

9Best fit straight line.
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3.13 Preparation of the tip

The procedure for preparing the tip is based on [83]. The tips utilized in the present

experiment were prepared by Dr Mark Watkins and the then project student Naomi

Vellody Williams.

The preparation of a typical tip can be summarized as follows: a tungsten rod

(100-280 µm diameter) was submerged into a solution of sodium hydroxide (NaOH).

An electric current (with voltages between 5 and 10 V) was passed through it using

tungsten as the cathode and a graphite electrode as the anode. Only a couple of

millimeters of tungsten wire need to be submerged into the solution. Typical etching

times are approximately 30 seconds.

The free parameters in the tip preparation process are the gauge of the tung-

sten wire, the concentration of NaOH and the applied voltage. It was found that

different combinations of concentrations and voltages produce different radii of cur-

vature of the tip. Typical voltages were 6-10 V (dc) for a couple of seconds only;

concentrations were on the order of 4 mol/dm3 and radii were about 100 nm.

By varying the above parameters a set of tips with radii in the range 100-280

nm were prepared.

Tips experience erosion during the course of the experiments as can be seen in

Fig. H.1 in Appendix H.

3.14 Assembly of the setup

3.14.1 Assembly of the spark cell

This Section describes the logical steps to put together the setup that makes up this

experiment.

The first component to be put together is the cell. The order in which the ports

are assembled is not important although in practice it may be more convenient to

start with the optical port; it is also noteworthy that our particular copper cell has

a 180◦ symmetry about the origin, which means that opposite faces of the cell are

identical whereas adjacent faces are not.

First off, an indium gasket with dimensions 15 mm O.D., 13 mm I.D. and (typ-

ically) 1 mm-thick has to be cut; this dimensions correspond to the size of the hole

on the faces of the copper cell. The achromatic lens then sits against the indium

gasket. The first lens to be reached by the emitted light has the double purpose

of steering the beam and also performing the seal (in previous experiments by the

Grenoble group it was found feasible to use an achromatic doublet to perform the

seal). The lens holder is then inserted into the bore with a thin (1 mm-thick) PTFE
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spacer between them. The array is then evenly pressed and fixed into position by

tightening the M4 screws on the face of the cell.

The next port to be done can be either the one for the flat electrode or the tip

electrode. The tungsten tip was spot welded on the tip electrode bearer shown in

Fig. 3.6. The pins (either the tip or the flat electrodes) were placed into position by

pressing against an inner face of the macor pieces (for which an indium seal is also

required). Then an indium gasket per electrode and the macor piece (including the

electrode) were inserted into the bore and pressed against the cell via the stainless

steel flange as per Fig. 3.6.

The gas feed was inserted into the corresponding bore and pressed against the cell

in order to make flow the indium seal by employing fasteners on the corresponding

side of the cell.

Given the dimensions of the cell employed, M4 fasteners are used on its walls.

Belvoir washers were utilized on the sides of the cell; they feature a spring mechanism

that is useful in the cryogenic regime.

Once the cell has been put together it is convenient to link it to a leak detector

to investigate leaks in the setup.

3.14.2 Assembly of the rest of the setup

The copper cell was mounted onto the fridge via the “concentric-eccentric” adapter

piece made also from the copper. Cf. Appendix I. The faces of each component were

wiped off with acetone. The interfaces were generously rubbed off with cryogenic

grease Apiezon-N. Metric brass fasteners were used to screw the copper parts into

position; the choice of brass is recommended due to its softness.

Once the cell has been put in place the thermometer (previously wiped off with

acetone and rubbed off with Apiezon-N too) is bolted on one of its faces. The

thermometer cable has to be heatsunk as described above (usually at the first and

second stages as well as at the pot of the fridge).

Preliminary experiments showed that the cooling power of the 3He pot was in-

sufficient to cope with the Joule heating from the discharge if experiments in the

liquid phase were to be conducted; the reason for liquid helium being challenging to

break (in the sense of a dielectric) lies in its high dielectric strength [22]. Therefore,

in order to break liquid helium [36] without boiling it, copper braids were used to

thermally link the cell and the second stage, thereby exploiting the cooling power

of the latter, and furnishing a constant base temperature of 3.2 K.

Lakeshore phosphor-bronze cables have been chosen to accommodate the high

voltages utilized. Customarily they have to be heatsunk in the usual fashion; how-

ever, it has been found that the thickness of polyimide in the utilized cables was
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not able to prevent short-circuits to ground that arise at potential differences of

about 4 kV (in the present setup it was found that in order to break liquid helium

at least 10 kV negative polarity were necessary). In this instance we have utilized

PTFE-sleeving, which cannot be heatsunk.

Heatshields are mounted on the first and second stages of the fridge. They

accommodate cylindrical inserts that in turn accommodate lenses and 1 mm-thick

plastic spacers. Given the dimensions of this specific setup, as many spacers as per

Fig. 3.8 are necessary.

The innermost, gold-coated heatshield normally sits around the pot of the fridge;

however, due to space limitations this heatshield has been removed for the duration

of the experiments. The only heatshields that remain in place are those on the first

and second stages.

The outer vacuum chamber or vacuum-housing can then be mounted on to a

table; the chamber is fitted with a window for coupling out the light, an electrical

feedthrough socket and a Penning gauge to assess the vacuum in the fridge. Once

the insert of the fridge is ready it can then be lifted via a crane and dropped into

the vacuum chamber.

We can summarize the features of the designed system as follows:

• The ability to cool down the system to at least 3 K and ignite an electrical

discharge at those low temperatures.

• Minimization of the impact from the thermal radiation at 300 K.

• Minimization of the dimensions of the physical setup to enhance cooling.

Fig. 3.12 shows a cross-sectional view of the internal components of the cryostat.

3.15 Experimental procedure

The gas line was cleaned with the vacuum pump and then purged several times

with 3-10 bar of N6 He. This helium features a very high purity yet it still contains

impurities such as hydrogen. When the setup is cold (typically below 20 K), all

the remaining impurities have been frozen and are not apparent in the emission

spectrum, as will be seen later.

The pumping-down routine was then started. Cf. Appendix A for an explanation

of the operation of the pumping mechanism.

The optical system can be aligned while the pumping is being carried out. Out-

side the vacuum chamber, on the experimental table, lies an optical breadboard

that accommodates two mirrors to steer the (parallel) light beam onto a lens of an

appropriate focal length (in our case 150 mm). Cf. Fig. 3.4. This lens focuses

51



Gas 
line

Spark
cell

Bobbins

Heatsunk
sections 
of the 
pipe

Electrode

Eccentric-
concentric
adapter

Pulse tube 
cooler

3He 
pot

3He 
line

Figure 3.12: Assembled cryostat. Electrical cables are omitted. The inner section of
the tubing is shown to illustrate the concept of heatsinking applied to the plumbing
of the experiment.
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the beam onto the slit of the spectrograph; the lens is conveniently placed on two

crossed-linear translation stages. The tip-plane corona discharge represents an al-

most ideal point-like light source. The idea of alignment was therefore to image the

tip on the entrance slit of the spectrometer.

The method we have chosen to optimize the alignment is as follows: start a

corona discharge, get the spectrograph into the imaging mode (by selecting the

zero-th order of the diffraction grating, making it effectively a mirror). Then place

the image of the discharge onto the center of the slit; afterwards, manipulate the

mirrors, lens and spectrograph to get a spot as round as possible10. For the final step

of the alignment the distance between the lens and the slit of the spectrometer can

be finely tuned with the translation stage, thereby maximizing the light-collection

efficiency. It is important to mention that a few iterations of this process have to

be carried out once the cryostat has achieved low temperatures as the components

suffer contractions that shift the discharge by approximately 1 mm and thus modify

the alignment. See Fig. 3.13.
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Figure 3.13: Final stage of the alignment procedure in the cryogenic regime (3.5 K).
Slit (fully) open at 2,500 µm (top panel) and adjusted to 100 µm (bottom panel).
The images were recorded on 10 September 2014.

Once the system is aligned the next step is to record a reference spectrum,

while the refrigerator is still at room temperature. Low-pressure discharge spectra

of helium were recorded by pumping on the cell while applying a high potential

difference across the electrodes. Since the pumping of the cell itself is inefficient

10A rigid body possesses 6 degrees of freedom and so this alignment problem has 24 degrees of
freedom.
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due to the length of the gas pipe (about 3 meters), helium at a pressure of about

80 mbar remains. Emission was then recorded and stored. The spectra obtained in

this fashion are glow discharge spectra of helium.

At this point the compressor was started and, a couple of minutes later, the

valves controlling the cooling water were opened, as per the operation instructions

of the fridge [3].

When the fridge runs in standard mode (that is, when the second stage and the
3He pot are not thermally linked), the cooling-down process takes up to three days;

when the second stage and the pot are linked the cooling-down can take just 9-10

hours.

It was found that in the unlinked setup, by operating the heater of the pot and

by adjusting the voltage and current, it was easier to systematically record spectra in

the supercritical phase of helium (T = 5.2−20 K). On the other hand, changing the

temperature of the pot via the heater beyond the critical temperature in the “short-

circuited” setup proved more challenging but less so below the critical temperature;

hence, the linked setup was deemed more convenient for spectra acquisition in the

subcritical phase (T < 5.2 K).

While operating the fridge in the “short-circuited” mode, liquid helium was

condensed in the following fashion: once the setup has reached base temperature

(∼3.2 K and about 0.150 bar), additional gas was added to the line. This action

increases temperature temporarily but the action of the refrigerator took it back to

base temperature. The process was repeated until the point that small increments

in the amount of gas in the gas line did not produce further increases in the pressure

of the line. This is the signature of the helium lying on the saturated vapor pressure

(SVP) curve of the phase diagram (see Fig. 1.2). More helium needs then to be

added to the line until an increase change in pressure is observed (after stabilization

at base temperature). When the pressure transducer indicates a pressure above the

SVP and T is below Tc then, by definition, the liquid phase of helium has been

reached.

The ignition of an electrical discharge proceeds in the same way as before. The

only difference is that the ignition and stable operation voltages are both about 10

kV (in negative polarity). The current for stable operation was found to be 1 µA.

3.16 Methodology of the data collection

The emission spectra were recorded using the Andor Solis software11 accompany-

ing the hardware. A high-resolution diffraction grating of 1200 grooves/mm was

11version 4.19.30001.0
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employed in the spectrograph; this grating is able to acquire a spectrum in a spec-

tral range of approximately 60 nm. Successive spectra were recorded in the same

experiment and then ‘stitched’ (or ‘glued’) together using the Andor Solis software.

A typical routine of exploration of the phase-space was as follows: a certain

amount of helium of a certain pressure is admitted into the line. An electrical

discharge is then started; typically the ignition voltages will be much higher than

the minimum necessary needed to obtain a stable discharge thereby increasing the

temperature, so the voltage and hence the current have to be brought down until the

temperature stabilizes. Several spectra are then recorded (to ensure reproducibility).

The light acquisition times usually differed from spectrum to spectrum but this

parameter always ranged between a few seconds up to one and a half minutes; the

choice of a particular acquisition time reflects the interplay between the need of

acquiring a well resolved spectrum, the intrinsic instability of the discharge and the

fluctuations in the temperature (and pressure) of the helium.

Once this is finished the temperature is varied in regular intervals via the heater

at the pot of the fridge; the Joule heating did not change. This process ensures we

probe the phase space by looking at points that correspond to the same number of

helium atoms in the gas line; this accounts for the slant, semi-straight lines in Fig

3.14. Pressure can be added or taken out of the gas line by adding more gas or

releasing helium from the gas line. Usually this was accompanied by a change of

temperature. Then the recording and heater manipulation takes place again.

Using the setup and procedure described above we were able to explore the PT

diagram shown in Fig 3.14. Each point in it represents a fluorescence spectrum which

spans the range 300-1000 nm12; also each of the data points shown was acquired at

least thrice in order to ensure reproducibility of our results. This methodology

furnished different transitions of molecular and atomic helium13.

12This operation implies a continuous change in the orientation of the grating which naturally
prompts the issue of the repositioning error of the grating. Said error was assessed by comparing
the position (in pixel numbers) of notable atomic lines after a few acquisitions of spectra without
modifying any other element of the optical array. It was found that the positions (in pixels) of the
lines did not change, which led us to conclude that the repositioning error is negligible.

13This methodology in principle can also deliver the spectra of impurities such as hydrogen (this
element is always present in minimum concentrations in helium N6); however, impurities are not
apparent in the emission spectra at the temperatures of liquid helium
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Figure 3.14: Section of the PT diagram for the liquid and supercritical phases
probed in this experiment.
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Chapter 4

Results and discussion

The structure of this chapter is as follows. The history of our experiments is outlined

in Section 4.1, the treatment of the spectra is described in Section 4.2, spectra in

different thermodynamic phases of helium as well as an analysis of said spectra

are presented in Sections 4.3-4.8; we present an error analysis in Section 4.9 and a

structural model that arises from our findings in Section 4.10.

In this chapter the abbreviation a.u. stands for ‘arbitrary units’.

4.1 Experimental history

The history of our experiments is outlined in this section.

In the cryogenic regime there were 3 different sets of experiments carried out

in 2014 – and hence 3 calibration standards recorded under different alignment

conditions. An additional experiment at 80 K was completed in 2012.

4.1.1 Experiment from 22-May-2014

This experiment was envisaged as being of an exploratory nature, to test the equip-

ment and the data-acquisition methodology although it also allowed us to acquire

the first spectra under cryogenic conditions.

The reference was recorded on 20-May-2014 (spectrum 5) while the setup was at

room temperature. The results of the calibration1 (slope and intercept, respectively)

are m = 0.05797 nm/row2, b = 298.44 nm. The recalibration is achieved by using

the formula λrecal = mn+ b, where m and b correspond to the slopes and intercepts

given in this Section and n is the row number of each datafile.

The first spectra in the sub/supercritical regime were recorded on 22-May-2014.

1The utilized lines and the calibration procedure will be explained in Section 4.3.
2The unit for the slope is formally just nm, but the row number is added for clarity of the

exposition.
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This experiment ended prematurely due to an electrical short-circuit which occurred

due to the formvar insulation of the cryogenic cable not being rated for potential

differences larger than 2 kV (necessary for passing an electric current across liquid

helium). To overcome this limitation, the cryogenic cable was sleeved with PTFE,

as has been explained above.

4.1.2 Supercritical gas phase data

Once the experimental setup was shown to work we set out to record data in the

supercritical phase of helium. The rationale for this decision is that for breaking

(as a dielectric) gaseous helium, lower voltages are required and so the risk of an

electrical short-circuit is lower.

The reference discharge glow spectra were recorded on 3-June-2014, while the

setup was at room temperature. The result of the calibration is m = 0.05799

nm/row, b = 298.28 nm.

The setup was then brought down to ∼4 K. No realignment was carried out.

The recording of spectra under cryogenic conditions started on 6-June-2014.

The experiment ended on 22-July-2014.

4.1.3 Liquid phase data

In order to probe the normal liquid phase of helium using the corona discharge

method the insulation of the cables was improved by sleeving the cables with PTFE

tubing. It provided insulation for potential differences of up to 10 kV with respect

to ground. For exploring the subcritical phase of helium it was also found necessary

to thermally bridge the second stage of the refrigerator and the pot.

The reference discharge glow spectra were recorded on the 8-Sept 2014, while

the setup was at room temperature (spectra 7-11).

The cooling started on 9-Sept-2014. Then, on 10-Sept-2014 the position of the

light spot on the entrance slit was readjusted. This is done to make up for a me-

chanical displacement of the source of light due to the cooling.

Because of said displacement it was necessary to recalibrate the spectrometer

and to record a spectrum under the exact same thermodynamic conditions than

a spectrum from the previous experiment (supercritical phase); the recalibration

standard obtained in this fashion for the liquid phase data can then be used on the

rest of the liquid phase data.

We have chosen for that effect spectrum 19 from 6-June-2014 (at 5 K, 0.6 bar) and

spectra 63-68 from 11-Sept-2014 (at 5 K, 0.627 bar). The recalibration parameters

turn out to be m = 0.05798 nm/row, b = 298.57 nm.
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On 16-Sept-2014 the first spectrum in the normal liquid phase and with negative

polarity was recorded. It was found that the tip voltage for stable emission was -10

kV; the flat electrode was earthed.

The experiment ended on 24-Sept-2014.

4.1.4 80 K data

This data set was recorded in 2012 under a methodology different than that used

in 2014. Overview, high-resolution spectra were recorded at 2, 4, 6, 8, 10, 14, 20

and 25 bar. Each data file has 7,761 rows. There is no glow discharge reference;

instead, the reference was obtained by interpolation of the spectra to 0 bar. The

recalibration parameters are m = 0.0592 nm/row, b = 367.26 nm.

4.2 Treatment of the spectra

The raw spectra obtained directly from the spectrometer are approximately cali-

brated since the spacing of the grooves and the central wavelength (via the orienta-

tion of the grating) are known. However, in a high-resolution spectroscopy exper-

iment more precision is needed. For such an endeavor we recorded glow-discharge

spectra to be used as (re)calibration standards. Under glow discharge conditions the

pressure is so low that the linewidth is governed by the spectrometer features (mainly

slit opening). These glow discharge spectra were used as a reference standard for

the position of the spectral lines and the resolving power of the spectrometer; they

were calibrated using the positions of helium atomic lines reported in the literature

[72].

It was observed during experimentation that the exact position of the spectral

lines depends, among other factors, on the alignment of the optics; hence, before

recalibrating the spectra, they are dependent on the alignment which will naturally

change from experiment to experiment (an “experiment” means, in the present

context, turning the fridge on and hence start the cooling). After recalibration (the

calibration standard having been recorded under the same alignment conditions than

the spectra it will act upon), the spectra become “alignment-independent” and they

constitute the basis of the work presented in this chapter. The ‘stitching’ procedure

explained in Section 3.16 does not affect the (re)calibration.

Intensities have been normalized to the most intense peak in the spectrum, that

normally being the 706 nm line of atomic helium.

The spectrograph can be used in either imaging mode or spectra-acquisition

mode, and so the files obtained via the spectrograph can be either images or spec-

tra. They were labeled using a simple scheme – “imag” followed by a number for
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images and “spec” followed by a number for spectra. The data files are organized in

chronological order. Files pertaining to fluorescence spectra span the range 300-1000

nm and consist of 12,081 rows. A linear relationship between the row number in the

data file and the wavelength was observed and so a typical recalibration consists of

a (linear) fit of a graph featuring the peak positions in wavelengths vs. row number

for the calibration. See Fig. 4.1.
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Figure 4.1: Recalibrated wavelength versus row number in the glow discharge spec-
trum from 6-Jun-2014. Linear fit added for clarity.

The methodology to analyze the data is the following: the region of interest was

defined to include the d3Σ+
u → b3Πg (0-0) transition and a lorentzian line profile

was fitted to its Q- and P-branches, subtracting a constant baseline when necessary.

Then the lineshift ∆λ of the lines of the transition (with respect to the calibra-

tion standard) measured using the P- and Q-branches as well as the linewidth of

each rotational line, quantified via the full-width half maximum (FWHM) of the

lorentzian lines, are both investigated as a function of pressure for each isotherm.

The open-source curve fitting software Fityk v. 0.9.8 and 1.2.1 was chosen to carry

out the fitting procedure.

An example of the fitting is shown in Fig. 4.2.

The raw spectra from the spectrograph can be interpreted as the convolution

of the physical spectrum and the profile of the spectrograph’s slit [14]. If the real

spectrum and the profile of the slit are assumed to bear a lorentzian line profile3,

3An ideal slit would bear a rectangular line profile; however, a lorentzian or a gaussian bear
more resemblance to an actual slit.
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Figure 4.2: Fit of spectrum 4 from 22-Sept-2014 (T = 3.8 K, P = 2.30 bar) by Fityk.
The calibrated datafile is represented in black dots; the overall fit is represented by
a red-dashed line and the lorentzian components by blue-dashed lines.

then the convolution is another lorentzian whose linewidth equals the sum of the

linewidths of the component linewidths4. The analogous result for the convolu-

tion of two gaussians would produce a pythagorean relationship between the three

linewidths involved; a lorentzian line profile is thus chosen in view of the simpler

relationship between convoluting linewidths discussed above.

The analysis presented in this chapter is centered around the d3Σ+
u → b3Πg (0-0)

transition. This is a transition of interest because it is known to show up in the

spectrum of liquid helium and also because it has been extensively reviewed in the

literature [28, 81, 97, 41, 40, 68, 25, 106, 19].

4.3 Glow discharge calibration spectra and nor-

malization

An example of a recalibrated glow discharge spectrum is shown in Fig. 4.3.

The lines in this glow discharge spectrum have been matched to the positions of

the atomic lines from NIST [72]. The lines employed to recalibrate our spectra are

shown in Table 4.1.

4This fact can be proved via a simple algebraic calculation.
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Figure 4.3: Overview of a normalized and calibrated glow discharge spectrum. This
spectrum was recorded on 8 September 2014 at room temperature and at about 80
mbar. Important transitions indicated. Cf. Appendix C. Glow discharge spectra
like this were utilized to recalibrate corona discharge spectra.

NIST wavelength (nm) Species
587.56 atomic helium
656.27 Hα (n = 3→ n = 2, atomic hydrogen)
667.81 atomic helium
706.51 atomic helium
728.13 atomic helium

Table 4.1: Transitions utilized for recalibrating the spectra. Hydrogen makes it to
this list because H impurities are inevitably contained in N6 He, but disappear at
low temperatures (below 20 K) upon solidification.
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4.3.1 Line positions of the molecular transition of interest

In this subsection we shall make a digression to report the positions of the rota-

tional lines that make up the d3Σ+
u → b3Πg (0-0) transition obtained with the glow

discharge technique described above.

Rotational line Observed value (cm−1) Ginter (cm−1) [40]
P(2) 15604.22 15994.63
P(4) 15574.40 15564.60
P(6) 15543.66 15534.14
P(8) 15513.01 15503.33
P(10) 15481.99 15472.23

Table 4.2: Positions of the rotational P-lines of the transition of interest. The
observed line positions exhibit a 10 cm−1 shift with respect to previously reported
values of the line position.

From Table 4.2 it follows that there is a discrepancy in the positions of the rota-

tional lines between the values observed in this work and those reported previously

[40]. However, it should be noted that the present data is blue-shifted with respect

to the reported value by a constant amount (10 cm−1). On the other hand, after

recalibration, the atomic lines are shifted by approximately 3 cm−1 with respect to

the NIST values; this is the case by construction, since the atomic lines were chosen

as the recalibration reference.

The exact cause of the shift is not known and it appears to be a systematic error

of the measurement. Regardless, the shift does not have any implications in our

results and conclusions as it only amounts to a constant offset of the spectral lines.

4.4 Gas-phase experiments

Apart from glow discharge spectra, fluorescence spectra of helium were collected in

the gaseous phase at 80 K for pressures in the range 2-25 bar (approximately the

pressure at which rotational resolution was lost).

During these experiments operation voltages ranged between 0.5 and 2 kV (in

negative polarity) and currents ranged approximately between 18 and 460 µA.

Spectroscopic results are displayed in Figs. 4.4 and 4.5. From them we observe

both line broadening and line-shift of the spectral lines and also a broad baseline

and strong molecular lines.

The contributions to the linewidth observed in this phase correspond to pressure

broadening. The line-shift can be explained as follows: pressure has a direct effect

on the density. Higher densities mean that emitters are more strongly influenced by

their surroundings. This interaction has, in turn, an effect on the potential energy
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Figure 4.4: Overview of the spectra for the 80 K isotherm. The different baselines
of the spectra are due to variations in the current while the spectra were being
recorded.
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Figure 4.5: Development of the d3Σ+
u → b3Πg (0-0) transition as a function of

pressure for the 80 K isotherm. Only the 20 bar and 25 bar spectra have been
shifted upwards for clarity (by 0.15 and 0.25 in a.u., respectively).
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curves (of excimers) or the energy levels (of excited atoms) of both initial and final

states, shifting them upwards or downwards.

Fig. 4.5 shows that rotational resolution of this transition vanishes between 14

and 20 bar. According to the ideal gas law, this corresponds to densities between

0.0013 and 0.0018 Å−3 at 80 K. This finding is to be compared to the density of

bulk liquid helium, namely 0.0219 Å−3. See Table E.1 in Appendix E and Fig. D.1

in Appendix D.

4.5 Supercritical phase

Fig. 4.6 defines the region of the PT diagram that in the present work is referred

to as the supercritical regime.
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Figure 4.6: Supercritical data points from Fig. 3.14. The SVP curve of 4He shows
the location of the critical point of 4He relative to the data points.

Experiments in the supercritical phase of helium took place at voltages between

0.50 and 1.50 kV (in negative polarity) and currents in the 6-20 µA range.

Fig. 4.7 shows rotational spectra of the d3Σ+
u → b3Πg (0-0) transition at several

pressures for the 16 K isotherm. As in the gas-phase experiments, broadening and

shift of the spectral lines are observed. However, it should be noted that the ro-

tational resolution vanishes at much earlier pressures than in the gas-phase; in the

case of the 16 K isotherm shown, the rotational resolution is lost between 4.15 and
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6.20 bar, which corresponds to densities between 0.0019 and 0.0028 Å−3 according

to the ideal gas law, which holds far away from the critical temperature of 4He (5.13

K). At 16 K, the Q-branch broadens at a different rate than the P- and R-branches.

It is also interesting to note that the rotational line P(2) merges with the Q-branch

at rather low pressures compared to 80 K; no such effect is observed in the R-branch.

Following the observation of condensation of helium atoms into a cluster around

positive helium ions in the supercritical phase [103], it is hypothesized that in

this temperature region condensation of neutral helium atoms on single excimer

molecules to clusters will begin when the pressure is large enough. At present there

is no theory to ascertain what pressure that would be.
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Figure 4.7: Development of the d3Σ+
u → b3Πg (0-0) transition as a function of

pressure for the 16 K isotherm. Only representative isotherms are shown. The
reference spectrum has been shifted 0.019 a.u. downwards and then scaled by a
factor of 3; the spectrum at 0.27 bar is unchanged; the spectrum at 1.40 bar has
been scaled by a factor of 3; spectra at 2.17, 3.01 and 4.15 bar have been scaled
by a factor of 4; spectra at 6.20 and 6.80 bar have been scaled by a factor of 3.
Said changes have been done for visualization purposes. The reference spectrum is
a glow discharge spectrum like the one in Fig. 4.3 (but recorded on 3-June-2014)
and is meant to showcase an unshifted (line position-wise) benchmark spectrum of
negligible broadening.

4.6 Subcritical phase (gas and normal liquid he-

lium)

In Fig. 4.8 the points in the PT diagram that correspond to normal liquid and sub-

critical gaseous helium are shown; they are collectively referred to as the “subcritical

phase” of helium.
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Figure 4.8: Points from Fig. 3.14 that correspond to the subcritical phase of helium
(which includes either normal liquid or vapor). The SVP curve of 4He is shown to
illustrate the differences in the phases of helium as well as the position of the critical
point.

Ignition voltages in the subcritical phase of helium are about 9.5 kV (in negative

tip polarity). Experiments in the subcritical phase of helium took place at voltages

between 9.5 and 10 kV (in negative tip polarity) and currents were measured to be

less or equal than 1 µA.

A typical overview spectrum at low temperatures is shown in Fig. 4.9. There is a

stark contrast between it and the glow discharge spectrum (that serves as calibration

standard as has been explained above) at room temperature (Fig. 4.3) and the

overview spectra at 80 K (Fig. 4.4): only a few rotational and atomic transitions can

be observed at the low temperatures of subcritical helium that can be characterized

by the following bullet points:

1. atomic lines appear only for n = 3 states or lower;

2. atomic lines appear only for s (spherically symmetric) states;

3. molecular lines originating only from Σ levels appear;

4. d3Σ+
u is the highest populated molecular level;

these pieces of evidence are an indication of a change of structure of the emitters.

Fig. 4.10 contains the most relevant features observed in spectra in the subcritical

phase. The 3.8 K, 4 K and 5 K isotherms are featured; for each of the isotherms
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P
(bar)

T
(K)

No. of
spectrum

Date recorded Scaling
Shift
(a.u.)

0.08 300 4 03 June 2014 50.00 -0.95

0.19 3.8 1 10 September 2014 6.60 0.20

0.80 3.8 2 23 September 2014 3.84 0.53

2.77 3.8 11 18 September 2014 1.00 0.75

3.30 3.8 59 17 September 2014 2.70 1.01

0.19 4.0 21 10 September 2014 1.25 0.25

0.42 4.0 35 11 September 2014 1.44 0.45

0.95 4.0 4 23 September 2014 3.57 0.80

1.78 4.0 12 23 September 2014 4.54 0.90

2.74 4.0 26 18 September 2014 3.70 1.13

3.93 4.0 9 18 September 2014 2.85 1.35

0.22 5.0 42 10 September 2014 1.20 0.20

0.50 5.0 60 11 September 2014 1.80 0.40

1.00 5.0 24 12 September 2014 9.00 0.60

1.59 5.0 54 12 September 2014 2.50 0.90

3.55 5.0 164 19 September 2014 1.20 1.10

5.58 5.0 90 23 September 2014 5.00 1.10

Table 4.3: Scaling and shift factors for the spectra in Figs. 4.10 and 4.11. The
spectrum recorded at 80 mbar corresponds to the reference glow discharge spectrum.
A positive shift corresponds to a shift of the spectrum upwards (intensitywise). The
spectra that were used for the analysis in the present work were obtained in different
days so a systematic error in that respect can be disregarded.
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Figure 4.9: Typical emission spectrum in the cryogenic regime. The spectrum shown
is “spec2” from 23-Sept-2014 (T = 3.89 K and P = 0.80 bar). Several atomic and
rotational transitions have disappeared from the spectrum. In particular, the Hα

line is gone because hydrogen impurities are frozen out at the walls of the cell. The
inset shows a zoom-in of the d3Σ+

u → b3Πg (0-0) transition.

several representative pressures have been chosen and displayed. In Fig. 4.11 a

zoomed in version of Fig. 4.10 is shown.

The following trends are consistently present in the analyzed isotherms:

• The relative separations of the rotational lines of the P-branch remain un-

changed, which means that rotational constants do not change, at least within

the resolution of our experiment.

• The rotational line intensities do not follow a Maxwell-Boltzmann distribution

[18].

• High rotational quantum states are populated (this can be seen from the ex-

istence of P(10), P(12) and so on). Hence, the rotational temperature is con-

siderably higher than that of the surrounding environment.

• The shapes of the P- and Q-rotational lines evolve differently with pressure:

at high pressures the Q-branch remains symmetric but the P-lines become

asymmetric, skewed to the red. Also, at large enough pressures, P(2) and Q-

branch merge completely even before the other lines lose rotational resolution.

• Rotational lines become increasingly broader as the local pressure increases.
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Figure 4.10: Development of the d3Σ+

u → b3Πg (0-0) transition as a function of
pressure for the 3.8, 4 K and 5 K isotherms. The spectra have been scaled and shifted
for visualization purposes (scaling and shift factors detailed in Table 4.3). The P(2)
line at 641 nm can be seen to merge with the Q-branch as pressure increases (see
text and Fig. 4.11). Rotational lines broaden and resolution vanishes progressively
with pressure. Every 20th data point was displayed with a symbol for clarity. The
reference spectrum corresponds to a glow discharge spectrum similar to the one in
Fig. 4.3, but this time recorded on the 3-June-2014.
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Figure 4.11: Zoom-in of the Q-branch and P(2) of Fig. 4.10. The spectra have
been scaled and shifted for visualization purposes (scaling and shift factors detailed
in Table 4.3). The P(2) line merges completely with the Q-branch as pressure
increases. Also, the lineshapes evolve from a symmetric to an asymmetric profile as
a function of pressure. See text. A different number of data points between 5 and
9 on each spectrum have been skipped for clarity (different numbers were chosen to
prevent points from bunching together). The reference spectrum corresponds to a
glow discharge spectrum similar to the one in Fig. 4.3, but this time recorded on
the 3-June-2014.
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The line broadening of the lines will be investigated more closely in Section

4.7.

• Spectral features experience a redshift and then a blueshift as a function of

pressure with respect to the glow discharge spectrum. This will be looked at

more into detail in Section 4.8.

• The R-branch loses rotational resolution at much earlier pressures than the

P-branch.

• The features discussed in the preceding bullet points are shared between Figs.

4.7 and 4.10. The only significant difference is that in the supercritical phase

it was possible to measure higher pressures than in the liquid phase (up to

6.80 bar at 16 K). At such high pressures, the disappearance of rotational

resolution is evident. In spite of the similarities of the phenomena observed

in both phases, it is hypothesized that the physics occurring at subcritical

temperatures is substantially different than for other phases, as will be seen in

Sections 4.7 and 4.8: rotational lines broaden and shift with pressure in a way

that cannot be attributed to classical gas-phase pressure broadening alone but

rather to a combination of classical pressure broadening and a cage effect due

to clustering.

• Upon comparison of spectra in the subcritical and gaseous phases (Figs. 4.10

and 4.5), it was found that the rotational resolution in the liquid phase vanishes

at much earlier pressures than in the gas-phase. Also, the resolution of the

R-branch seems to be lost at the same time than the P-branch, contrary to

what happens in the liquid phase (compare 14 bar at 80 K and 2.77 bar at 3.8

K). The first four features stated in this list for the liquid phase are present

also at 80 K.

• Fig. 4.10 can be related to published results by other authors:

– In luminescence spectroscopy studies of liquid and cold gaseous helium

excited by an electron beam, Dennis and coworkers found that the tran-

sition under study bore no rotational resolution in the liquid phase. See

Fig. 1.7. This is not in agreement with the observation in Fig. 4.10.

However, in both cases, it is possible to observe red and blue shifts of the

spectral features with respect to the reference values.

– In helium droplets excited with synchrotron radiation it was found that

the luminescence spectrum of helium droplets bears an isotopic as well

as a size dependence. In particular, the spectrum of a large 4He droplet
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FIG. 2. Luminescence spectrum of 3He (A) and 4He (B)
droplets of the size N � 30 000 and N � 107, respectively,
excited at 23.39 eV are shown. The 3He molecular features (A)
are clearly broadened with respect to Fig. 1. For 4He (B) two
components in the luminescence spectrum can be distinguished.
The sharp lines resemble the features in Fig. 1. The broad
feature (arrow) is very similar to the luminescence spectrum of
bulk liquid helium. The dotted line is an arbitrary fit.

The luminescence spectrum of 3He droplets contain-
ing 30 000 atoms shows the same sharp, unshifted atomic
3d1D ! 2p1P line, which is caused by the emission of
desorbed excited He atoms. The molecular features, on
the other hand, exhibit larger differences with respect to
the smaller clusters of N � 10 000. The sharp lines of the
D1S1

u ! B1Pg transition seem to be nearly completely
overlapped by broadened structures. (This can be best
seen when comparing the Q branch in Fig. 1A with that
in Fig. 2A.) Although luminescence studies of liquid 3He
analogous to those performed by Dennis et al. [9,10] have
not been performed yet, it is reasonable to assign the broad-
ened feature to the D1S1

u ! B1Pg transition of 3He2
molecules enclosed in bubbles. The lines are only mar-
ginally blueshifted (�0.1 0.2 nm) and the envelope still
reveals single resolved line patterns indicating that the ex-
cited molecular states are only very weakly perturbed, at
least much less than for liquid 4He. Hence, the bubble
radius must be larger, which is expected at least from
the lower surface tension g � 1.7 3 1028 J�cm2 of liq-
uid 3He with respect to g � 3.6 3 1028 J�cm2 for liq-
uid 4He [21]. The rotationally resolved line spectrum
of the molecules enclosed in bubbles within 3He droplets
emission allows one to check their rotational temperature.
We cannot as yet simulate the emission spectrum of 3He2
molecules in bubbles within 3He droplets precisely. It
is, however, possible to convolute the simulated spectrum
of the free molecule with a Gaussian function to account

roughly for the broadened features. The rotational tem-
perature obtained in this manner is 350 K (635 K) and
similar to that of the desorbed molecules.

The observation of molecules emitting inside bubbles
within He clusters and our findings of the size dependence
of these processes give strong evidence that after electronic
excitation the energy is first transferred into excited atomic
and molecular states along with the formation of bubbles
around them. If this occurs at or close to the surface, the
bubbles would certainly not be formed completely or they
would collapse immediately followed by subsequent de-
sorption of the excited species. The spectra of the large
droplets indicate that in their interior, in contrast, the
bubbles remain stable, at least on a time scale similar to
the radiative lifetime which is in the order of 10 ns [10].
A rough estimate of the time needed to create a bubble
around an excited He atom or molecule may be derived
by comparing it with the time calculated for the analogous
case of an electron immersed into liquid helium which is
3.89 ps for liquid 4He and 3.97 ps for liquid 3He [21].

The y � 0 D1S1
u state has an energy of 20.57 eV,

which is 2.82 eV below the excitation energy (23.39 eV).
This means that nonradiative decay must be responsible
for the population of the emitting state releasing the ex-
cess energy of 2.82 eV into phonons, whereupon 5000 He
atoms are evaporated. These decay processes must be very
efficient, because the emission from higher lying states is
only very weak. We conclude, therefore, that the forma-
tion of the bubble interrupts the nonradiative decay causing
the relatively high quantum yield of the vis/ir emission.
The total quantum yield of the vis/ir luminescence with
respect to the vuv fluorescence has been determined at
10%–20% [22].

At present we cannot give a conclusive interpretation
for the observed Boltzmann distribution of the rotational
line intensities. The similarity between the rotational tem-
peratures of the molecules inside and outside the clusters
excludes that the molecules gain their internal energy from
the energy which is stored inside the bubble and which be-
comes available when the bubble collapses. The energy of
the bubble mainly stems from the surface tension and has
been estimated for liquid 4He to 30 meV corresponding to
350 K [12]. It is more likely that the formation process
accounts for the temperature of 350 K. This means that in
principle a He molecule could have any energy between
30 mV (0.4 K) and the excess energy of 2.79 eV. We
ought to mention that other groups also observe unusual
high rotational temperatures when exciting molecules at
the surface of 4He clusters [23,24].

In the case of 4He droplets it is possible to obtain fur-
ther information about the transport of the bubbles using
the intensity ratio of the luminescence features, the radia-
tive lifetime t, and the droplet diameter. From the fact that
excited metastable He atoms and molecules move ballis-
tically through superfluid 4He [8] we can assume that an
excited molecule located in a bubble, which was created

233401-3 233401-3

Figure 4.12: D1Σ+
u → B1Πg (0-0) transition observed in the luminescence spectrum

of 3He (top panel) and 4He (bottom panel) droplets. Sizes indicated. The spectrum
in panel B can be interpreted as the superposition of excimer emission inside bubbles
in the droplet (sharp lines) and emission from molecules desorbed from the bubble
(broad feature marked by arrow). Reproduced from Fig. 2 of [110].

(107 atoms) exhibits a broad feature that resembles the spectrum of bulk

liquid helium (see Fig. 4.12); it was interpreted as the emission from a

bubble within a large 4He droplet. Emission observed at large pressures

in Fig. 4.10 bears resemblances to said emission from a bubble. However,

the shift observed in this work is not as large as the shift in [110].

– Sharp rotational lines in the corona discharge emission of the d3Σ+
u →

b3Πg (0-0) transition have been observed at 4.2 K and 1.0 bar (see Fig.

1.9). A blueshift for increasingly large pressures was observed in that

work for the 33S → 23P (706.1 nm) line, but no such study was carried

out for the molecular transition under study here.

4.7 Linewidth versus pressure

To investigate the physical origin of our observations, the linewidth of the P- and

Q-lines of the transition of interest was analyzed as a function of pressure and

temperature. This analysis was challenging because of the limited resolution of the

spectrometer (0.1 nm), changes in the line shape (that is, the transition from a

symmetric into an asymmetric line shape) and the uncertainty inherent to fits at

large pressures, where rotational resolution is (almost) lost and the definition of each

line becomes ambiguous.

By fitting lorentzians to selected atomic transitions in the calibration standard
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(the glow discharge, which was recorded at vanishing pressures) an average linewidth

of 0.20 nm was found. This linewidth is interpreted as the system’s response function

(in this context system means the whole optical setup, in this case dominated by

the slit width). The deconvoluted linewidth is, then, the linewidth of any given line

minus the linewidth of the system’s response function.

For the d3Σ+
u → b3Πg (0-0) transition the rotational lines P(4) and P(6) have

been found to be the most suitable for analysis: P(2) merges relatively early with

Q-branch and P(8) and P(10) are sometimes too distorted to provide a reasonable

measure of the line broadening.
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Figure 4.13: Linewidth of the P- rotational lines for isotherms in different phases
of helium. This value corresponds to the mean of the linewidths of P(4) and P(6).
Trend-lines added for convenience.

Fig. 4.13 shows a comparison of the line broadening of the P-lines in different

thermodynamic states; it also shows that the sub/supercritical phases exhibit a

much stronger dependence of the linewidth on pressure than the gaseous phase.

This observation suggests that the measured line broadening cannot be explained

on classical pressure-broadening of single excimer molecules in a dense gas alone (a

density effect); this is easily proved in Fig. 4.14, by investigating the linewidth as a

function of the mass density; it shows that different isotherms at any given density

exhibit different line broadenings thus demonstrating that pressure-broadening is

not the only mechanism contributing towards line broadening.

Fig. 4.15 shows the deconvoluted linewidth vs. P for selected isotherms in the

subcritical phase of helium. In the pressure range where helium is liquid, the slopes

of the trend-lines for the three different isotherms do not differ appreciably and so
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Figure 4.14: Linewidth of the P- rotational lines for 5.2, 16 and 80 K isotherms
as a function of the number density. The 5.2 K isotherm is made up of data from
the 5.0 K isotherm and the taking the temperature of the plasma as 5.2 K is a
working hypothesis. Only points concerning the vapor phase of the 5 K isotherm
are considered because after crossing the phase boundary, the density of the species
is fairly inhomogeneous since in the immediate neighborhood of the excimer there
is empty space (the bubble) and thereafter, the solvation shells of the bubble.

0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0

0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

1 . 2 P - b r a n c h

 

 
 3 . 8  K
 4  K
 5  K

De
co

nv
olu

ted
 lin

ew
idt

h (
nm

)

P  ( b a r )

v a p o r

l i q u i d  p h a s e
o f  h e l i u m

v a p o r - l i q u i d  p h a s e
t r a n s i t i o n  o f  h e l i u m  a t

3 . 8  K 4 . 0  K

5 . 0  K

Figure 4.15: Linewidth of the P- rotational lines for selected isotherms below the
critical point of helium. The linewidth shown is the mean of the linewidths of P(4)
and P(6). Trend-lines fashioned as dotted lines were added as a guide to the eye. For
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the temperatures indicated in the Figure.
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one is led to conclude that the same broadening mechanism (apart from pressure

broadening) is acting at this scale.

0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0 4 . 5
0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

1 . 2

 

 
 3 . 8  K
 4 . 0  K
 5 . 0  K
 1 6  K
 8 0  K

De
co

nv
olu

ted
 lin

ew
idt

h (
nm

)

P  ( b a r )

Q - b r a n c h

Figure 4.16: Linewidth of the Q-branch for isotherms in various thermodynamic
states of helium as a function of pressure.

The linewidth of the Q-branch of the transition of interest has been investigated

too. This is valid even though the Q-branch is the superposition of many different

lines. The measured linewidth in this way is close to the expected width of a

single Q-line because the separation between them is small. Fig. 4.16 shows the

deconvoluted linewidth as a function of pressure for the same isotherms as in Figs.

4.13 and 4.15. The points follow linear trends but unfortunately gaps are left where

a phase transition is expected to occur; more data points are required in order to

investigate the hypothesized phase boundary. Isotherms in the sub/supercritical

regimes exhibit a similar dependence on pressure, reflected on them having similar

slopes.

Linewidths of P- and Q-lines are compared in Fig. 4.17 for a temperature bracket

ranging between 3.8 K and 80 K. The slopes of the trend-lines of the P-lines are

very similar so to avoid cluttering only one of them is chosen and compared against

the Q- lines.

4.8 Line-shift versus pressure

This Section contains the line-shift analysis performed on isotherms pertaining to the

phases of helium described above. The lineshift analysis is the measurement of the

lineshift of the P- and Q-branches of the transition (with respect to the calibration
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Figure 4.17: Comparison of the line broadening of P- and Q- rotational lines for
3.8, 4, 5, 16 and 80 K for Q- and P-branches. In order to avoid cluttering, only one
isotherm representing P-branch is shown.

standard) as a function of pressure and temperature. In the case of the P-branch,

the reported value corresponds to the average of the shift of the P-rotational lines.

P(2) was excluded from this analysis because it strongly overlaps with the Q-branch.

In concrete, the lineshift is measured as the reference value (from the calibra-

tion standard) minus the measured peak position of a given rotational line. Hence,

a positive line-shift denotes a change towards shorter wavelengths and is thus in-

terpreted as blue-shift; negative shifts are interpreted as red-shifts. Caution is in

order for larger pressures as the accuracy of the fits decreases with pressure due to

broadening.

Fig. 4.18 compares the lineshift of the rotational lines (measured via the Q-

branch criterion) of representative isotherms in the different phases of helium. It

is apparent that there exist quasi-linear regions in the ∆λ vs. P dependence for

the isotherms. There is a suggestion of a plateau at 80K when P < 6 K that may

warrant further investigation but in the context of the present work is of minor

importance. The Figure also shows that the slope of the linear region of the ∆λ

vs. P is temperature-dependent. There is a stark contrast in the slopes of the

sub/supercritical and the gas phases: the slope of both sub/supercritical phases

is much larger than that of the gas; hence, the latter phase can be thought of

as a classical, pressure broadening-dominated region, whereas the former can be

interpreted as a structure-related regime, dominated by the formation of clusters.

Fig. 4.19 displays ∆λ vs. pressure for isotherms in the 3.8 K - 5 K temperature
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Figure 4.18: Line-shift of the Q-branch for isotherms in the 5 K- 80 K temperature
bracket as a function of pressure. Dashed trend-lines are added for convenience.

bracket (subcritical phase) for Q- and P-branch transitions.

For the Q-branch, a red-shift is observed in the 3.8 K and 4 K isotherms; it is

absent in the 5 K isotherm. After the minimum/plateau region an almost linear blue-

shift with pressure for the coldest isotherms is observed, whereas for 5 K a plateau

is followed by a steady linear blue-shift. The red-shift can be interpreted as the

signature of a structural change (phase transition close to the phase transition from

vapor to liquid helium), namely the growth of a cluster surrounding the excimer.

The steeper linear regime is interpreted as excimers surrounded by a solvation shell

of denser helium embedded in liquid helium (see Fig. 2.9).

The line-shift has also been measured using the P-lines of the transition (see

the bottom panel of Fig. 4.19). In practice this corresponds to the average of the

lineshifts of P(4)-P(10). For the 4 and 5 K isotherms a slight redshift is observed;

however, such redshift is within the error and as such is attributed to a systematic

error in the fitting (lineshift should be negligible for vanishing pressures). In the

4 K isotherm two regions with different slopes are apparent: one of them at low

pressures is identified with a gaseous-like environment for the excimer and the other

one at larger pressures is representative of the solvated state; such change in slopes

cannot be identified for the isotherms at 3.8 and 5 K due to the lack of the necessary

data points to make that claim: the former contains mainly points in the solvated

phase and the latter consists mostly of points in the gaseous phase.

The evidence presented in this Section indicates a change of structure of the

light emitters and it prompts us to postulate the existence of a phase transition

78



0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0

0 1 2 3 4 5 6
- 0 . 1
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4

 3 . 8  K ,  Q - b r a n c h
 4  K ,  Q - b r a n c h
 5  K ,  Q - b r a n c h
 3 . 8  K  ( d i f f e r e n c e )
 4  K  ( d i f f e r e n c e )

Q - b r a n c h

g r o w t h  o f
c l u s t e r s

s o l v a t i o n  o f  
H e *

2 - H e n  c l u s t e r s  i n  
l i q u i d  h e l i u m

 

 

 3 . 8  K
 4  K
 5  K

∆λ
 (n

m)

P  ( b a r )

P - b r a n c h

s o l v a t i o n  o f  
H e *

2  g a s - p o c k e t s  i n  
l i q u i d  h e l i u m

Figure 4.19: Line-shift of the Q-branch (top panel) and P-lines (bottom panel) for
isotherms in the 3.8 K- 5 K interval as a function of pressure. The different regions
in this diagram have been interpreted in terms of growth and solvation of clusters as
indicated. In general, in each isotherm two qualitatively different thermodynamic
regions have been identified: a region in which excimers exist in a gaseous-like
phase (the gas pockets) and a region where the excimers are solvated (identified
by a stronger interaction with the environment or, in other words, a larger slope).
Linear fits have been added in dashed lines; results of the fits are shown in Table
4.8. The ‘difference’ spectrum in the top panel will be explained in Section 4.10.3.
Extrapolation of the trends to vanishing pressures produces (negative) lineshifts for
the P-branch that are within the resolution of the setup and are thus ignored.
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for the excimer-helium mixed system. This phase change consists in the emitters

(either excimers or excited atoms) being trapped (or ‘caged’) into an empty space

in a cluster of helium atoms. An estimation of the loci where said phase transition

occurs is given in Fig. 4.20. The phase transition is expected to occur at slightly

lower pressures than the SVP curve of 4He, but unlike it, it would not end at the

critical point but would rather extend beyond.
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Figure 4.20: Hypothesized phase diagram for the excimer-helium mixed system.
The shaded region between the filled points represents the region in the P-T diagram
where the hypothesized thermodynamic transition for the excimer-helium mixed
system is located; both hollow and filled points represent spectra measured for
each of the indicated isotherms. The SVP curve of 4He (solid line) was added
for comparison. The inset shows the whole phase diagram of 4He.

For small pressures below the phase transition, gas-phase behavior is expected

because of the possibility of local heating. This is expected in the immediate vicinity

of the tip, where a high Joule power dissipation is likely to occur thus increasing the

temperature; on the other hand, at high pressures the presence of additional helium

atoms would force the clusters to boil rather than increase their temperature.

4.9 Error determination in this experiment

The error associated with the determination of lineshifts and linewidths can be

traced to different sources, namely: the error inherent to the mathematical fit-

ting procedure, the asymmetry of the lines, fluctuations in the discharge current,
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T (K) Line Phase Parameter Value
Standard

error
Relative
error (%)

3.8 Q s
Intercept -0.19 0.03 14.9

Slope 0.14 0.01 8.5

4 Q g
Intercept -0.02 0.02 114.4

Slope 0.03 0.04 136.1

4 Q s
Intercept -0.24 0.03 11.9

Slope 0.17 0.01 6.2

5 Q g
Intercept -0.04 0.01 35.0

Slope 0.09 0.02 17.4

5 Q s
Intercept -0.43 0.09 21.3

Slope 0.21 0.02 9.7

3.8 Q d
Intercept 0.02 0.16 715.9

Slope 0.18 0.06 31.0

4 Q d
Intercept 0.10 0.09 90.5

Slope 0.17 0.03 17.8

3.8 P s
Intercept -0.06 0.03 41.5

Slope 0.12 0.01 9.8

4 P g
Intercept -0.04 0.01 23.7

Slope 0.09 0.01 16.4

4 P s
Intercept -0.09 0.03 31.6

Slope 0.13 0.01 7.3

5 P g
Intercept -0.05 0.01 16.0

Slope 0.12 0.01 8.1

Table 4.4: Intercepts and slopes of the linear fits in Fig. 4.19. The phases referred to
in the Table are gaseous (g), solvated (s) and d represents the difference spectrum
for 3.8 K (as per Section 4.10.3); in a ‘solvated’ spectrum, the lineshift featured
is dominated by the solvated state of the excimer, whereas a ‘difference’ spectrum
contains purely solvated features. The relative error is the absolute error divided by
the value of the magnitude (slope or intercept). Slopes in nm/bar and intercepts in
nm.
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changes in temperature and pressure for the duration of the spectra acquisition5 and

the broadening of the spectral lines as a function of pressure and their concomitant

overlap. Error attributable to counting (Poisson error) is negligible in this exper-

iment because the number of counts per accumulation is in the order of hundreds

(or higher); each spectrum is formed of 5-20 accumulations.

Across the different isotherms studied and especially for low pressures, the errors

provided by the fitting routines are exceedingly small (about 5% or less), visually

almost as prominent as the symbols used to represent the data points in Figs. 4.13-

4.19. We will see below that the error provided by a fitting routine does not account

for the whole error associated with the measurement.

Errorwise, linewidths and shifts are very different since the fitting of line positions

(and consequently the determination of lineshifts) is inherently more precise. The

error is dominated by the scattering of the lineshifts and linewidths; this means that

the scattering of the shifts and widths due to changing temperatures and pressures

is greater than the estimated variations in said magnitudes due to the other sources

of error cited at the start of this Section.

The results of this work have been summarized in Figs. 4.13-4.19 and it has

been found that the linewidths and (mainly) the lineshifts follow linear patterns or

progressions. This naturally leads to the problem of fitting straight lines, whose

solution is well known in the literature [14]. An indirect measure of the error would

be naturally given by the goodness of the linear fit, quantified by the R2 factor. For

the lineshift fits said factor ranges between 0.84 and 0.96 (the closer to 1, the better

the linear fit). This is evidence that the linear fit is a fair model for the results

we have obtained. It can also be interpreted as an estimation of the error in this

experiment.

4.10 Structural model and discussion

It has been argued that pressure broadening is not the only mechanism at play to

account for the physics of the rotational line emission. The picture based on the

formation of a bubble and a cluster around the bubble (Cf. Fig. 2.9) to explain the

observed features is elaborated upon in this Section.

4.10.1 Formation of clusters

In the previous Section it has been observed that the Q-branch features a slight

red-shift and then a blue-shift as a function of pressure for certain isotherms at low

5 The temperature variation during a spectrum acquisition is of about 0.2 K for the lowest
temperatures (3.5 and 4.0 K) and becomes less than 0.05 K at the largest temperatures (16 K).
Changes in the temperature of the cell are followed by changes in the pressure of the helium.
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temperatures; see Fig. 4.19. A discontinuity has been observed for the isotherms

at 3.8 K and 4 K. The redshift in Fig. 4.19 indicates a structural change and

is interpreted as a signature of condensation into clusters and the aforementioned

discontinuity as the region of growth of clusters. The hypothesized physical picture is

that for isotherms below the critical temperature of 4He at low pressures, excimers

flow freely in the vapor phase and, at pressures slightly below the SVP curve of

helium, join ground state He atoms forming a void space around the excimer similar

to liquid helium; this suggests the existence of an analogue of the SVP curve of 4He

for condensation of excimers into clusters (see Fig. 4.20). Upon further increase of

the pressure the solvation shell around the bubble is completed. Upon even further

increase the bubble undergoes compression and the excimer is increasingly more

influenced by the neighboring helium atoms until the rotation of the excimer is

completely hindered; it is then that rotational lines get completely smeared out.

For the same model to hold in supercritical helium, the “condensation-SVP”

curve should extend beyond the critical point of 4He. In this way, the higher the

temperature (for example 16 K), the higher the pressure required to establish (or

“condense”) a void around the excimer. Consequently, the transition to the “con-

densed” phase would be obtained at considerably much larger pressures. At such

large pressures signatures of condensation (like a red-shift of the spectral lines) would

probably be overshadowed by other effects (mainly pressure broadening).

4.10.2 Linewidth and lineshift revisited

Depending on the phase, linewidths are taken as signatures of pressure broadening

or caging. In the case of caging, broadening can arise due to asymmetries in the

interparticle potential, whereas lineshifts are interpreted as signs of changes in the

electronic levels of excimers due to interaction with the environment.

The investigation of the linewidth as a function of pressure has shown that in

the sub/supercritical phases of helium there are line-broadening phenomena that

cannot be explained on the basis of density effects (pressure broadening) alone.

The study of the lineshift of the spectral lines produced further indication of

cluster-formation, specifically features overlapping with the Q-branch; trends ob-

served for sub/supercritical phases were completely different than for gaseous (80

K) helium. Isotherms at 3.8 and 4.0 K showed a redshift for features overlapping

with the Q-branch in a PT region consistent with the notion that a phase transition

occurs at pressures lower than the SVP curve of 4He.

However, the P-line positions should show a similar trend to the Q-branch, but

they do not. Our observations can be summarized as follows:

• P- and Q-features exhibit different lineshifts.
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• Q-branch features an asymmetric line-shape.

• Q-branch is broader than P- and R-lines.

The above facts are interpreted as two-spectra being superimposed. In this

framework, the P-, Q- and R-lines observed in free molecules are consistent with

our observations; however, for caged excimers only features centered around the Q-

branch would be observed (this is essentially a rotationally-collapsed spectrum in

line with the observations in pure 3He droplets [94]). The present model is based

on the idea of two kinds of emitters: excimers surviving within gaseous helium

pockets within the liquid helium and, on the other hand, excimers living in bubbles

embedded in liquid helium; the archetype of the former is the sharp spectra we have

observed in the gaseous phase of helium, and the archetype of the latter is the broad,

unresolved spectrum observed by Dennis and coworkers. Both kinds of emitters emit

a characteristic kind of spectrum and the total spectrum is the linear superposition

of the two different contributions. If we were able to model the contribution from

excimers in gas pockets then we would also be in position to indirectly model the

contribution of the excimers in liquid helium and also we would be able to estimate

the relative contribution of emitters in different thermodynamic states.

To explain our observations we consider regions in the cell of different tem-

peratures. A temperature gradient is not unreasonable to expect because of the

possibility of local heating in the vicinity of the tip and thus the formation of gas

pockets within the liquid helium.

In the context of this experiment, the discrepancy in the outcome of the P-

and Q-lines’ shift vs. P could be interpreted as evidence supporting the existence

of emitters embedded in different environments; since the observed spectrum is

the linear superposition of all the contributions it becomes a formidable task to

disentangle the contributions of different emitters; this is attempted in the next

Subsection.

4.10.3 Simulation of the different contributions to the spec-

tra

In this Subsection we have attempted to disentangle the different contributions made

to the spectrum of the d3Σ+
u → b3Πg (0-0) transition by the different emitters in

the cryogenic cell. For that purpose we have utilized a program written on the

Mathematica computing platform by Dr Nelly Bonifaci (CNRS, Grenoble). The

source code has been reproduced with permission from its author in Appendix F.

The program used to simulate the transition in the gas phase works on the basis

of the vibrating rotor model described above. Lineshifts, linewidth of the lines and
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the rotational parameters can be changed by the user and after several trials we have

used the values prescribed by [63] except for the rotational constants of the involved

states. The values we have used are (with units being cm−1 except for Trot):

Teu = 164479 (4.1)

Ωeu = 1728.01 (4.2)

Ωexeu = 36.13 (4.3)

Beu = 7.341 (4.4)

αeu =
224

103
(4.5)

Tel = 148835; (4.6)

Ωel = 1769.07 (4.7)

Ωexel = 35.02 (4.8)

Bel = 7.417 (4.9)

αel =
220

103
(4.10)

Trot = 750 K. (4.11)

The notation utilized above is the same as in the source code. The subscripts

“u” and “l” stand for “upper” and “lower”, respectively6. Therefore, and for the

sake of the example, Teu means Te (with the meaning ascribed to this symbol in

Chapter 2) for the upper state, and similarly for the other magnitudes.

The values of the Hönl-London factors from [70] have also been used in this

simulation.

The idea behind the fitting procedure was to maximize the overlap of P- and

R-lines pertaining to high J-quantum numbers between experimental and simulated

spectra. The result of the fitting and subtraction process outlined above is shown

in Fig. 4.21. It has also been found that the area subtended by the blue curve

is about 20%. This could possibly be interpreted as the excimers in the liquid

phase of helium contributing with said percentage to the total emission, at least in

the channel represented by the transition of interest. It is important to emphasize

that the rotational temperature of the simulation is 750 K, in stark contrast with

the cryogenic environment of the experiment; this is a further confirmation that

the excimer-generation process and light emission occur outside of thermodynamic

equilibrium.

6The upper state is d3Σ+
u and the lower state is b3Πg.
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Figure 4.21: Results of the simulation of the transition of interest for representative
temperatures and pressures. The black line in each panel represents the experimental
data (normalized by a factor); the red curve represents the simulation (in this model,
the contribution from excimers in gas pockets) and the blue curve represents the
difference between each black and red curves (the contribution to the spectrum from
excimers embedded in voids in liquid helium).
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4.10.4 Distribution and localization of energy in a corona

discharge in cryogenic helium

The total heating contribution of the electron-injecting tip (in negative polarity)

is known, but the non-uniform distribution of energy and the dynamics of heat

transport in the setup are not understood.

On an intuitive level it could be expected that the ionization zone of the discharge

will be at a temperature higher than the rest of the helium. In this scenario, the

existence of different environments that will affect differently the excimers in the

liquid helium is viable, thus strengthening the idea of excimers subject to different

thermodynamic conditions. A consequence of this is a potential local boiling of

helium.

It has been observed that the rotational temperature of the excimers in gas

pockets is distinctly different than that of the surrounding liquid helium environment

which means that energy is strongly localized.

4.10.5 Rotational constants

By simulating the rotational spectrum it was found that rotational constants do not

change under the thermodynamic conditions studied. This supports the assignment

to free molecules because Grebenev’s and Sartakov’s work suggest that the excimer

should respond to solvation with a change of the rotational constant.

The spectrum pertaining to the excimers in bubbles (in blue) does not show

rotational features. Following Sartakov [94] it may be interpreted as a ‘rotationally-

collapsed’ spectrum reflecting the caging/solvation of an excimer in condensed he-

lium. The helium solvation shell is made of normal liquid and affects rotating

molecules in a similar way to normal liquid 3He in Sartakov’s experiment. It has

also been found that this spectrum corresponds to a rotational temperature no

greater than 20 K.
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Chapter 5

Conclusions and outlook

In this work we have utilized helium excimers to demonstrate single-molecule spec-

troscopy in liquid helium. We have also produced evidence of spectroscopic signa-

tures for molecule emission within cavities in liquid helium.

Two effects were identified in the emission spectra: a cage effect, which is un-

derstood as the enclosure of an excimer molecule into a 7 Å-large void [29], and is

characterized by a broad, rotationally-unresolved spectrum; on the other hand, a

sharp spectrum, reminiscent of gas-phase emission. The former effect means that

formation of excimer-Hen clusters and a concomitant hindered-rotation were ob-

served; the latter indicates free rotation attributed to molecules in large gas bubbles

of boiling helium.

There is a host of avenues that can be taken to further this research.

Collecting more data points in the region of the hypothesized phase transition

for more isotherms is important for strengthening that finding. It would also allow

us to study the phase transition of a mixed excimer-helium fluid in closer detail.

Equivalent experiments to the ones performed here with reversed (positive) po-

larity can be carried out to investigate the dynamics of clustering and free/hindered

rotation of positive He snowballs in liquid helium.

With minor modifications to the equipment, mobility measurements of electrons

in cavities and helium snowballs can be performed.

The efficiency of the light collection system is close to optimum so there is little

point in modifying the optical layout. However, it is possible to exploit this fact

to perform a cold emission experiment, which would consist of the same setup and

experimental procedure; the only difference is to use voltages below the ignition of

a full corona discharge. A minuscule current would circulate across the cell and

the Joule heating impact of the discharge would diminish greatly, minimizing the

requirement of higher cooling powers. The drawback is that longer exposure times

(in the order of minutes or hours) would be required.

A more serious modification of the experiment involves increasing the cooling
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power available; potentially this would mean using a different cryostat. The purpose

of this change is twofold: on the one hand, an increase in the cooling power would

allow us to study the superfluid transition, and on the other hand it would allow us

to explore the empty regions at large pressures in the phase diagram (see Fig. 3.14)

that were just barely accessible with our setup.

In the superfluid phase of 4He free rotation is expected. However, following

Grebenev’s experiment, it would be possible to expect a non-superfluid layer devel-

oping around the excimer. This would mean a change in the rotational constant of

the helium excimer. Also, by changing the superfluid to normal fluid ratio (in the

1.0 K-Tλ temperature bracket), a development of the spectrum similar to Grebenev’s

(see Fig. 1.5) is expected.

It is possible to probe the absorption transition d3Σ+
u ← a3Σ+

u using a two-

photon excitation scheme (the two photon scheme ensures that the selection rules

are maintained) [34]. This transition could be used to continue the study of hindered

and free rotations in helium.

The results of this work challenge the current knowledge of the potential energy

curve of the helium trimer He∗2-He: it has been reported [29] that said potential

energy curve does not exhibit a minimum; however, the findings of this work suggest

that a minimum does actually exist. This calls for new calculations using more

extended basis sets or a finer grid size.

Finally, the results of this experiments lead us to consider a reinterpretation of

Dennis’ experiment as follows: in his original work, it was stated that the temper-

ature of the liquid helium irradiated with electrons was 1.7 K. It is possible that

at this temperature the normal liquid concentration around the excimers was much

larger than for OCS in 4He clusters and 3He-4He mixtures. The work by Sartakov,

Grebenev, Toennies and Vilesov shows that the temperature has an effect on the

linewidth and it is possible that at 1.7 K the linewidths are too large to be resolved.

Apart from these fundamental reasons, it may be that the impinging electron beam

heated locally the sample. It is then hypothesized that the temperature of Den-

nis’ helium was too high to observe free-rotation, resulting in a loss of rotational

resolution.
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Appendix A

Operation of the pumping station

The methodology for pumping described in this Section has been originally devised

by Robert Limpenny and Dr Gauthier Torricelli.

Assuming that the pumping cart is initially disengaged from the fridge, the

pumping station is operated as follows. Cf. Fig. 3.1.

To start up the pumping system:

• Before starting the operation of the pumping cart, ensure valves PV0, PV1,

PV2, PV4 and PV6 are closed.

• Ensure oil level of the rotary pump is above minimum and clear, that is, no

high levels of condensates (water) in oil which may affect performance/vacuum.

• Start the rotary pump. Wait at least 5 minutes before opening PV0.

• Open PV0 and PV1.

• Wait until reading on CH2 drops to 5×10−2 mbar or lower and then start the

turbopump.

• Check CH2 and CH3 to ensure turbo functioning correctly and running nor-

mally, i.e. allow system to clean up.

To operate the roughing system:

• Check roughing line, close PV0 and open PV2.

• Check pressure of roughing line at CH1 ensuring pressure achieved is 5×10−2

mbar or less.

• During this roughing system check, ensure the turbo backing line pressure

does not go above the critical backing pressure for the turbopump. If there

is a concern, close PV2, wait several seconds, then open PV0 and drop the
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pressure in the backing line of the turbopump. Once the pressures at CH2

and CH3 are at suitable levels, namely CH2 5×10−4 mbar and CH3 less than

5×10−4 mbar, it is then safe to resume the roughing line check process again.

To rough out OVC:

• Connect the pumping line to the refrigerator.

• Ensure turbopump pressures are 5×10−4 mbar on CH2 and less than 5×10−4

mbar on CH3.

• Close PV0, open PV2.

• Pressure at CH1 5×10−2 mbar or less, slowly open PV5 and rough out OVC

to 5×10−2 mbar or less (ideally). While roughing out the OVC ensure turbop-

ump pressures are maintained and adjust cart operation to maintain correct

pressures as required.

• When the OVC is at 5×10−2 mbar or less, close PV2, open PV0, then open

PV3 to continue to evacuate the OVC to below 10−2 mbar.
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Appendix B

Operation of the Heliox AC-V

refrigerator

The following methodology was used to cool down (symbols make reference to Fig.

3.1):

• Close V1 when T < 240 K. This is to use the 3He as an exchange gas and

accelerate the cooling.

• Set the SORB to 35-40 K. For safety, turn off all the heaters if the fridge is to

run overnight.

• Look out for cryogenic pumping. If found, close PV5.

• Wait for the pot to cool down to 4 K.

The steps above describe the operation of the refrigerator down to 4 K. In order

to cool down to 300 mK the operation is as follows:

• Open V1.

• Set HS to 18 K and let it on until SORB cools down below 10 K (usually 6-7

K).

• Close V1.

• Heat SORB to 35-40 K.

• Wait until it stabilizes (35 minutes or more).

• Open briefly V1. Opening V1 has a cooling effect.

• Set SORB to 0 and HS to 18 K.
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Appendix C

Atomic and molecular transitions

of helium

This is an inventory of notorious atomic and molecular transitions of He. Identifi-

cation of the transitions taken from [40, 39, 38] and Table 4.7 of [108].

Transition Wavelength or band-head (nm) Reference
e3Πg → a3Σ+

u (0-0) 465.0 [108]
d3Σ+

u → b3Πg (0-0) 640.1 [108, 40]
D1Σ+

u → B1Πg (0-0) 659.6 [108, 39]
f 3Σ+

u → b3Πg (0-0) 596.0 [108, 40]
C1Σ+

g → A1Σu (0-0) 911 [38]

C1Σ+
g → A1Σu (1-1) 930 [38]

C1Σ+
g → A1Σu (2-2) 950 [38]

c3Σ+
g → a3Σu (0-0) 919 [38]

31P → 21S 501.6 [108]
31D → 21P 667.8 [108]
31S → 21P 728.1 [108]
33P → 23S 388.9 [108]
33D → 23P 587.6 [108]
33S → 23P 706.1 [108]
41P → 21S 396.5 [108]
41D → 21P 492.2 [108]
41S → 21P 504.8 [108]
43P → 23S 318.8 [108]
43D → 23P 447.2 [108]
43S → 23P 471.3 [108]

Table C.1: Transitions of He∗ and He∗2.

94



Appendix D

Densities of liquid helium

Densities in Å−3 for representative loci in the phase diagram of helium are provided

in Fig. D.1. Notice the discontinuity in the values of density at the SVP curve. A

representative value of the densities has been recorded in Table E.1 in Appendix E.
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Figure D.1: Reported densities of helium in the normal liquid and vapor regimes.
The data points used to generate this plot have been taken from [79].
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Appendix E

Relevant physical constants and

helium parameters

Property Symbol Value Reference
Planck’s constant h 6.6256×10−34 Js [5]

Boltzman’s constant k 1.38054×10−23 J/K [5]
Universal gas constant R 8.3143 J K−1mol−1 [5]

Speed of light in vacuum c 2.997925× 10−8 m/s [5]
Elementary electric charge e 1.60210× 10−19 C [5]
Stefan-Boltzman’s constant σ 5.6697×10−8 W/m2K4 [5]

Rydberg constant Ry or R∞ 1.0973731× 107 m−1 [5]
Avogadro constant NA 6.022169× 1023 mol−1 [5]

Bulk liquid 4He density ρbulk 0.0219 Å−3 [51]
4He critical temperature Tc 5.2014 K [85]

4He critical pressure Pc 2.2449 atm [85]
3He λ-temperature Tλ 3× 10−3 K [13]
4He λ-temperature Tλ 2.1720 K [85]

4He atomic mass m4He 4.00260 amu [93]
3He atomic mass m3He 3.01603 amu [93]

Table E.1: Physical constants utilized in this work and relevant parameters of He.
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Appendix F

Shell-scripts and software

This Appendix provides the pieces of software used in this thesis for handling and

analyzing data. Utilized computational platforms were diverse and include shell-

scripting in UNIX/Linux and Mathematica running on Windows.

F.1 Script for normalization

The following script was used to normalize the spectra to the highest peak in the

spectrum.

# Date : September 2014 .

# Pro j e c t : Cryogenic corona d i s cha rge .

# Programs and/ or language ( s ) used : Linux s h e l l−s c r i p t i n g and pyxplot .

# Handling o f the headers : Ignored i f preceded by a hash symbol (#).

# Desc r ip t i on : This program normal i ze s the he i ghe s t peak in

# the spectrum ( u s u a l l y the 706 nm atomic l i n e ) to unity .

# How to use i t : For us ing t h i s s c r i p t i t load the data and the s c r i p t

# i t s e l f onto some d i r e c t o r y on the Snapper f i l e s e r v e r , which has

# pyxplot on i t . Then , on the command l i n e ,

# type ‘ chmod 755 s c r i p t f i l e n a m e ’ and

# run by typing ‘ . / s c r i p t f i l e n a m e ’ .

# Follow the d i r e c t i o n s on the s c r e en .

# The output f i l e s w i l l then appear in the cur rent d i r e c t o r y .

c l e a r

echo ‘ ‘ Hi , t h i s program w i l l normal ize your spec t ra conta ined in the

cur rent d i r e c t o r y ”

echo ‘ ‘ P lease n o t i c e that t h i s program w i l l d e l e t e the f i l e s that

begin with the s t r i n g c a l i b r a t e d s i n c e that i s the format o f

the output f i l e s produced by t h i s s c r i p t ”
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echo ‘ ‘ F i r s t input the f i l e ex t ens i on o f your d a t a f i l e s ( asc ,

dat , txt , e t c ) : ”

read extens i on

echo ‘ ‘You have chosen extens i on $extens ion ”

echo ‘ ‘ Checking that f i l e s with the $extens ion extens i on

e x i s t . . . ”

rm un ca l i b r a t ed no rma l i z ed ∗ . $ extens ion

f o r f i l e in . / ∗ . $ extens ion

do

i f [ −f ”${ f i l e }” ] ;

then

echo ‘ ‘ F i l e s with the s ta t ed extens i on do e x i s t . Carrying on . . . ”

break

e l s e

echo ‘ ‘No f i l e s with the aforement ioned extens i on e x i s t .

P lease run the s c r i p t again . . . ”

e x i t

f i

done

f o r i in ∗ . ‘ echo $extens ion ‘

do

pyxplot << EOF

f i l ename =‘${ i %.∗} . $extens ion ’ # Data f i l ename ; i t has to

# be in the cur rent d i r e c t o r y .

i n t e r p o l a t e s p l i n e exp spectrum ( ) f i l ename u 1 :2

# Acqu i s i t i on and i n t e r p o l a t i o n o f the exper imenta l curve .

#Find the maximum and minimum va lues o f x and y

N data=0 # I n i t i a l i z a t i o n

fo r each datum x , y in f i l ename us ing 1 :2

{

i f N data==0

{
min x data=x

max x data=x

min y data=y

max y data=y

}
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i f x<min x data

{
min x data=x

}

i f x>max x data

{
max x data=x

}

i f y<min y data

{
min y data=y

}

i f y>max y data

{
max y data=y

}

N data++

}

s e t output ‘ unca l i b ra t ed no rma l i z ed $ { i %.∗} . $extens ion ’

# Prepares the output d a t a f i l e . I t w i l l be wr i t t en in to

# the cur rent d i r e c t o r y .

s e t samples 12081 # Number o f data po in t s in the r e s u l t s f i l e .

t abu la t e [ min x data : max x data ]

( exp spectrum ( x)−min y data )/ ( max y data−min y data ) u 1 :2

# The s c r i p t w r i t e s the normal ized data onto the output f i l e .

EOF

done

F.2 Script for recalibration

The following code for recalibration was produced by Dr Mark Watkins.

#!/ bin /bash

unset FILEEXT

unset OFFSET

unset GRADIENT

#
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# s e t the i n i t i a l input v a r i a b l e s f o r the c a l i b r a t i o n

#

u n t i l [ ‘ ‘ ${FILEEXT}” != ‘ ‘” ] ; do

echo ‘ ‘# Enter the f i l e ex t ens i on s t r i n g you

want to do the c a l i b r a t i o n f o r ( i . e . , without the dot ) : ”

read FILEEXT

done

u n t i l [ ‘ ‘ ${OFFSET}” != ‘ ‘” ] ; do

echo ‘ ‘ ”

echo ‘ ‘# Enter the c a l i b r a t i o n y−i n t e r c e p t or constant o f f s e t : ”

read OFFSET

done

u n t i l [ ‘ ‘ ${GRADIENT}” != ‘ ‘” ] ; do

echo ‘ ‘ ”

echo ‘ ‘# Enter the c a l i b r a t i o n grad i ent : ”

read GRADIENT

done

# do the r e c a l i b r a t i o n

f o r i in $ ( l s ∗ . $FILEEXT ) ; do

awk −v GRAD=${GRADIENT} −v OFF=${OFFSET}
‘{ p r i n t f ”%−15s %s \n” , OFF+(GRAD∗NR) , $2 > ” t e m p f i l e ”} ’ $ i

j =‘basename $ i . $FILEEXT‘

mv t e m p f i l e ${ j}−c a l . $FILEEXT

done

unset FILEEXT

unset OFFSET

unset GRADIENT

e x i t 0

F.3 Simulation of the spectrum

The code below pertains to a Mathematica program developed by Dr Nelly Bonifaci

to simulate theoretically the spectrum of the d3Σ+
u → b3Πg (0-0) transition.

The program below was run using Mathematica 9.0.0.0 for Windows. Its input

is an ascii-formatted file, two-columns containing the transition of interest. The

rotational constants and other parameters as well as the linewidth of the different

lines are input manually. The output of this program is a graph containing the

original dataset (scaled by a carefully chosen factor), the fitted spectrum and the
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subtraction of both. The program can be readily modified to export the three

spectra into an ascii datafile to be treated with any other software.

SetDirectory[“C:\\Users\\Luis\\data\\d-to-b triplet simulation”];SetDirectory[“C:\\Users\\Luis\\data\\d-to-b triplet simulation”];SetDirectory[“C:\\Users\\Luis\\data\\d-to-b triplet simulation”];

ClearAll[λexp, Iexperimental, dim, donnée, I0,M,C1,C2,Ed,Eb,ClearAll[λexp, Iexperimental, dim, donnée, I0,M,C1,C2,Ed,Eb,ClearAll[λexp, Iexperimental, dim, donnée, I0,M,C1,C2,Ed,Eb,

BLF,BLF1, h, k, low, up,Flow,Fup, dis]BLF,BLF1, h, k, low, up,Flow,Fup, dis]BLF,BLF1, h, k, low, up,Flow,Fup, dis]

med = Import[“experimental data.dat”];med = Import[“experimental data.dat”];med = Import[“experimental data.dat”];

dim = Dimensions[med][[1]];dim = Dimensions[med][[1]];dim = Dimensions[med][[1]];

λexp = Table[med[[i, 1]], {i, 1, dim}];λexp = Table[med[[i, 1]], {i, 1, dim}];λexp = Table[med[[i, 1]], {i, 1, dim}];

Iexperimental = Table[med[[i, 2]], {i, 1, dim}];Iexperimental = Table[med[[i, 2]], {i, 1, dim}];Iexperimental = Table[med[[i, 2]], {i, 1, dim}];

M0 = Max[Iexperimental];M0 = Max[Iexperimental];M0 = Max[Iexperimental];

donnée = Table [{λexp[[i]], Iexperimental[[i]]} , {i, 1, dim}] ;donnée = Table [{λexp[[i]], Iexperimental[[i]]} , {i, 1, dim}] ;donnée = Table [{λexp[[i]], Iexperimental[[i]]} , {i, 1, dim}] ;

IE = Table
[{
λexp[[i]], Iexperimental[[i]]

M0

}
, {i, 1, dim}

]
;IE = Table

[{
λexp[[i]], Iexperimental[[i]]

M0

}
, {i, 1, dim}

]
;IE = Table

[{
λexp[[i]], Iexperimental[[i]]

M0

}
, {i, 1, dim}

]
;

Export[“experiment.dat”, IE, “Table”];Export[“experiment.dat”, IE, “Table”];Export[“experiment.dat”, IE, “Table”];

I0 = Interpolation[donnée];I0 = Interpolation[donnée];I0 = Interpolation[donnée];

C1 = ListPlot[donnée];C1 = ListPlot[donnée];C1 = ListPlot[donnée];

Teu = 164479;ωeu = 1728.01;ωexeu = 36.13;Beu = 7.341;αeu = 224
103

;Teu = 164479;ωeu = 1728.01;ωexeu = 36.13;Beu = 7.341;αeu = 224
103

;Teu = 164479;ωeu = 1728.01;ωexeu = 36.13;Beu = 7.341;αeu = 224
103

;

Tel = 148835;ωel = 1769.07;ωexel = 35.02;Bel = 7.417;αel = 220
103

;Tel = 148835;ωel = 1769.07;ωexel = 35.02;Bel = 7.417;αel = 220
103

;Tel = 148835;ωel = 1769.07;ωexel = 35.02;Bel = 7.417;αel = 220
103

;

GOu = ωeu

2.
− ωexeu

4.
;GOu = ωeu

2.
− ωexeu

4.
;GOu = ωeu

2.
− ωexeu

4.
;

GOl = 0.5ωel − (0 + 0.5)2ωexel;GOl = 0.5ωel − (0 + 0.5)2ωexel;GOl = 0.5ωel − (0 + 0.5)2ωexel;

labdaup = Teu + GOu;labdaup = Teu + GOu;labdaup = Teu + GOu;

labdalow = Tel + GOl;labdalow = Tel + GOl;labdalow = Tel + GOl;

Bou = Beu − 0.5αeu;Bou = Beu − 0.5αeu;Bou = Beu − 0.5αeu;

Bol = Bel − 0.5αel;Bol = Bel − 0.5αel;Bol = Bel − 0.5αel;

Deu = 4B3
eu

ω2
eu

;Deu = 4B3
eu

ω2
eu

;Deu = 4B3
eu

ω2
eu

;

Del =
4B3

el

ω2
el

;Del =
4B3

el

ω2
el

;Del =
4B3

el

ω2
el

;

βeu = Deu

(
−α2

euωeu

24B3
eu
− 5αeu

Beu
+ 8ωexeu

ωeu

)
;βeu = Deu

(
−α2

euωeu

24B3
eu
− 5αeu

Beu
+ 8ωexeu

ωeu

)
;βeu = Deu

(
−α2

euωeu

24B3
eu
− 5αeu

Beu
+ 8ωexeu

ωeu

)
;

βel = Del

(
−α2

elωel

24B3
el
− 5αel

Bel
+ 8ωexel

ωel

)
;βel = Del

(
−α2

elωel

24B3
el
− 5αel

Bel
+ 8ωexel

ωel

)
;βel = Del

(
−α2

elωel

24B3
el
− 5αel

Bel
+ 8ωexel

ωel

)
;

Dvu = Deu + (0 + 0.5)βeu;Dvu = Deu + (0 + 0.5)βeu;Dvu = Deu + (0 + 0.5)βeu;

Dvl = Del + (0 + 0.5)βel;Dvl = Del + (0 + 0.5)βel;Dvl = Del + (0 + 0.5)βel;

Ed = Table [(k + 1)kBou + (k + 1)2k2 (−Dvu) + labdaup, {k, 1, 55}] ;Ed = Table [(k + 1)kBou + (k + 1)2k2 (−Dvu) + labdaup, {k, 1, 55}] ;Ed = Table [(k + 1)kBou + (k + 1)2k2 (−Dvu) + labdaup, {k, 1, 55}] ;
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Eb = Table [(k + 1)kBol + (k + 1)2k2 (−Dvl) + labdalow, {k, 1, 55}] ;Eb = Table [(k + 1)kBol + (k + 1)2k2 (−Dvl) + labdalow, {k, 1, 55}] ;Eb = Table [(k + 1)kBol + (k + 1)2k2 (−Dvl) + labdalow, {k, 1, 55}] ;

Array[Fup, {100, 100}, {0, 0}];Array[Fup, {100, 100}, {0, 0}];Array[Fup, {100, 100}, {0, 0}];

Array[Flow, {100, 100}, {0, 0}];Array[Flow, {100, 100}, {0, 0}];Array[Flow, {100, 100}, {0, 0}];

up = Table[Fup[i, j] = Ed[[i]], {i, 1, 51}, {j, 0, 50}];up = Table[Fup[i, j] = Ed[[i]], {i, 1, 51}, {j, 0, 50}];up = Table[Fup[i, j] = Ed[[i]], {i, 1, 51}, {j, 0, 50}];

low = Table[Flow[i, j] = Eb[[i]], {i, 1, 51}, {j, 0, 50}];low = Table[Flow[i, j] = Eb[[i]], {i, 1, 51}, {j, 0, 50}];low = Table[Flow[i, j] = Eb[[i]], {i, 1, 51}, {j, 0, 50}];

“P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;“P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;“P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;

FP1 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FP1 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FP1 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];

λFP1 = 107

FP1
;λFP1 = 107

FP1
;λFP1 = 107

FP1
;

Export[“p1.dat”,FP1];Export[“p1.dat”,FP1];Export[“p1.dat”,FP1];

Export [“lambdaP1.dat”, λFP1] ;Export [“lambdaP1.dat”, λFP1] ;Export [“lambdaP1.dat”, λFP1] ;

“P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;“P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;“P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;

FP2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i], {i, 1, 20}];FP2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i], {i, 1, 20}];FP2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i], {i, 1, 20}];

λFP2 = 107

FP2
;λFP2 = 107

FP2
;λFP2 = 107

FP2
;

Export[“p2.dat”,FP2];Export[“p2.dat”,FP2];Export[“p2.dat”,FP2];

Export [“lambdaP2.dat”, λFP2] ;Export [“lambdaP2.dat”, λFP2] ;Export [“lambdaP2.dat”, λFP2] ;

“P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5....”;“P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5....”;“P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5....”;

FP3 = Table[Fup[2i− 1, 2i− 2]− Flow[2i, 2i− 1], {i, 1, 20}];FP3 = Table[Fup[2i− 1, 2i− 2]− Flow[2i, 2i− 1], {i, 1, 20}];FP3 = Table[Fup[2i− 1, 2i− 2]− Flow[2i, 2i− 1], {i, 1, 20}];

λFP3 = 107

FP3
;λFP3 = 107

FP3
;λFP3 = 107

FP3
;

Export[“p3.dat”,FP3];Export[“p3.dat”,FP3];Export[“p3.dat”,FP3];

Export [“lambdaP3.dat”, λFP3] ;Export [“lambdaP3.dat”, λFP3] ;Export [“lambdaP3.dat”, λFP3] ;

“Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....”;“Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....”;“Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....”;

FQ1 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i], {i, 1, 20}];FQ1 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i], {i, 1, 20}];FQ1 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i], {i, 1, 20}];

λFQ1 = 107

FQ1
;λFQ1 = 107

FQ1
;λFQ1 = 107

FQ1
;

Export[“Q1.dat”,FQ1];Export[“Q1.dat”,FQ1];Export[“Q1.dat”,FQ1];

Export [“lambdaQ1.dat”, λFQ1] ;Export [“lambdaQ1.dat”, λFQ1] ;Export [“lambdaQ1.dat”, λFQ1] ;

“Q2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5... jlow=1,3,5....”;“Q2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5... jlow=1,3,5....”;“Q2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5... jlow=1,3,5....”;

FQ2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQ2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQ2 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 1], {i, 1, 20}];

λFQ2 = 107

FQ2
;λFQ2 = 107

FQ2
;λFQ2 = 107

FQ2
;

Export[“Q2.dat”,FQ2];Export[“Q2.dat”,FQ2];Export[“Q2.dat”,FQ2];
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Export [“lambdaQ2.dat”, λFQ2] ;Export [“lambdaQ2.dat”, λFQ2] ;Export [“lambdaQ2.dat”, λFQ2] ;

“Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;“Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;“Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;

FQ3 = Table[Fup[2i+ 1, 2i]− Flow[2i+ 1, 2i], {i, 1, 20}];FQ3 = Table[Fup[2i+ 1, 2i]− Flow[2i+ 1, 2i], {i, 1, 20}];FQ3 = Table[Fup[2i+ 1, 2i]− Flow[2i+ 1, 2i], {i, 1, 20}];

λFQ3 = 107

FQ3
;λFQ3 = 107

FQ3
;λFQ3 = 107

FQ3
;

Export[“Q3.dat”,FP2];Export[“Q3.dat”,FP2];Export[“Q3.dat”,FP2];

Export [“lambdaQ3.dat”, λFQ3] ;Export [“lambdaQ3.dat”, λFQ3] ;Export [“lambdaQ3.dat”, λFQ3] ;

“R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5....”;“R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5....”;“R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5....”;

FR1 = Table[Fup[2i+ 1, 2i+ 2]− Flow[2i, 2i+ 1], {i, 1, 20}];FR1 = Table[Fup[2i+ 1, 2i+ 2]− Flow[2i, 2i+ 1], {i, 1, 20}];FR1 = Table[Fup[2i+ 1, 2i+ 2]− Flow[2i, 2i+ 1], {i, 1, 20}];

λFR1 = 107

FR1
;λFR1 = 107

FR1
;λFR1 = 107

FR1
;

Export[“R1.dat”,FR1];Export[“R1.dat”,FR1];Export[“R1.dat”,FR1];

Export [“lambdaR1.dat”, λFR1] ;Export [“lambdaR1.dat”, λFR1] ;Export [“lambdaR1.dat”, λFR1] ;

“R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6....”;“R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6....”;“R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6....”;

FR2 = Table[Fup[2i+ 1, 2i+ 1]− Flow[2i, 2i], {i, 1, 20}];FR2 = Table[Fup[2i+ 1, 2i+ 1]− Flow[2i, 2i], {i, 1, 20}];FR2 = Table[Fup[2i+ 1, 2i+ 1]− Flow[2i, 2i], {i, 1, 20}];

λFR2 = 107

FR2
;λFR2 = 107

FR2
;λFR2 = 107

FR2
;

Export[“R2.dat”,FR2];Export[“R2.dat”,FR2];Export[“R2.dat”,FR2];

Export [“lambdaR2.dat”, λFR2] ;Export [“lambdaR2.dat”, λFR2] ;Export [“lambdaR2.dat”, λFR2] ;

“R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5....”;“R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5....”;“R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5....”;

FR3 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i− 1], {i, 1, 20}];FR3 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i− 1], {i, 1, 20}];FR3 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i− 1], {i, 1, 20}];

λFR3 = 107

FR3
;λFR3 = 107

FR3
;λFR3 = 107

FR3
;

Export[“R3.dat”,FR3];Export[“R3.dat”,FR3];Export[“R3.dat”,FR3];

Export [“lambdaR3.dat”, λFR3] ;Export [“lambdaR3.dat”, λFR3] ;Export [“lambdaR3.dat”, λFR3] ;

“QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5... jlow=1,3,5....”;“QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5... jlow=1,3,5....”;“QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5... jlow=1,3,5....”;

FQR12 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQR12 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQR12 = Table[Fup[2i− 1, 2i]− Flow[2i− 1, 2i− 1], {i, 1, 20}];

λFQR12 = 107

FQR12
;λFQR12 = 107

FQR12
;λFQR12 = 107

FQR12
;

Export[“QR12.dat”,FQR12];Export[“QR12.dat”,FQR12];Export[“QR12.dat”,FQR12];

Export [“lambdaQR12.dat”, λFQR12] ;Export [“lambdaQR12.dat”, λFQR12] ;Export [“lambdaQR12.dat”, λFQR12] ;

“QR23: kup=1,3,5..., jup=1,3,5...., klow=1,3,5... jlow=0,2,4....”;“QR23: kup=1,3,5..., jup=1,3,5...., klow=1,3,5... jlow=0,2,4....”;“QR23: kup=1,3,5..., jup=1,3,5...., klow=1,3,5... jlow=0,2,4....”;

FQR23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 2], {i, 1, 20}];FQR23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 2], {i, 1, 20}];FQR23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i− 2], {i, 1, 20}];

λFQR23 = 107

FQR23
;λFQR23 = 107

FQR23
;λFQR23 = 107

FQR23
;
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Export[“QR23.dat”,FQR23];Export[“QR23.dat”,FQR23];Export[“QR23.dat”,FQR23];

Export [“lambdaQR23.dat”, λFQR23] ;Export [“lambdaQR23.dat”, λFQR23] ;Export [“lambdaQR23.dat”, λFQR23] ;

“QP21: kup=1,3,5..., jup=1,3,5...,klow=1,3,5... jlow=2,4,6....”;“QP21: kup=1,3,5..., jup=1,3,5...,klow=1,3,5... jlow=2,4,6....”;“QP21: kup=1,3,5..., jup=1,3,5...,klow=1,3,5... jlow=2,4,6....”;

FQP21 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i], {i, 1, 20}];FQP21 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i], {i, 1, 20}];FQP21 = Table[Fup[2i− 1, 2i− 1]− Flow[2i− 1, 2i], {i, 1, 20}];

λFQP21 = 107

FQP21
;λFQP21 = 107

FQP21
;λFQP21 = 107

FQP21
;

Export[“QP21.dat”,FQP21];Export[“QP21.dat”,FQP21];Export[“QP21.dat”,FQP21];

Export [“lambdaQP21.dat”, λFQP21] ;Export [“lambdaQP21.dat”, λFQP21] ;Export [“lambdaQP21.dat”, λFQP21] ;

“QP32: kup=1,3,5..., jup=0,2,4..,klow=1,3,5... jlow=1,3,5....”;“QP32: kup=1,3,5..., jup=0,2,4..,klow=1,3,5... jlow=1,3,5....”;“QP32: kup=1,3,5..., jup=0,2,4..,klow=1,3,5... jlow=1,3,5....”;

FQP32 = Table[Fup[2i− 1, 2i− 2]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQP32 = Table[Fup[2i− 1, 2i− 2]− Flow[2i− 1, 2i− 1], {i, 1, 20}];FQP32 = Table[Fup[2i− 1, 2i− 2]− Flow[2i− 1, 2i− 1], {i, 1, 20}];

λFQP32 = 107

FQP32
;λFQP32 = 107

FQP32
;λFQP32 = 107

FQP32
;

Export[“QP32.dat”,FQP32];Export[“QP32.dat”,FQP32];Export[“QP32.dat”,FQP32];

Export [“lambdaQP32.dat”, λFQP32] ;Export [“lambdaQP32.dat”, λFQP32] ;Export [“lambdaQP32.dat”, λFQP32] ;

“PQ12: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;“PQ12: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;“PQ12: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;

FPQ12 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i], {i, 1, 20}];FPQ12 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i], {i, 1, 20}];FPQ12 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i], {i, 1, 20}];

λFPQ12 = 107

FPQ12
;λFPQ12 = 107

FPQ12
;λFPQ12 = 107

FPQ12
;

Export[“PQ12.dat”,FPQ12];Export[“PQ12.dat”,FPQ12];Export[“PQ12.dat”,FPQ12];

Export [“lambdaPQ12.dat”, λFPQ12] ;Export [“lambdaPQ12.dat”, λFPQ12] ;Export [“lambdaPQ12.dat”, λFPQ12] ;

“PR13: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;“PR13: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;“PR13: kup=1,3,5..., jup=2,4..,klow=2,4,6... jlow=2,4,6....”;

FPR13 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 2], {i, 1, 20}];FPR13 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 2], {i, 1, 20}];FPR13 = Table[Fup[2i− 1, 2i]− Flow[2i, 2i+ 2], {i, 1, 20}];

λFPR13 = 107

FPR13
;λFPR13 = 107

FPR13
;λFPR13 = 107

FPR13
;

Export[“PR13.dat”,FPR13];Export[“PR13.dat”,FPR13];Export[“PR13.dat”,FPR13];

Export [“lambdaPR13.dat”, λFPR13] ;Export [“lambdaPR13.dat”, λFPR13] ;Export [“lambdaPR13.dat”, λFPR13] ;

“PQ23: kup=1,3,5..., jup=1,3,5,....,klow=2,4,6... jlow=1,3,5....”;“PQ23: kup=1,3,5..., jup=1,3,5,....,klow=2,4,6... jlow=1,3,5....”;“PQ23: kup=1,3,5..., jup=1,3,5,....,klow=2,4,6... jlow=1,3,5....”;

FPQ23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i− 1], {i, 1, 20}];FPQ23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i− 1], {i, 1, 20}];FPQ23 = Table[Fup[2i− 1, 2i− 1]− Flow[2i, 2i− 1], {i, 1, 20}];

λFPQ23 = 107

FPQ23
;λFPQ23 = 107

FPQ23
;λFPQ23 = 107

FPQ23
;

Export[“PQ23.dat”,FPQ23];Export[“PQ23.dat”,FPQ23];Export[“PQ23.dat”,FPQ23];

Export [“lambdaPQ23.dat”, λFPQ23] ;Export [“lambdaPQ23.dat”, λFPQ23] ;Export [“lambdaPQ23.dat”, λFPQ23] ;

“RQ21: kup=3,5..., jup=3,5,7..,klow=2,4,6... jlow=3,5,7....”;“RQ21: kup=3,5..., jup=3,5,7..,klow=2,4,6... jlow=3,5,7....”;“RQ21: kup=3,5..., jup=3,5,7..,klow=2,4,6... jlow=3,5,7....”;

FRQ21 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FRQ21 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FRQ21 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];
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λFRQ21 = 107

FRQ21
;λFRQ21 = 107

FRQ21
;λFRQ21 = 107

FRQ21
;

Export[“RQ21.dat”,FRQ21];Export[“RQ21.dat”,FRQ21];Export[“RQ21.dat”,FRQ21];

Export [“lambdaRQ21.dat”, λFRQ21] ;Export [“lambdaRQ21.dat”, λFRQ21] ;Export [“lambdaRQ21.dat”, λFRQ21] ;

“RP31: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=3,5,7....”;“RP31: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=3,5,7....”;“RP31: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=3,5,7....”;

FRP31 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FRP31 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];FRP31 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i+ 1], {i, 1, 20}];

λFRP31 = 107

FRP31
;λFRP31 = 107

FRP31
;λFRP31 = 107

FRP31
;

Export[“RP31.dat”,FRP31];Export[“RP31.dat”,FRP31];Export[“RP31.dat”,FRP31];

Export [“lambdaRP31.dat”, λFRP31] ;Export [“lambdaRP31.dat”, λFRP31] ;Export [“lambdaRP31.dat”, λFRP31] ;

“RQ32: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=2,4,6....”;“RQ32: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=2,4,6....”;“RQ32: kup=3,5..., jup=2,4,6..,klow=2,4,6... jlow=2,4,6....”;

FRQ32 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i], {i, 1, 20}];FRQ32 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i], {i, 1, 20}];FRQ32 = Table[Fup[2i+ 1, 2i]− Flow[2i, 2i], {i, 1, 20}];

λFRQ32 = 107

FRQ32
;λFRQ32 = 107

FRQ32
;λFRQ32 = 107

FRQ32
;

Export[“RQ32.dat”,FRQ32]; Export [“lambdaRQ32.dat”, λFRQ32] ;Export[“RQ32.dat”,FRQ32]; Export [“lambdaRQ32.dat”, λFRQ32] ;Export[“RQ32.dat”,FRQ32]; Export [“lambdaRQ32.dat”, λFRQ32] ;

"calculation of intensity for the general branch"calculation of intensity for the general branch"calculation of intensity for the general branch

with the Honl-London factor, i corresponds towith the Honl-London factor, i corresponds towith the Honl-London factor, i corresponds to

the lower level j";the lower level j";the lower level j";

SP1 = Table
[
i(2i+1)
6(2.i−1)

, {i, 3, 60, 2}
]

;SP1 = Table
[
i(2i+1)
6(2.i−1)

, {i, 3, 60, 2}
]

;SP1 = Table
[
i(2i+1)
6(2.i−1)

, {i, 3, 60, 2}
]

;

SP2 = Table
[

(i−1)(i+1)2

6.i2
, {i, 2, 60, 2}

]
;SP2 = Table

[
(i−1)(i+1)2

6.i2
, {i, 2, 60, 2}

]
;SP2 = Table

[
(i−1)(i+1)2

6.i2
, {i, 2, 60, 2}

]
;

SP3 = Table
[

(i+2)(2i−1)
6.(2i+1)

, {i, 1, 60, 2}
]

;SP3 = Table
[

(i+2)(2i−1)
6.(2i+1)

, {i, 1, 60, 2}
]

;SP3 = Table
[

(i+2)(2i−1)
6.(2i+1)

, {i, 1, 60, 2}
]

;

SQ1 = Table
[

(2i+1)(i−1)(i+1)
6.i2

, {i, 2, 60, 2}
]

;SQ1 = Table
[

(2i+1)(i−1)(i+1)
6.i2

, {i, 2, 60, 2}
]

;SQ1 = Table
[

(2i+1)(i−1)(i+1)
6.i2

, {i, 2, 60, 2}
]

;

SQ2 = Table

[
(2i+1)(i2+i−1)

2

6.(i+1)2i2
, {i, 1, 60, 2}

]
;SQ2 = Table

[
(2i+1)(i2+i−1)

2

6.(i+1)2i2
, {i, 1, 60, 2}

]
;SQ2 = Table

[
(2i+1)(i2+i−1)

2

6.(i+1)2i2
, {i, 1, 60, 2}

]
;

SQ3 = Table
[
i(2i+1)(i+2)

6.(i+1)2
, {i, 2, 60, 2}

]
;SQ3 = Table

[
i(2i+1)(i+2)

6.(i+1)2
, {i, 2, 60, 2}

]
;SQ3 = Table

[
i(2i+1)(i+2)

6.(i+1)2
, {i, 2, 60, 2}

]
;

SR1 = Table
[

(2i+3)(i−1)
6.(2i+1)

, {i, 3, 60, 2}
]

;SR1 = Table
[

(2i+3)(i−1)
6.(2i+1)

, {i, 3, 60, 2}
]

;SR1 = Table
[

(2i+3)(i−1)
6.(2i+1)

, {i, 3, 60, 2}
]

;

SR2 = Table
[
i2(i+2)
6.(i+1)2

, {i, 2, 60, 2}
]

;SR2 = Table
[
i2(i+2)
6.(i+1)2

, {i, 2, 60, 2}
]

;SR2 = Table
[
i2(i+2)
6.(i+1)2

, {i, 2, 60, 2}
]

;

SR3 = Table
[

(2i+1)(i+1)
6.(2i+3)

, {i, 1, 60, 2}
]

;SR3 = Table
[

(2i+1)(i+1)
6.(2i+3)

, {i, 1, 60, 2}
]

;SR3 = Table
[

(2i+1)(i+1)
6.(2i+3)

, {i, 1, 60, 2}
]

;

SQR12 = Table
[

2i+3.
6(i+1)2

, {i, 1, 60, 2}
]

;SQR12 = Table
[

2i+3.
6(i+1)2

, {i, 1, 60, 2}
]

;SQR12 = Table
[

2i+3.
6(i+1)2

, {i, 1, 60, 2}
]

;

SQR23 = Table
[

2i+1
6.(i+1)2

, {i, 0, 60, 2}
]

;SQR23 = Table
[

2i+1
6.(i+1)2

, {i, 0, 60, 2}
]

;SQR23 = Table
[

2i+1
6.(i+1)2

, {i, 0, 60, 2}
]

;

SQP21 = Table
[

2i+1
6.i2

, {i, 2, 60, 2}
]

;SQP21 = Table
[

2i+1
6.i2

, {i, 2, 60, 2}
]

;SQP21 = Table
[

2i+1
6.i2

, {i, 2, 60, 2}
]

;

SQP32 = Table
[

2i−1
6.i2

, {i, 1, 60, 2}
]

;SQP32 = Table
[

2i−1
6.i2

, {i, 1, 60, 2}
]

;SQP32 = Table
[

2i−1
6.i2

, {i, 1, 60, 2}
]

;

SPQ12 = Table
[
i+1
6.i2
, {i, 2, 60, 2}

]
;SPQ12 = Table

[
i+1
6.i2
, {i, 2, 60, 2}

]
;SPQ12 = Table

[
i+1
6.i2
, {i, 2, 60, 2}

]
;
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SPQ23 = Table
[

i+2
6.(i+1)2

, {i, 1, 60, 2}
]

;SPQ23 = Table
[

i+2
6.(i+1)2

, {i, 1, 60, 2}
]

;SPQ23 = Table
[

i+2
6.(i+1)2

, {i, 1, 60, 2}
]

;

SPR13 = Table
[

i+2
6.(i+1)2(2i+3)(2i+1)

, {i, 1, 60, 2}
]

;SPR13 = Table
[

i+2
6.(i+1)2(2i+3)(2i+1)

, {i, 1, 60, 2}
]

;SPR13 = Table
[

i+2
6.(i+1)2(2i+3)(2i+1)

, {i, 1, 60, 2}
]

;

SRQ21 = Table
[
i−1
6.i2
, {i, 3, 60, 2}

]
;SRQ21 = Table

[
i−1
6.i2
, {i, 3, 60, 2}

]
;SRQ21 = Table

[
i−1
6.i2
, {i, 3, 60, 2}

]
;

SRP31 = Table
[

i−1
6.i2(2i+1)(2i−1)

, {i, 3, 60, 2}
]

;SRP31 = Table
[

i−1
6.i2(2i+1)(2i−1)

, {i, 3, 60, 2}
]

;SRP31 = Table
[

i−1
6.i2(2i+1)(2i−1)

, {i, 3, 60, 2}
]

;

SRQ32 = Table
[

i
6.(i+1)2

, {i, 2, 60, 2}
]

;SRQ32 = Table
[

i
6.(i+1)2

, {i, 2, 60, 2}
]

;SRQ32 = Table
[

i
6.(i+1)2

, {i, 2, 60, 2}
]

;

“Bolztman distribution”;“Bolztman distribution”;“Bolztman distribution”;

h = 6.626
1034

; c = 3 1010; k = 1.38
1023

;h = 6.626
1034

; c = 3 1010; k = 1.38
1023

;h = 6.626
1034

; c = 3 1010; k = 1.38
1023

;

∆λ = 1.95;∆λ = 1.95;∆λ = 1.95;

De = 1.1;T = 750;De = 1.1;T = 750;De = 1.1;T = 750;

Array[BLF, {100, 100}, {0, 0}];Array[BLF, {100, 100}, {0, 0}];Array[BLF, {100, 100}, {0, 0}];

“F(k=1)=F(i=1)”;“F(k=1)=F(i=1)”;“F(k=1)=F(i=1)”;

BLF1 = Table
[
e−

chEd[[i]]
kT , {i, 1, 52}

]
;BLF1 = Table

[
e−

chEd[[i]]
kT , {i, 1, 52}

]
;BLF1 = Table

[
e−

chEd[[i]]
kT , {i, 1, 52}

]
;

dis = Table[BLF[i, j] = BLF1[[i]], {i, 1, 51}, {j, 0, 50}];dis = Table[BLF[i, j] = BLF1[[i]], {i, 1, 51}, {j, 0, 50}];dis = Table[BLF[i, j] = BLF1[[i]], {i, 1, 51}, {j, 0, 50}];

“Lorenz profiles”;“Lorenz profiles”;“Lorenz profiles”;

“PQ1: Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....,”;“PQ1: Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....,”;“PQ1: Q1: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5.... jlow=2,4,6....,”;

PQ1 = Table[BLF[2i− 1, 2i]SQ1[[i]], {i, 1, 20}];PQ1 = Table[BLF[2i− 1, 2i]SQ1[[i]], {i, 1, 20}];PQ1 = Table[BLF[2i− 1, 2i]SQ1[[i]], {i, 1, 20}];

eQ1 = Table
[

PQ1[[i]]
λFQ1[[i]]3

, {i, 1, 10}
]

;eQ1 = Table
[

PQ1[[i]]
λFQ1[[i]]3

, {i, 1, 10}
]

;eQ1 = Table
[

PQ1[[i]]
λFQ1[[i]]3

, {i, 1, 10}
]

;

ProQ12 = Table

[
2∆λeQ1[[1]]

π∆λ(4(De+λexp[[i]]−λFQ1[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ12 = Table

[
2∆λeQ1[[1]]

π∆λ(4(De+λexp[[i]]−λFQ1[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ12 = Table

[
2∆λeQ1[[1]]

π∆λ(4(De+λexp[[i]]−λFQ1[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ14 = Table

[
2∆λeQ1[[2]]

π∆λ(4(De+λexp[[i]]−λFQ1[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ14 = Table

[
2∆λeQ1[[2]]

π∆λ(4(De+λexp[[i]]−λFQ1[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ14 = Table

[
2∆λeQ1[[2]]

π∆λ(4(De+λexp[[i]]−λFQ1[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ16 = Table

[
2∆λeQ1[[3]]

π∆λ(4(De+λexp[[i]]−λFQ1[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ16 = Table

[
2∆λeQ1[[3]]

π∆λ(4(De+λexp[[i]]−λFQ1[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ16 = Table

[
2∆λeQ1[[3]]

π∆λ(4(De+λexp[[i]]−λFQ1[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ18 = Table

[
2∆λeQ1[[4]]

π∆λ(4(De+λexp[[i]]−λFQ1[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ18 = Table

[
2∆λeQ1[[4]]

π∆λ(4(De+λexp[[i]]−λFQ1[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ18 = Table

[
2∆λeQ1[[4]]

π∆λ(4(De+λexp[[i]]−λFQ1[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ110 = Table

[
2∆λeQ1[[5]]

π∆λ(4(De+λexp[[i]]−λFQ1[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ110 = Table

[
2∆λeQ1[[5]]

π∆λ(4(De+λexp[[i]]−λFQ1[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ110 = Table

[
2∆λeQ1[[5]]

π∆λ(4(De+λexp[[i]]−λFQ1[[5]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ112 = Table

[
2∆λeQ1[[6]]

π∆λ(4(De+λexp[[i]]−λFQ1[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ112 = Table

[
2∆λeQ1[[6]]

π∆λ(4(De+λexp[[i]]−λFQ1[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ112 = Table

[
2∆λeQ1[[6]]

π∆λ(4(De+λexp[[i]]−λFQ1[[6]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ114 = Table

[
2∆λeQ1[[7]]

π∆λ(4(De+λexp[[i]]−λFQ1[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ114 = Table

[
2∆λeQ1[[7]]

π∆λ(4(De+λexp[[i]]−λFQ1[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ114 = Table

[
2∆λeQ1[[7]]

π∆λ(4(De+λexp[[i]]−λFQ1[[7]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ116 = Table

[
2∆λeQ1[[8]]

π∆λ(4(De+λexp[[i]]−λFQ1[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ116 = Table

[
2∆λeQ1[[8]]

π∆λ(4(De+λexp[[i]]−λFQ1[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ116 = Table

[
2∆λeQ1[[8]]

π∆λ(4(De+λexp[[i]]−λFQ1[[8]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ118 = Table

[
2∆λeQ1[[9]]

π∆λ(4(De+λexp[[i]]−λFQ1[[9]])2+∆λ2)
, {i, 1, dim}

]
;ProQ118 = Table

[
2∆λeQ1[[9]]

π∆λ(4(De+λexp[[i]]−λFQ1[[9]])2+∆λ2)
, {i, 1, dim}

]
;ProQ118 = Table

[
2∆λeQ1[[9]]

π∆λ(4(De+λexp[[i]]−λFQ1[[9]])2+∆λ2)
, {i, 1, dim}

]
;

IQ1 = ProQ110 + ProQ112 + ProQ114 + ProQ116 + ProQ118+IQ1 = ProQ110 + ProQ112 + ProQ114 + ProQ116 + ProQ118+IQ1 = ProQ110 + ProQ112 + ProQ114 + ProQ116 + ProQ118+
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ProQ12 + ProQ14 + ProQ16 + ProQ18;ProQ12 + ProQ14 + ProQ16 + ProQ18;ProQ12 + ProQ14 + ProQ16 + ProQ18;

“PQ2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5.... jlow=1,3,5....”;“PQ2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5.... jlow=1,3,5....”;“PQ2: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5.... jlow=1,3,5....”;

PQ2 = Table[BLF[2i− 1, 2i− 1]SQ2[[i]], {i, 1, 20}];PQ2 = Table[BLF[2i− 1, 2i− 1]SQ2[[i]], {i, 1, 20}];PQ2 = Table[BLF[2i− 1, 2i− 1]SQ2[[i]], {i, 1, 20}];

eQ2 = Table
[

PQ2[[i]]
λFQ2[[i]]3

, {i, 1, 10}
]

;eQ2 = Table
[

PQ2[[i]]
λFQ2[[i]]3

, {i, 1, 10}
]

;eQ2 = Table
[

PQ2[[i]]
λFQ2[[i]]3

, {i, 1, 10}
]

;

ProQ21 = Table

[
2∆λeQ2[[1]]

π∆λ(4(De+λexp[[i]]−λFQ2[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ21 = Table

[
2∆λeQ2[[1]]

π∆λ(4(De+λexp[[i]]−λFQ2[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ21 = Table

[
2∆λeQ2[[1]]

π∆λ(4(De+λexp[[i]]−λFQ2[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ23 = Table

[
2∆λeQ2[[2]]

π∆λ(4(De+λexp[[i]]−λFQ2[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ23 = Table

[
2∆λeQ2[[2]]

π∆λ(4(De+λexp[[i]]−λFQ2[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ23 = Table

[
2∆λeQ2[[2]]

π∆λ(4(De+λexp[[i]]−λFQ2[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ25 = Table

[
2∆λeQ2[[3]]

π∆λ(4(De+λexp[[i]]−λFQ2[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ25 = Table

[
2∆λeQ2[[3]]

π∆λ(4(De+λexp[[i]]−λFQ2[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ25 = Table

[
2∆λeQ2[[3]]

π∆λ(4(De+λexp[[i]]−λFQ2[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ27 = Table

[
2∆λeQ2[[4]]

π∆λ(4(De+λexp[[i]]−λFQ2[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ27 = Table

[
2∆λeQ2[[4]]

π∆λ(4(De+λexp[[i]]−λFQ2[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ27 = Table

[
2∆λeQ2[[4]]

π∆λ(4(De+λexp[[i]]−λFQ2[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ29 = Table

[
2∆λeQ2[[5]]

π∆λ(4(De+λexp[[i]]−λFQ2[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ29 = Table

[
2∆λeQ2[[5]]

π∆λ(4(De+λexp[[i]]−λFQ2[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ29 = Table

[
2∆λeQ2[[5]]

π∆λ(4(De+λexp[[i]]−λFQ2[[5]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ211 = Table

[
2∆λeQ2[[6]]

π∆λ(4(De+λexp[[i]]−λFQ2[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ211 = Table

[
2∆λeQ2[[6]]

π∆λ(4(De+λexp[[i]]−λFQ2[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ211 = Table

[
2∆λeQ2[[6]]

π∆λ(4(De+λexp[[i]]−λFQ2[[6]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ213 = Table

[
2∆λeQ2[[7]]

π∆λ(4(De+λexp[[i]]−λFQ2[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ213 = Table

[
2∆λeQ2[[7]]

π∆λ(4(De+λexp[[i]]−λFQ2[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ213 = Table

[
2∆λeQ2[[7]]

π∆λ(4(De+λexp[[i]]−λFQ2[[7]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ215 = Table

[
2∆λeQ2[[8]]

π∆λ(4(De+λexp[[i]]−λFQ2[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ215 = Table

[
2∆λeQ2[[8]]

π∆λ(4(De+λexp[[i]]−λFQ2[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ215 = Table

[
2∆λeQ2[[8]]

π∆λ(4(De+λexp[[i]]−λFQ2[[8]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ217 = Table

[
2∆λeQ2[[9]]

π∆λ(4(De+λexp[[i]]−λFQ2[[9]])2+∆λ2)
, {i, 1, dim}

]
;ProQ217 = Table

[
2∆λeQ2[[9]]

π∆λ(4(De+λexp[[i]]−λFQ2[[9]])2+∆λ2)
, {i, 1, dim}

]
;ProQ217 = Table

[
2∆λeQ2[[9]]

π∆λ(4(De+λexp[[i]]−λFQ2[[9]])2+∆λ2)
, {i, 1, dim}

]
;

IQ2 = ProQ21 + ProQ211 + ProQ211 + ProQ213 + ProQ215+IQ2 = ProQ21 + ProQ211 + ProQ211 + ProQ213 + ProQ215+IQ2 = ProQ21 + ProQ211 + ProQ211 + ProQ213 + ProQ215+

ProQ217 + ProQ23 + ProQ25 + ProQ27 + ProQ29;ProQ217 + ProQ23 + ProQ25 + ProQ27 + ProQ29;ProQ217 + ProQ23 + ProQ25 + ProQ27 + ProQ29;

“PQ3: Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;“PQ3: Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;“PQ3: Q3: kup=3,5..., jup=2,4,6.....,klow=3,5... jlow=2,4,6....”;

PQ3 = Table[BLF[2i+ 1, 2i]SQ3[[i]], {i, 1, 20}];PQ3 = Table[BLF[2i+ 1, 2i]SQ3[[i]], {i, 1, 20}];PQ3 = Table[BLF[2i+ 1, 2i]SQ3[[i]], {i, 1, 20}];

eQ3 = Table
[

PQ3[[i]]
λFQ3[[i]]3

, {i, 1, 10}
]

;eQ3 = Table
[

PQ3[[i]]
λFQ3[[i]]3

, {i, 1, 10}
]

;eQ3 = Table
[

PQ3[[i]]
λFQ3[[i]]3

, {i, 1, 10}
]

;

ProQ32 = Table

[
2∆λeQ3[[1]]

π∆λ(4(De+λexp[[i]]−λFQ3[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ32 = Table

[
2∆λeQ3[[1]]

π∆λ(4(De+λexp[[i]]−λFQ3[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQ32 = Table

[
2∆λeQ3[[1]]

π∆λ(4(De+λexp[[i]]−λFQ3[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ34 = Table

[
2∆λeQ3[[2]]

π∆λ(4(De+λexp[[i]]−λFQ3[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ34 = Table

[
2∆λeQ3[[2]]

π∆λ(4(De+λexp[[i]]−λFQ3[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQ34 = Table

[
2∆λeQ3[[2]]

π∆λ(4(De+λexp[[i]]−λFQ3[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ36 = Table

[
2∆λeQ3[[3]]

π∆λ(4(De+λexp[[i]]−λFQ3[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ36 = Table

[
2∆λeQ3[[3]]

π∆λ(4(De+λexp[[i]]−λFQ3[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQ36 = Table

[
2∆λeQ3[[3]]

π∆λ(4(De+λexp[[i]]−λFQ3[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ38 = Table

[
2∆λeQ3[[4]]

π∆λ(4(De+λexp[[i]]−λFQ3[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ38 = Table

[
2∆λeQ3[[4]]

π∆λ(4(De+λexp[[i]]−λFQ3[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQ38 = Table

[
2∆λeQ3[[4]]

π∆λ(4(De+λexp[[i]]−λFQ3[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ310 = Table

[
2∆λeQ3[[5]]

π∆λ(4(De+λexp[[i]]−λFQ3[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ310 = Table

[
2∆λeQ3[[5]]

π∆λ(4(De+λexp[[i]]−λFQ3[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQ310 = Table

[
2∆λeQ3[[5]]

π∆λ(4(De+λexp[[i]]−λFQ3[[5]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ312 = Table

[
2∆λeQ3[[6]]

π∆λ(4(De+λexp[[i]]−λFQ3[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ312 = Table

[
2∆λeQ3[[6]]

π∆λ(4(De+λexp[[i]]−λFQ3[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQ312 = Table

[
2∆λeQ3[[6]]

π∆λ(4(De+λexp[[i]]−λFQ3[[6]])2+∆λ2)
, {i, 1, dim}

]
;

ProQ314 = Table

[
2∆λeQ3[[7]]

π∆λ(4(De+λexp[[i]]−λFQ3[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ314 = Table

[
2∆λeQ3[[7]]

π∆λ(4(De+λexp[[i]]−λFQ3[[7]])2+∆λ2)
, {i, 1, dim}

]
;ProQ314 = Table

[
2∆λeQ3[[7]]

π∆λ(4(De+λexp[[i]]−λFQ3[[7]])2+∆λ2)
, {i, 1, dim}

]
;
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ProQ316 = Table

[
2∆λeQ3[[8]]

π∆λ(4(De+λexp[[i]]−λFQ3[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ316 = Table

[
2∆λeQ3[[8]]

π∆λ(4(De+λexp[[i]]−λFQ3[[8]])2+∆λ2)
, {i, 1, dim}

]
;ProQ316 = Table

[
2∆λeQ3[[8]]

π∆λ(4(De+λexp[[i]]−λFQ3[[8]])2+∆λ2)
, {i, 1, dim}

]
;

IQ3 = ProQ310 + ProQ312 + ProQ314 + ProQ316+IQ3 = ProQ310 + ProQ312 + ProQ314 + ProQ316+IQ3 = ProQ310 + ProQ312 + ProQ314 + ProQ316+

ProQ32 + ProQ34 + ProQ36 + ProQ38;ProQ32 + ProQ34 + ProQ36 + ProQ38;ProQ32 + ProQ34 + ProQ36 + ProQ38;

“PP1: P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;“PP1: P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;“PP1: P1: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=3,5...”;

PP1 = Table[BLF[2i− 1, 2i]SP1[[i]], {i, 1, 20}];PP1 = Table[BLF[2i− 1, 2i]SP1[[i]], {i, 1, 20}];PP1 = Table[BLF[2i− 1, 2i]SP1[[i]], {i, 1, 20}];

eP1 = Table
[

PP1[[i]]
λFP1[[i]]3

, {i, 1, 15}
]

;eP1 = Table
[

PP1[[i]]
λFP1[[i]]3

, {i, 1, 15}
]

;eP1 = Table
[

PP1[[i]]
λFP1[[i]]3

, {i, 1, 15}
]

;

ProP12 = Table
[

2∆λeP1[[1]]
π∆λ(4(De+λexp[[i]]−λFP1[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP12 = Table
[

2∆λeP1[[1]]
π∆λ(4(De+λexp[[i]]−λFP1[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP12 = Table
[

2∆λeP1[[1]]
π∆λ(4(De+λexp[[i]]−λFP1[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProP14 = Table
[

2∆λeP1[[2]]
π∆λ(4(De+λexp[[i]]−λFP1[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP14 = Table
[

2∆λeP1[[2]]
π∆λ(4(De+λexp[[i]]−λFP1[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP14 = Table
[

2∆λeP1[[2]]
π∆λ(4(De+λexp[[i]]−λFP1[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProP16 = Table
[

2∆λeP1[[3]]
π∆λ(4(De+λexp[[i]]−λFP1[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP16 = Table
[

2∆λeP1[[3]]
π∆λ(4(De+λexp[[i]]−λFP1[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP16 = Table
[

2∆λeP1[[3]]
π∆λ(4(De+λexp[[i]]−λFP1[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProP18 = Table
[

2∆λeP1[[4]]
π∆λ(4(De+λexp[[i]]−λFP1[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP18 = Table
[

2∆λeP1[[4]]
π∆λ(4(De+λexp[[i]]−λFP1[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP18 = Table
[

2∆λeP1[[4]]
π∆λ(4(De+λexp[[i]]−λFP1[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProP110 = Table
[

2∆λeP1[[5]]
π∆λ(4(De+λexp[[i]]−λFP1[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP110 = Table
[

2∆λeP1[[5]]
π∆λ(4(De+λexp[[i]]−λFP1[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP110 = Table
[

2∆λeP1[[5]]
π∆λ(4(De+λexp[[i]]−λFP1[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProP112 = Table
[

2∆λeP1[[6]]
π∆λ(4(De+λexp[[i]]−λFP1[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP112 = Table
[

2∆λeP1[[6]]
π∆λ(4(De+λexp[[i]]−λFP1[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP112 = Table
[

2∆λeP1[[6]]
π∆λ(4(De+λexp[[i]]−λFP1[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProP114 = Table
[

2∆λeP1[[7]]
π∆λ(4(De+λexp[[i]]−λFP1[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP114 = Table
[

2∆λeP1[[7]]
π∆λ(4(De+λexp[[i]]−λFP1[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP114 = Table
[

2∆λeP1[[7]]
π∆λ(4(De+λexp[[i]]−λFP1[[7]])2+∆λ2)

, {i, 1, dim}
]

;

ProP116 = Table
[

2∆λeP1[[8]]
π∆λ(4(De+λexp[[i]]−λFP1[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProP116 = Table
[

2∆λeP1[[8]]
π∆λ(4(De+λexp[[i]]−λFP1[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProP116 = Table
[

2∆λeP1[[8]]
π∆λ(4(De+λexp[[i]]−λFP1[[8]])2+∆λ2)

, {i, 1, dim}
]

;

ProP118 = Table
[

2∆λeP1[[9]]
π∆λ(4(De+λexp[[i]]−λFP1[[9]])2+∆λ2)

, {i, 1, dim}
]

;ProP118 = Table
[

2∆λeP1[[9]]
π∆λ(4(De+λexp[[i]]−λFP1[[9]])2+∆λ2)

, {i, 1, dim}
]

;ProP118 = Table
[

2∆λeP1[[9]]
π∆λ(4(De+λexp[[i]]−λFP1[[9]])2+∆λ2)

, {i, 1, dim}
]

;

ProP120 = Table
[

2∆λeP1[[10]]
π∆λ(4(De+λexp[[i]]−λFP1[[10]])2+∆λ2)

, {i, 1, dim}
]

;ProP120 = Table
[

2∆λeP1[[10]]
π∆λ(4(De+λexp[[i]]−λFP1[[10]])2+∆λ2)

, {i, 1, dim}
]

;ProP120 = Table
[

2∆λeP1[[10]]
π∆λ(4(De+λexp[[i]]−λFP1[[10]])2+∆λ2)

, {i, 1, dim}
]

;

ProP122 = Table
[

2∆λeP1[[11]]
π∆λ(4(De+λexp[[i]]−λFP1[[11]])2+∆λ2)

, {i, 1, dim}
]

;ProP122 = Table
[

2∆λeP1[[11]]
π∆λ(4(De+λexp[[i]]−λFP1[[11]])2+∆λ2)

, {i, 1, dim}
]

;ProP122 = Table
[

2∆λeP1[[11]]
π∆λ(4(De+λexp[[i]]−λFP1[[11]])2+∆λ2)

, {i, 1, dim}
]

;

IP1 = ProP110 + ProP112 + ProP114 + ProP116 + ProP118+IP1 = ProP110 + ProP112 + ProP114 + ProP116 + ProP118+IP1 = ProP110 + ProP112 + ProP114 + ProP116 + ProP118+

ProP12 + ProP120 + ProP122 + ProP14 + ProP16 + ProP18;ProP12 + ProP120 + ProP122 + ProP14 + ProP16 + ProP18;ProP12 + ProP120 + ProP122 + ProP14 + ProP16 + ProP18;

“PP2: P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;“PP2: P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;“PP2: P2: kup=1,3,5..., jup=1,3,5.....,klow=2,4,6...... jlow=2,4,6....”;

PP2 = Table[BLF[2i− 1, 2i− 1]SP2[[i]], {i, 1, 20}];PP2 = Table[BLF[2i− 1, 2i− 1]SP2[[i]], {i, 1, 20}];PP2 = Table[BLF[2i− 1, 2i− 1]SP2[[i]], {i, 1, 20}];

eP2 = Table
[

PP2[[i]]
λFP2[[i]]3

, {i, 1, 12}
]

;eP2 = Table
[

PP2[[i]]
λFP2[[i]]3

, {i, 1, 12}
]

;eP2 = Table
[

PP2[[i]]
λFP2[[i]]3

, {i, 1, 12}
]

;

ProP21 = Table
[

2∆λeP2[[1]]
π∆λ(4(De+λexp[[i]]−λFP2[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP21 = Table
[

2∆λeP2[[1]]
π∆λ(4(De+λexp[[i]]−λFP2[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP21 = Table
[

2∆λeP2[[1]]
π∆λ(4(De+λexp[[i]]−λFP2[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProP23 = Table
[

2∆λeP2[[2]]
π∆λ(4(De+λexp[[i]]−λFP2[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP23 = Table
[

2∆λeP2[[2]]
π∆λ(4(De+λexp[[i]]−λFP2[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP23 = Table
[

2∆λeP2[[2]]
π∆λ(4(De+λexp[[i]]−λFP2[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProP25 = Table
[

2∆λeP2[[3]]
π∆λ(4(De+λexp[[i]]−λFP2[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP25 = Table
[

2∆λeP2[[3]]
π∆λ(4(De+λexp[[i]]−λFP2[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP25 = Table
[

2∆λeP2[[3]]
π∆λ(4(De+λexp[[i]]−λFP2[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProP27 = Table
[

2∆λeP2[[4]]
π∆λ(4(De+λexp[[i]]−λFP2[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP27 = Table
[

2∆λeP2[[4]]
π∆λ(4(De+λexp[[i]]−λFP2[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP27 = Table
[

2∆λeP2[[4]]
π∆λ(4(De+λexp[[i]]−λFP2[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProP29 = Table
[

2∆λeP2[[5]]
π∆λ(4(De+λexp[[i]]−λFP2[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP29 = Table
[

2∆λeP2[[5]]
π∆λ(4(De+λexp[[i]]−λFP2[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP29 = Table
[

2∆λeP2[[5]]
π∆λ(4(De+λexp[[i]]−λFP2[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProP211 = Table
[

2∆λeP2[[6]]
π∆λ(4(De+λexp[[i]]−λFP2[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP211 = Table
[

2∆λeP2[[6]]
π∆λ(4(De+λexp[[i]]−λFP2[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP211 = Table
[

2∆λeP2[[6]]
π∆λ(4(De+λexp[[i]]−λFP2[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProP213 = Table
[

2∆λeP2[[7]]
π∆λ(4(De+λexp[[i]]−λFP2[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP213 = Table
[

2∆λeP2[[7]]
π∆λ(4(De+λexp[[i]]−λFP2[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP213 = Table
[

2∆λeP2[[7]]
π∆λ(4(De+λexp[[i]]−λFP2[[7]])2+∆λ2)

, {i, 1, dim}
]

;
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IP2 = ProP21 + ProP211 + ProP213 + ProP23 + ProP25 + ProP27 + ProP29;IP2 = ProP21 + ProP211 + ProP213 + ProP23 + ProP25 + ProP27 + ProP29;IP2 = ProP21 + ProP211 + ProP213 + ProP23 + ProP25 + ProP27 + ProP29;

“PP3: P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5... ”;“PP3: P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5... ”;“PP3: P3: kup=1,3,5..., jup=0,2,4....,klow=2,4,6...... jlow=1,3,5... ”;

PP3 = Table[BLF[2i− 1, 2i− 2]SP3[[i]], {i, 1, 20}];PP3 = Table[BLF[2i− 1, 2i− 2]SP3[[i]], {i, 1, 20}];PP3 = Table[BLF[2i− 1, 2i− 2]SP3[[i]], {i, 1, 20}];

eP3 = Table
[

PP3[[i]]
λFP3[[i]]3

, {i, 1, 15}
]

;eP3 = Table
[

PP3[[i]]
λFP3[[i]]3

, {i, 1, 15}
]

;eP3 = Table
[

PP3[[i]]
λFP3[[i]]3

, {i, 1, 15}
]

;

ProP30 = Table
[

2∆λeP3[[1]]
π∆λ(4(De+λexp[[i]]−λFP3[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP30 = Table
[

2∆λeP3[[1]]
π∆λ(4(De+λexp[[i]]−λFP3[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProP30 = Table
[

2∆λeP3[[1]]
π∆λ(4(De+λexp[[i]]−λFP3[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProP32 = Table
[

2∆λeP3[[2]]
π∆λ(4(De+λexp[[i]]−λFP3[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP32 = Table
[

2∆λeP3[[2]]
π∆λ(4(De+λexp[[i]]−λFP3[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProP32 = Table
[

2∆λeP3[[2]]
π∆λ(4(De+λexp[[i]]−λFP3[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProP34 = Table
[

2∆λeP3[[3]]
π∆λ(4(De+λexp[[i]]−λFP3[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP34 = Table
[

2∆λeP3[[3]]
π∆λ(4(De+λexp[[i]]−λFP3[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProP34 = Table
[

2∆λeP3[[3]]
π∆λ(4(De+λexp[[i]]−λFP3[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProP36 = Table
[

2∆λeP3[[4]]
π∆λ(4(De+λexp[[i]]−λFP3[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP36 = Table
[

2∆λeP3[[4]]
π∆λ(4(De+λexp[[i]]−λFP3[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProP36 = Table
[

2∆λeP3[[4]]
π∆λ(4(De+λexp[[i]]−λFP3[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProP38 = Table
[

2∆λeP3[[5]]
π∆λ(4(De+λexp[[i]]−λFP3[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP38 = Table
[

2∆λeP3[[5]]
π∆λ(4(De+λexp[[i]]−λFP3[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProP38 = Table
[

2∆λeP3[[5]]
π∆λ(4(De+λexp[[i]]−λFP3[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProP310 = Table
[

2∆λeP3[[6]]
π∆λ(4(De+λexp[[i]]−λFP3[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP310 = Table
[

2∆λeP3[[6]]
π∆λ(4(De+λexp[[i]]−λFP3[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProP310 = Table
[

2∆λeP3[[6]]
π∆λ(4(De+λexp[[i]]−λFP3[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProP312 = Table
[

2∆λeP3[[7]]
π∆λ(4(De+λexp[[i]]−λFP3[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP312 = Table
[

2∆λeP3[[7]]
π∆λ(4(De+λexp[[i]]−λFP3[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProP312 = Table
[

2∆λeP3[[7]]
π∆λ(4(De+λexp[[i]]−λFP3[[7]])2+∆λ2)

, {i, 1, dim}
]

;

IP3 = ProP30 + ProP310 + ProP312 + ProP32 + ProP34 + ProP36 + ProP38;IP3 = ProP30 + ProP310 + ProP312 + ProP32 + ProP34 + ProP36 + ProP38;IP3 = ProP30 + ProP310 + ProP312 + ProP32 + ProP34 + ProP36 + ProP38;

“PR1: R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5.... ”;“PR1: R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5.... ”;“PR1: R1: kup=3,5..., jup=4,6,8,10.....,klow=2,4,6... jlow=3,5.... ”;

PR1 = Table[BLF[2i+ 1, 2i+ 2]SR1[[i]], {i, 1, 14}];PR1 = Table[BLF[2i+ 1, 2i+ 2]SR1[[i]], {i, 1, 14}];PR1 = Table[BLF[2i+ 1, 2i+ 2]SR1[[i]], {i, 1, 14}];

eR1 = Table
[

PR1[[i]]
λFR1[[i]]3

, {i, 1, 14}
]

;eR1 = Table
[

PR1[[i]]
λFR1[[i]]3

, {i, 1, 14}
]

;eR1 = Table
[

PR1[[i]]
λFR1[[i]]3

, {i, 1, 14}
]

;

ProR14 = Table
[

2∆λeR1[[1]]
π∆λ(4(De+λexp[[i]]−λFR1[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR14 = Table
[

2∆λeR1[[1]]
π∆λ(4(De+λexp[[i]]−λFR1[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR14 = Table
[

2∆λeR1[[1]]
π∆λ(4(De+λexp[[i]]−λFR1[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProR16 = Table
[

2∆λeR1[[2]]
π∆λ(4(De+λexp[[i]]−λFR1[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR16 = Table
[

2∆λeR1[[2]]
π∆λ(4(De+λexp[[i]]−λFR1[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR16 = Table
[

2∆λeR1[[2]]
π∆λ(4(De+λexp[[i]]−λFR1[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProR18 = Table
[

2∆λeR1[[3]]
π∆λ(4(De+λexp[[i]]−λFR1[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR18 = Table
[

2∆λeR1[[3]]
π∆λ(4(De+λexp[[i]]−λFR1[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR18 = Table
[

2∆λeR1[[3]]
π∆λ(4(De+λexp[[i]]−λFR1[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProR110 = Table
[

2∆λeR1[[4]]
π∆λ(4(De+λexp[[i]]−λFR1[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR110 = Table
[

2∆λeR1[[4]]
π∆λ(4(De+λexp[[i]]−λFR1[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR110 = Table
[

2∆λeR1[[4]]
π∆λ(4(De+λexp[[i]]−λFR1[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProR112 = Table
[

2∆λeR1[[5]]
π∆λ(4(De+λexp[[i]]−λFR1[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR112 = Table
[

2∆λeR1[[5]]
π∆λ(4(De+λexp[[i]]−λFR1[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR112 = Table
[

2∆λeR1[[5]]
π∆λ(4(De+λexp[[i]]−λFR1[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProR114 = Table
[

2∆λeR1[[6]]
π∆λ(4(De+λexp[[i]]−λFR1[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR114 = Table
[

2∆λeR1[[6]]
π∆λ(4(De+λexp[[i]]−λFR1[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR114 = Table
[

2∆λeR1[[6]]
π∆λ(4(De+λexp[[i]]−λFR1[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProR116 = Table
[

2∆λeR1[[7]]
π∆λ(4(De+λexp[[i]]−λFR1[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR116 = Table
[

2∆λeR1[[7]]
π∆λ(4(De+λexp[[i]]−λFR1[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR116 = Table
[

2∆λeR1[[7]]
π∆λ(4(De+λexp[[i]]−λFR1[[7]])2+∆λ2)

, {i, 1, dim}
]

;

ProR118 = Table
[

2∆λeR1[[8]]
π∆λ(4(De+λexp[[i]]−λFR1[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProR118 = Table
[

2∆λeR1[[8]]
π∆λ(4(De+λexp[[i]]−λFR1[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProR118 = Table
[

2∆λeR1[[8]]
π∆λ(4(De+λexp[[i]]−λFR1[[8]])2+∆λ2)

, {i, 1, dim}
]

;

IR1 = ProR110 + ProR112 + ProR114 + ProR116 + ProR118+IR1 = ProR110 + ProR112 + ProR114 + ProR116 + ProR118+IR1 = ProR110 + ProR112 + ProR114 + ProR116 + ProR118+

ProR14 + ProR16 + ProR18;ProR14 + ProR16 + ProR18;ProR14 + ProR16 + ProR18;

“PR2: R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6..... ”;“PR2: R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6..... ”;“PR2: R2: kup=3,5..., jup=3,5.....,klow=2,4,6... jlow=2,4,6..... ”;

PR2 = Table[BLF[2i+ 1, 2i+ 1]SR2[[i]], {i, 1, 22}];PR2 = Table[BLF[2i+ 1, 2i+ 1]SR2[[i]], {i, 1, 22}];PR2 = Table[BLF[2i+ 1, 2i+ 1]SR2[[i]], {i, 1, 22}];

eR2 = Table
[

PR2[[i]]
λFR2[[i]]3

, {i, 1, 15}
]

;eR2 = Table
[

PR2[[i]]
λFR2[[i]]3

, {i, 1, 15}
]

;eR2 = Table
[

PR2[[i]]
λFR2[[i]]3

, {i, 1, 15}
]

;

ProR23 = Table
[

2∆λeR2[[1]]
π∆λ(4(De+λexp[[i]]−λFR2[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR23 = Table
[

2∆λeR2[[1]]
π∆λ(4(De+λexp[[i]]−λFR2[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR23 = Table
[

2∆λeR2[[1]]
π∆λ(4(De+λexp[[i]]−λFR2[[1]])2+∆λ2)

, {i, 1, dim}
]

;
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ProR25 = Table
[

2∆λeR2[[2]]
π∆λ(4(De+λexp[[i]]−λFR2[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR25 = Table
[

2∆λeR2[[2]]
π∆λ(4(De+λexp[[i]]−λFR2[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR25 = Table
[

2∆λeR2[[2]]
π∆λ(4(De+λexp[[i]]−λFR2[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProR27 = Table
[

2∆λeR2[[3]]
π∆λ(4(De+λexp[[i]]−λFR2[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR27 = Table
[

2∆λeR2[[3]]
π∆λ(4(De+λexp[[i]]−λFR2[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR27 = Table
[

2∆λeR2[[3]]
π∆λ(4(De+λexp[[i]]−λFR2[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProR29 = Table
[

2∆λeR2[[4]]
π∆λ(4(De+λexp[[i]]−λFR2[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR29 = Table
[

2∆λeR2[[4]]
π∆λ(4(De+λexp[[i]]−λFR2[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR29 = Table
[

2∆λeR2[[4]]
π∆λ(4(De+λexp[[i]]−λFR2[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProR211 = Table
[

2∆λeR2[[5]]
π∆λ(4(De+λexp[[i]]−λFR2[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR211 = Table
[

2∆λeR2[[5]]
π∆λ(4(De+λexp[[i]]−λFR2[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR211 = Table
[

2∆λeR2[[5]]
π∆λ(4(De+λexp[[i]]−λFR2[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProR213 = Table
[

2∆λeR2[[6]]
π∆λ(4(De+λexp[[i]]−λFR2[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR213 = Table
[

2∆λeR2[[6]]
π∆λ(4(De+λexp[[i]]−λFR2[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR213 = Table
[

2∆λeR2[[6]]
π∆λ(4(De+λexp[[i]]−λFR2[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProR215 = Table
[

2∆λeR2[[7]]
π∆λ(4(De+λexp[[i]]−λFR2[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR215 = Table
[

2∆λeR2[[7]]
π∆λ(4(De+λexp[[i]]−λFR2[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR215 = Table
[

2∆λeR2[[7]]
π∆λ(4(De+λexp[[i]]−λFR2[[7]])2+∆λ2)

, {i, 1, dim}
]

;

ProR217 = Table
[

2∆λeR2[[8]]
π∆λ(4(De+λexp[[i]]−λFR2[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProR217 = Table
[

2∆λeR2[[8]]
π∆λ(4(De+λexp[[i]]−λFR2[[8]])2+∆λ2)

, {i, 1, dim}
]

;ProR217 = Table
[

2∆λeR2[[8]]
π∆λ(4(De+λexp[[i]]−λFR2[[8]])2+∆λ2)

, {i, 1, dim}
]

;

IR2 = ProR211 + ProR213 + ProR215 + ProR217 + ProR23+IR2 = ProR211 + ProR213 + ProR215 + ProR217 + ProR23+IR2 = ProR211 + ProR213 + ProR215 + ProR217 + ProR23+

ProR25 + ProR27 + ProR29;ProR25 + ProR27 + ProR29;ProR25 + ProR27 + ProR29;

“PR3:R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5.... ”;“PR3:R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5.... ”;“PR3:R3: kup=3,5..., jup=2,4.....,klow=2,4,6... jlow=1,3,5.... ”;

PR3 = Table[BLF[2i+ 1, 2i]SR3[[i]], {i, 1, 20}];PR3 = Table[BLF[2i+ 1, 2i]SR3[[i]], {i, 1, 20}];PR3 = Table[BLF[2i+ 1, 2i]SR3[[i]], {i, 1, 20}];

eR3 = Table
[

PR3[[i]]
λFR3[[i]]3

, {i, 1, 15}
]

;eR3 = Table
[

PR3[[i]]
λFR3[[i]]3

, {i, 1, 15}
]

;eR3 = Table
[

PR3[[i]]
λFR3[[i]]3

, {i, 1, 15}
]

;

ProR32 = Table
[

2∆λeR3[[1]]
π∆λ(4(De+λexp[[i]]−λFR3[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR32 = Table
[

2∆λeR3[[1]]
π∆λ(4(De+λexp[[i]]−λFR3[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProR32 = Table
[

2∆λeR3[[1]]
π∆λ(4(De+λexp[[i]]−λFR3[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProR34 = Table
[

2∆λeR3[[2]]
π∆λ(4(De+λexp[[i]]−λFR3[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR34 = Table
[

2∆λeR3[[2]]
π∆λ(4(De+λexp[[i]]−λFR3[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProR34 = Table
[

2∆λeR3[[2]]
π∆λ(4(De+λexp[[i]]−λFR3[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProR36 = Table
[

2∆λeR3[[3]]
π∆λ(4(De+λexp[[i]]−λFR3[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR36 = Table
[

2∆λeR3[[3]]
π∆λ(4(De+λexp[[i]]−λFR3[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProR36 = Table
[

2∆λeR3[[3]]
π∆λ(4(De+λexp[[i]]−λFR3[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProR38 = Table
[

2∆λeR3[[4]]
π∆λ(4(De+λexp[[i]]−λFR3[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR38 = Table
[

2∆λeR3[[4]]
π∆λ(4(De+λexp[[i]]−λFR3[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProR38 = Table
[

2∆λeR3[[4]]
π∆λ(4(De+λexp[[i]]−λFR3[[4]])2+∆λ2)

, {i, 1, dim}
]

;

ProR310 = Table
[

2∆λeR3[[5]]
π∆λ(4(De+λexp[[i]]−λFR3[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR310 = Table
[

2∆λeR3[[5]]
π∆λ(4(De+λexp[[i]]−λFR3[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProR310 = Table
[

2∆λeR3[[5]]
π∆λ(4(De+λexp[[i]]−λFR3[[5]])2+∆λ2)

, {i, 1, dim}
]

;

ProR312 = Table
[

2∆λeR3[[6]]
π∆λ(4(De+λexp[[i]]−λFR3[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR312 = Table
[

2∆λeR3[[6]]
π∆λ(4(De+λexp[[i]]−λFR3[[6]])2+∆λ2)

, {i, 1, dim}
]

;ProR312 = Table
[

2∆λeR3[[6]]
π∆λ(4(De+λexp[[i]]−λFR3[[6]])2+∆λ2)

, {i, 1, dim}
]

;

ProR314 = Table
[

2∆λeR3[[7]]
π∆λ(4(De+λexp[[i]]−λFR3[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR314 = Table
[

2∆λeR3[[7]]
π∆λ(4(De+λexp[[i]]−λFR3[[7]])2+∆λ2)

, {i, 1, dim}
]

;ProR314 = Table
[

2∆λeR3[[7]]
π∆λ(4(De+λexp[[i]]−λFR3[[7]])2+∆λ2)

, {i, 1, dim}
]

;

IR3 = ProR310 + ProR312 + ProR314 + ProR32 + ProR34+IR3 = ProR310 + ProR312 + ProR314 + ProR32 + ProR34+IR3 = ProR310 + ProR312 + ProR314 + ProR32 + ProR34+

ProR36 + ProR38;ProR36 + ProR38;ProR36 + ProR38;

“PQR12: QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5...... jlow=1,3,5....”;“PQR12: QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5...... jlow=1,3,5....”;“PQR12: QR12: kup=1,3,5..., jup=2,4,6.....,klow=1,3,5...... jlow=1,3,5....”;

PQR12 = Table[BLF[2i− 1, 2i]SQR12[[i]], {i, 1, 20}];PQR12 = Table[BLF[2i− 1, 2i]SQR12[[i]], {i, 1, 20}];PQR12 = Table[BLF[2i− 1, 2i]SQR12[[i]], {i, 1, 20}];

eQR12 = Table
[

PQR12[[i]]
λFQR12[[i]]3

, {i, 1, 12}
]

;eQR12 = Table
[

PQR12[[i]]
λFQR12[[i]]3

, {i, 1, 12}
]

;eQR12 = Table
[

PQR12[[i]]
λFQR12[[i]]3

, {i, 1, 12}
]

;

ProQR122 = Table

[
2∆λeQR12[[1]]

π∆λ(4(De+λexp[[i]]−λFQR12[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQR122 = Table

[
2∆λeQR12[[1]]

π∆λ(4(De+λexp[[i]]−λFQR12[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQR122 = Table

[
2∆λeQR12[[1]]

π∆λ(4(De+λexp[[i]]−λFQR12[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR124 = Table

[
2∆λeQR12[[2]]

π∆λ(4(De+λexp[[i]]−λFQR12[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQR124 = Table

[
2∆λeQR12[[2]]

π∆λ(4(De+λexp[[i]]−λFQR12[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQR124 = Table

[
2∆λeQR12[[2]]

π∆λ(4(De+λexp[[i]]−λFQR12[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR126 = Table

[
2∆λeQR12[[3]]

π∆λ(4(De+λexp[[i]]−λFQR12[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQR126 = Table

[
2∆λeQR12[[3]]

π∆λ(4(De+λexp[[i]]−λFQR12[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQR126 = Table

[
2∆λeQR12[[3]]

π∆λ(4(De+λexp[[i]]−λFQR12[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR128 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQR128 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQR128 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[4]])2+∆λ2)
, {i, 1, dim}

]
;
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ProQR1210 = Table

[
2∆λeQR12[[5]]

π∆λ(4(De+λexp[[i]]−λFQR12[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQR1210 = Table

[
2∆λeQR12[[5]]

π∆λ(4(De+λexp[[i]]−λFQR12[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQR1210 = Table

[
2∆λeQR12[[5]]

π∆λ(4(De+λexp[[i]]−λFQR12[[5]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR1212 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQR1212 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[6]])2+∆λ2)
, {i, 1, dim}

]
;ProQR1212 = Table

[
2∆λeQR12[[4]]

π∆λ(4(De+λexp[[i]]−λFQR12[[6]])2+∆λ2)
, {i, 1, dim}

]
;

IQR12 = ProQR1210 + ProQR1212 + ProQR122+IQR12 = ProQR1210 + ProQR1212 + ProQR122+IQR12 = ProQR1210 + ProQR1212 + ProQR122+

ProQR124 + ProQR126 + ProQR128;ProQR124 + ProQR126 + ProQR128;ProQR124 + ProQR126 + ProQR128;

“PQR23: QR23: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=0,2,4,....”;“PQR23: QR23: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=0,2,4,....”;“PQR23: QR23: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=0,2,4,....”;

PQR23 = Table[BLF[2i− 1, 2i− 1]SQR23[[i]], {i, 1, 20}];PQR23 = Table[BLF[2i− 1, 2i− 1]SQR23[[i]], {i, 1, 20}];PQR23 = Table[BLF[2i− 1, 2i− 1]SQR23[[i]], {i, 1, 20}];

eQR23 = Table
[

PQR23[[i]]
λFQR23[[i]]3

, {i, 1, 12}
]

;eQR23 = Table
[

PQR23[[i]]
λFQR23[[i]]3

, {i, 1, 12}
]

;eQR23 = Table
[

PQR23[[i]]
λFQR23[[i]]3

, {i, 1, 12}
]

;

ProQR231 = Table

[
2∆λeQR23[[1]]

π∆λ(4(De+λexp[[i]]−λFQR23[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQR231 = Table

[
2∆λeQR23[[1]]

π∆λ(4(De+λexp[[i]]−λFQR23[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQR231 = Table

[
2∆λeQR23[[1]]

π∆λ(4(De+λexp[[i]]−λFQR23[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR233 = Table

[
2∆λeQR23[[2]]

π∆λ(4(De+λexp[[i]]−λFQR23[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQR233 = Table

[
2∆λeQR23[[2]]

π∆λ(4(De+λexp[[i]]−λFQR23[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQR233 = Table

[
2∆λeQR23[[2]]

π∆λ(4(De+λexp[[i]]−λFQR23[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR235 = Table

[
2∆λeQR23[[3]]

π∆λ(4(De+λexp[[i]]−λFQR23[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQR235 = Table

[
2∆λeQR23[[3]]

π∆λ(4(De+λexp[[i]]−λFQR23[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQR235 = Table

[
2∆λeQR23[[3]]

π∆λ(4(De+λexp[[i]]−λFQR23[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR237 = Table

[
2∆λeQR23[[4]]

π∆λ(4(De+λexp[[i]]−λFQR23[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQR237 = Table

[
2∆λeQR23[[4]]

π∆λ(4(De+λexp[[i]]−λFQR23[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQR237 = Table

[
2∆λeQR23[[4]]

π∆λ(4(De+λexp[[i]]−λFQR23[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQR239 = Table

[
2∆λeQR23[[5]]

π∆λ(4(De+λexp[[i]]−λFQR23[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQR239 = Table

[
2∆λeQR23[[5]]

π∆λ(4(De+λexp[[i]]−λFQR23[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQR239 = Table

[
2∆λeQR23[[5]]

π∆λ(4(De+λexp[[i]]−λFQR23[[5]])2+∆λ2)
, {i, 1, dim}

]
;

IQR23 = ProQR231 + ProQR233 + ProQR235 + ProQR237 + ProQR239;IQR23 = ProQR231 + ProQR233 + ProQR235 + ProQR237 + ProQR239;IQR23 = ProQR231 + ProQR233 + ProQR235 + ProQR237 + ProQR239;

“PQP21: QP21: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=2,4,....”;“PQP21: QP21: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=2,4,....”;“PQP21: QP21: kup=1,3,5..., jup=1,3,5.....,klow=1,3,5...... jlow=2,4,....”;

PQP21 = Table[BLF[2i− 1, 2i− 1]SQP21[[i]], {i, 1, 20}];PQP21 = Table[BLF[2i− 1, 2i− 1]SQP21[[i]], {i, 1, 20}];PQP21 = Table[BLF[2i− 1, 2i− 1]SQP21[[i]], {i, 1, 20}];

eQP21 = Table
[

PQP21[[i]]
λFQP21[[i]]3

, {i, 1, 12}
]

;eQP21 = Table
[

PQP21[[i]]
λFQP21[[i]]3

, {i, 1, 12}
]

;eQP21 = Table
[

PQP21[[i]]
λFQP21[[i]]3

, {i, 1, 12}
]

;

ProQP211 = Table

[
2∆λeQP21[[1]]

π∆λ(4(De+λexp[[i]]−λFQP21[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQP211 = Table

[
2∆λeQP21[[1]]

π∆λ(4(De+λexp[[i]]−λFQP21[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQP211 = Table

[
2∆λeQP21[[1]]

π∆λ(4(De+λexp[[i]]−λFQP21[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP213 = Table

[
2∆λeQP21[[2]]

π∆λ(4(De+λexp[[i]]−λFQP21[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQP213 = Table

[
2∆λeQP21[[2]]

π∆λ(4(De+λexp[[i]]−λFQP21[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQP213 = Table

[
2∆λeQP21[[2]]

π∆λ(4(De+λexp[[i]]−λFQP21[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP215 = Table

[
2∆λeQP21[[3]]

π∆λ(4(De+λexp[[i]]−λFQP21[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQP215 = Table

[
2∆λeQP21[[3]]

π∆λ(4(De+λexp[[i]]−λFQP21[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQP215 = Table

[
2∆λeQP21[[3]]

π∆λ(4(De+λexp[[i]]−λFQP21[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP217 = Table

[
2∆λeQP21[[4]]

π∆λ(4(De+λexp[[i]]−λFQP21[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQP217 = Table

[
2∆λeQP21[[4]]

π∆λ(4(De+λexp[[i]]−λFQP21[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQP217 = Table

[
2∆λeQP21[[4]]

π∆λ(4(De+λexp[[i]]−λFQP21[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP219 = Table

[
2∆λeQP21[[5]]

π∆λ(4(De+λexp[[i]]−λFQP21[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQP219 = Table

[
2∆λeQP21[[5]]

π∆λ(4(De+λexp[[i]]−λFQP21[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQP219 = Table

[
2∆λeQP21[[5]]

π∆λ(4(De+λexp[[i]]−λFQP21[[5]])2+∆λ2)
, {i, 1, dim}

]
;

IQP21 = ProQP211 + ProQP213 + ProQP215 + ProQP217 + ProQP219;IQP21 = ProQP211 + ProQP213 + ProQP215 + ProQP217 + ProQP219;IQP21 = ProQP211 + ProQP213 + ProQP215 + ProQP217 + ProQP219;

“PQP32: QP21: kup=1,3,5..., jup=0,2,4,6....,klow=1,3,5...... jlow=1,3,5,....”;“PQP32: QP21: kup=1,3,5..., jup=0,2,4,6....,klow=1,3,5...... jlow=1,3,5,....”;“PQP32: QP21: kup=1,3,5..., jup=0,2,4,6....,klow=1,3,5...... jlow=1,3,5,....”;

PQP32 = Table[BLF[2i− 1, 2i− 2]SQP32[[i]], {i, 1, 20}];PQP32 = Table[BLF[2i− 1, 2i− 2]SQP32[[i]], {i, 1, 20}];PQP32 = Table[BLF[2i− 1, 2i− 2]SQP32[[i]], {i, 1, 20}];

eQP32 = Table
[

PQP32[[i]]
λFQP32[[i]]3

, {i, 1, 12}
]

;eQP32 = Table
[

PQP32[[i]]
λFQP32[[i]]3

, {i, 1, 12}
]

;eQP32 = Table
[

PQP32[[i]]
λFQP32[[i]]3

, {i, 1, 12}
]

;

ProQP321 = Table

[
2∆λeQP32[[1]]

π∆λ(4(De+λexp[[i]]−λFQP32[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQP321 = Table

[
2∆λeQP32[[1]]

π∆λ(4(De+λexp[[i]]−λFQP32[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProQP321 = Table

[
2∆λeQP32[[1]]

π∆λ(4(De+λexp[[i]]−λFQP32[[1]])2+∆λ2)
, {i, 1, dim}

]
;

111



ProQP323 = Table

[
2∆λeQP32[[2]]

π∆λ(4(De+λexp[[i]]−λFQP32[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQP323 = Table

[
2∆λeQP32[[2]]

π∆λ(4(De+λexp[[i]]−λFQP32[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProQP323 = Table

[
2∆λeQP32[[2]]

π∆λ(4(De+λexp[[i]]−λFQP32[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP325 = Table

[
2∆λeQP32[[3]]

π∆λ(4(De+λexp[[i]]−λFQP32[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQP325 = Table

[
2∆λeQP32[[3]]

π∆λ(4(De+λexp[[i]]−λFQP32[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProQP325 = Table

[
2∆λeQP32[[3]]

π∆λ(4(De+λexp[[i]]−λFQP32[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP327 = Table

[
2∆λeQP32[[4]]

π∆λ(4(De+λexp[[i]]−λFQP32[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQP327 = Table

[
2∆λeQP32[[4]]

π∆λ(4(De+λexp[[i]]−λFQP32[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProQP327 = Table

[
2∆λeQP32[[4]]

π∆λ(4(De+λexp[[i]]−λFQP32[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProQP329 = Table

[
2∆λeQP32[[5]]

π∆λ(4(De+λexp[[i]]−λFQP32[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQP329 = Table

[
2∆λeQP32[[5]]

π∆λ(4(De+λexp[[i]]−λFQP32[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProQP329 = Table

[
2∆λeQP32[[5]]

π∆λ(4(De+λexp[[i]]−λFQP32[[5]])2+∆λ2)
, {i, 1, dim}

]
;

IQP32 = ProQP321 + ProQP323 + ProQP325 + ProQP327 + ProQP329;IQP32 = ProQP321 + ProQP323 + ProQP325 + ProQP327 + ProQP329;IQP32 = ProQP321 + ProQP323 + ProQP325 + ProQP327 + ProQP329;

“PPQ12: PQ12: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=2,4,6....”;“PPQ12: PQ12: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=2,4,6....”;“PPQ12: PQ12: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=2,4,6....”;

PPQ12 = Table[BLF[2i− 1, 2i]SPQ12[[i]], {i, 1, 20}];PPQ12 = Table[BLF[2i− 1, 2i]SPQ12[[i]], {i, 1, 20}];PPQ12 = Table[BLF[2i− 1, 2i]SPQ12[[i]], {i, 1, 20}];

ePQ12 = Table
[

PPQ12[[i]]
λFPQ12[[i]]3

, {i, 1, 12}
]

;ePQ12 = Table
[

PPQ12[[i]]
λFPQ12[[i]]3

, {i, 1, 12}
]

;ePQ12 = Table
[

PPQ12[[i]]
λFPQ12[[i]]3

, {i, 1, 12}
]

;

ProPQ121 = Table

[
2∆λePQ12[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ121 = Table

[
2∆λePQ12[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ121 = Table

[
2∆λePQ12[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ123 = Table

[
2∆λePQ12[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ123 = Table

[
2∆λePQ12[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ123 = Table

[
2∆λePQ12[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ125 = Table

[
2∆λePQ12[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ125 = Table

[
2∆λePQ12[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ125 = Table

[
2∆λePQ12[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ127 = Table

[
2∆λePQ12[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ127 = Table

[
2∆λePQ12[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ127 = Table

[
2∆λePQ12[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[4]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ129 = Table

[
2∆λePQ12[[5]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ129 = Table

[
2∆λePQ12[[5]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[5]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ129 = Table

[
2∆λePQ12[[5]]

π∆λ(4(De+λexp[[i]]−λFPQ12[[5]])2+∆λ2)
, {i, 1, dim}

]
;

IPQ12 = ProPQ121 + ProPQ123 + ProPQ125 + ProPQ127 + ProPQ129;IPQ12 = ProPQ121 + ProPQ123 + ProPQ125 + ProPQ127 + ProPQ129;IPQ12 = ProPQ121 + ProPQ123 + ProPQ125 + ProPQ127 + ProPQ129;

“PPR13: PQ23: kup=1,3,5..., jup=1,3,5....,klow=2,4,6...... jlow=1,3,5....”;“PPR13: PQ23: kup=1,3,5..., jup=1,3,5....,klow=2,4,6...... jlow=1,3,5....”;“PPR13: PQ23: kup=1,3,5..., jup=1,3,5....,klow=2,4,6...... jlow=1,3,5....”;

PPQ23 = Table[BLF[2i− 1, 2i− 1]SPQ23[[i]], {i, 1, 20}];PPQ23 = Table[BLF[2i− 1, 2i− 1]SPQ23[[i]], {i, 1, 20}];PPQ23 = Table[BLF[2i− 1, 2i− 1]SPQ23[[i]], {i, 1, 20}];

ePQ23 = Table
[

PPQ23[[i]]
λFPQ23[[i]]3

, {i, 1, 12}
]

;ePQ23 = Table
[

PPQ23[[i]]
λFPQ23[[i]]3

, {i, 1, 12}
]

;ePQ23 = Table
[

PPQ23[[i]]
λFPQ23[[i]]3

, {i, 1, 12}
]

;

ProPQ231 = Table

[
2∆λePQ23[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ231 = Table

[
2∆λePQ23[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ231 = Table

[
2∆λePQ23[[1]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ233 = Table

[
2∆λePQ23[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ233 = Table

[
2∆λePQ23[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ233 = Table

[
2∆λePQ23[[2]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ235 = Table

[
2∆λePQ23[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ235 = Table

[
2∆λePQ23[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ235 = Table

[
2∆λePQ23[[3]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProPQ237 = Table

[
2∆λePQ23[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ237 = Table

[
2∆λePQ23[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProPQ237 = Table

[
2∆λePQ23[[4]]

π∆λ(4(De+λexp[[i]]−λFPQ23[[4]])2+∆λ2)
, {i, 1, dim}

]
;

IPQ23 = ProPQ231 + ProPQ233 + ProPQ235 + ProPQ237;IPQ23 = ProPQ231 + ProPQ233 + ProPQ235 + ProPQ237;IPQ23 = ProPQ231 + ProPQ233 + ProPQ235 + ProPQ237;

“PPR13: PR13: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=1,3,5....”;“PPR13: PR13: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=1,3,5....”;“PPR13: PR13: kup=1,3,5..., jup=2,4,6....,klow=2,4,6...... jlow=1,3,5....”;

PPR13 = Table[BLF[2i− 1, 2i]SPR13[[i]], {i, 1, 20}];PPR13 = Table[BLF[2i− 1, 2i]SPR13[[i]], {i, 1, 20}];PPR13 = Table[BLF[2i− 1, 2i]SPR13[[i]], {i, 1, 20}];

ePR13 = Table
[

PPR13[[i]]
λFPR13[[i]]3

, {i, 1, 12}
]

;ePR13 = Table
[

PPR13[[i]]
λFPR13[[i]]3

, {i, 1, 12}
]

;ePR13 = Table
[

PPR13[[i]]
λFPR13[[i]]3

, {i, 1, 12}
]

;

ProPR131 = Table
[

2∆λePR13[[1]]
π∆λ(4(De+λexp[[i]]−λFPR13[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProPR131 = Table
[

2∆λePR13[[1]]
π∆λ(4(De+λexp[[i]]−λFPR13[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProPR131 = Table
[

2∆λePR13[[1]]
π∆λ(4(De+λexp[[i]]−λFPR13[[1]])2+∆λ2)

, {i, 1, dim}
]

;
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ProPR133 = Table
[

2∆λePR13[[2]]
π∆λ(4(De+λexp[[i]]−λFPR13[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProPR133 = Table
[

2∆λePR13[[2]]
π∆λ(4(De+λexp[[i]]−λFPR13[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProPR133 = Table
[

2∆λePR13[[2]]
π∆λ(4(De+λexp[[i]]−λFPR13[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProPR135 = Table
[

2∆λePR13[[3]]
π∆λ(4(De+λexp[[i]]−λFPR13[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProPR135 = Table
[

2∆λePR13[[3]]
π∆λ(4(De+λexp[[i]]−λFPR13[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProPR135 = Table
[

2∆λePR13[[3]]
π∆λ(4(De+λexp[[i]]−λFPR13[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProPR137 = Table
[

2∆λePR13[[5]]
π∆λ(4(De+λexp[[i]]−λFPR13[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProPR137 = Table
[

2∆λePR13[[5]]
π∆λ(4(De+λexp[[i]]−λFPR13[[5]])2+∆λ2)

, {i, 1, dim}
]

;ProPR137 = Table
[

2∆λePR13[[5]]
π∆λ(4(De+λexp[[i]]−λFPR13[[5]])2+∆λ2)

, {i, 1, dim}
]

;

IPR13 = ProPR131 + ProPR133 + ProPR135 + ProPR137;IPR13 = ProPR131 + ProPR133 + ProPR135 + ProPR137;IPR13 = ProPR131 + ProPR133 + ProPR135 + ProPR137;

“PRQ21: RQ21: kup=3,5..., jup=3,5,....,klow=2,4,6...... jlow=3,5....”;“PRQ21: RQ21: kup=3,5..., jup=3,5,....,klow=2,4,6...... jlow=3,5....”;“PRQ21: RQ21: kup=3,5..., jup=3,5,....,klow=2,4,6...... jlow=3,5....”;

PRQ21 = Table[BLF[2i+ 1, 2i+ 1]SRQ21[[i]], {i, 1, 20}];PRQ21 = Table[BLF[2i+ 1, 2i+ 1]SRQ21[[i]], {i, 1, 20}];PRQ21 = Table[BLF[2i+ 1, 2i+ 1]SRQ21[[i]], {i, 1, 20}];

eRQ21 = Table
[

PRQ21[[i]]
λFRQ21[[i]]3

, {i, 1, 12}
]

;eRQ21 = Table
[

PRQ21[[i]]
λFRQ21[[i]]3

, {i, 1, 12}
]

;eRQ21 = Table
[

PRQ21[[i]]
λFRQ21[[i]]3

, {i, 1, 12}
]

;

ProRQ213 = Table

[
2∆λeRQ21[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ213 = Table

[
2∆λeRQ21[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ213 = Table

[
2∆λeRQ21[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ215 = Table

[
2∆λeRQ21[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ215 = Table

[
2∆λeRQ21[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ215 = Table

[
2∆λeRQ21[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ217 = Table

[
2∆λeRQ21[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ217 = Table

[
2∆λeRQ21[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ217 = Table

[
2∆λeRQ21[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ219 = Table

[
2∆λeRQ21[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ219 = Table

[
2∆λeRQ21[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ219 = Table

[
2∆λeRQ21[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ21[[4]])2+∆λ2)
, {i, 1, dim}

]
;

IRQ21 = ProRQ213 + ProRQ215 + ProRQ217; +ProRQ219;IRQ21 = ProRQ213 + ProRQ215 + ProRQ217; +ProRQ219;IRQ21 = ProRQ213 + ProRQ215 + ProRQ217; +ProRQ219;

“PRP31: RP31: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=3,5....”;“PRP31: RP31: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=3,5....”;“PRP31: RP31: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=3,5....”;

PRP31 = Table[BLF[2i+ 1, 2i]SRP31[[i]], {i, 1, 20}];PRP31 = Table[BLF[2i+ 1, 2i]SRP31[[i]], {i, 1, 20}];PRP31 = Table[BLF[2i+ 1, 2i]SRP31[[i]], {i, 1, 20}];

eRP31 = Table
[

PRP31[[i]]
λFRP31[[i]]3

, {i, 1, 12}
]

;eRP31 = Table
[

PRP31[[i]]
λFRP31[[i]]3

, {i, 1, 12}
]

;eRP31 = Table
[

PRP31[[i]]
λFRP31[[i]]3

, {i, 1, 12}
]

;

ProRP313 = Table
[

2∆λeRP31[[1]]
π∆λ(4(De+λexp[[i]]−λFRP31[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProRP313 = Table
[

2∆λeRP31[[1]]
π∆λ(4(De+λexp[[i]]−λFRP31[[1]])2+∆λ2)

, {i, 1, dim}
]

;ProRP313 = Table
[

2∆λeRP31[[1]]
π∆λ(4(De+λexp[[i]]−λFRP31[[1]])2+∆λ2)

, {i, 1, dim}
]

;

ProRP315 = Table
[

2∆λeRP31[[2]]
π∆λ(4(De+λexp[[i]]−λFRP31[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProRP315 = Table
[

2∆λeRP31[[2]]
π∆λ(4(De+λexp[[i]]−λFRP31[[2]])2+∆λ2)

, {i, 1, dim}
]

;ProRP315 = Table
[

2∆λeRP31[[2]]
π∆λ(4(De+λexp[[i]]−λFRP31[[2]])2+∆λ2)

, {i, 1, dim}
]

;

ProRP317 = Table
[

2∆λeRP31[[3]]
π∆λ(4(De+λexp[[i]]−λFRP31[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProRP317 = Table
[

2∆λeRP31[[3]]
π∆λ(4(De+λexp[[i]]−λFRP31[[3]])2+∆λ2)

, {i, 1, dim}
]

;ProRP317 = Table
[

2∆λeRP31[[3]]
π∆λ(4(De+λexp[[i]]−λFRP31[[3]])2+∆λ2)

, {i, 1, dim}
]

;

ProRP319 = Table
[

2∆λeRP31[[4]]
π∆λ(4(De+λexp[[i]]−λFRP31[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProRP319 = Table
[

2∆λeRP31[[4]]
π∆λ(4(De+λexp[[i]]−λFRP31[[4]])2+∆λ2)

, {i, 1, dim}
]

;ProRP319 = Table
[

2∆λeRP31[[4]]
π∆λ(4(De+λexp[[i]]−λFRP31[[4]])2+∆λ2)

, {i, 1, dim}
]

;

IRP31 = ProRP313 + ProRP315 + ProRP317 + ProRP319;IRP31 = ProRP313 + ProRP315 + ProRP317 + ProRP319;IRP31 = ProRP313 + ProRP315 + ProRP317 + ProRP319;

“PRQ32: RQ32: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=2,4,6,...”;“PRQ32: RQ32: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=2,4,6,...”;“PRQ32: RQ32: kup=3,5..., jup=2,4,6...,klow=2,4,6...... jlow=2,4,6,...”;

PRQ32 = Table[BLF[2i+ 1, 2i]SRQ32[[i]], {i, 1, 20}];PRQ32 = Table[BLF[2i+ 1, 2i]SRQ32[[i]], {i, 1, 20}];PRQ32 = Table[BLF[2i+ 1, 2i]SRQ32[[i]], {i, 1, 20}];

eRQ32 = Table
[

PRQ32[[i]]
λFRQ32[[i]]3

, {i, 1, 12}
]

;eRQ32 = Table
[

PRQ32[[i]]
λFRQ32[[i]]3

, {i, 1, 12}
]

;eRQ32 = Table
[

PRQ32[[i]]
λFRQ32[[i]]3

, {i, 1, 12}
]

;

ProRQ323 = Table

[
2∆λeRQ32[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ323 = Table

[
2∆λeRQ32[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[1]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ323 = Table

[
2∆λeRQ32[[1]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[1]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ325 = Table

[
2∆λeRQ32[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ325 = Table

[
2∆λeRQ32[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[2]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ325 = Table

[
2∆λeRQ32[[2]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[2]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ327 = Table

[
2∆λeRQ32[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ327 = Table

[
2∆λeRQ32[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[3]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ327 = Table

[
2∆λeRQ32[[3]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[3]])2+∆λ2)
, {i, 1, dim}

]
;

ProRQ329 = Table

[
2∆λeRQ32[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ329 = Table

[
2∆λeRQ32[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[4]])2+∆λ2)
, {i, 1, dim}

]
;ProRQ329 = Table

[
2∆λeRQ32[[4]]

π∆λ(4(De+λexp[[i]]−λFRQ32[[4]])2+∆λ2)
, {i, 1, dim}

]
;
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IRQ32 = ProRQ323 + ProRQ325 + ProRQ327 + ProRQ329;IRQ32 = ProRQ323 + ProRQ325 + ProRQ327 + ProRQ329;IRQ32 = ProRQ323 + ProRQ325 + ProRQ327 + ProRQ329;

IT = IP1 + IP2 + IP3 + IPQ12 + IPQ23 + IPR13 + IQ1 + IQ2 + IQ3+IT = IP1 + IP2 + IP3 + IPQ12 + IPQ23 + IPR13 + IQ1 + IQ2 + IQ3+IT = IP1 + IP2 + IP3 + IPQ12 + IPQ23 + IPR13 + IQ1 + IQ2 + IQ3+

IQP21 + IQP32 + IQR12 + IQR23 + IR1 + IR2 + IR3 + IRP31 + IRQ21 + IRQ32;IQP21 + IQP32 + IQR12 + IQR23 + IR1 + IR2 + IR3 + IRP31 + IRQ21 + IRQ32;IQP21 + IQP32 + IQR12 + IQR23 + IR1 + IR2 + IR3 + IRP31 + IRQ21 + IRQ32;

M1 = Max[IT];M1 = Max[IT];M1 = Max[IT];

IE1 = Table
[{
λexp[[i]], IT[[i]]

M1

}
, {i, 1, dim}

]
;IE1 = Table

[{
λexp[[i]], IT[[i]]

M1

}
, {i, 1, dim}

]
;IE1 = Table

[{
λexp[[i]], IT[[i]]

M1

}
, {i, 1, dim}

]
;

I1 = Interpolation[IE1];I1 = Interpolation[IE1];I1 = Interpolation[IE1];

M2 = 0.6;M2 = 0.6;M2 = 0.6;

IE2 = Table
[{
λexp[[i]], Iexperimental[[i]]

M0M2

}
, {i, 1, dim}

]
;IE2 = Table

[{
λexp[[i]], Iexperimental[[i]]

M0M2

}
, {i, 1, dim}

]
;IE2 = Table

[{
λexp[[i]], Iexperimental[[i]]

M0M2

}
, {i, 1, dim}

]
;

C3 = Plot
[
Evaluate

[
I0[x]

M0M2
, {x, 630, 654}

]
,C3 = Plot

[
Evaluate

[
I0[x]

M0M2
, {x, 630, 654}

]
,C3 = Plot

[
Evaluate

[
I0[x]

M0M2
, {x, 630, 654}

]
,

PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 0],Thickness[0.002]}];PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 0],Thickness[0.002]}];PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 0],Thickness[0.002]}];

C4 = Plot[Evaluate[I1[x], {x, 630, 654}],C4 = Plot[Evaluate[I1[x], {x, 630, 654}],C4 = Plot[Evaluate[I1[x], {x, 630, 654}],

PlotRange→ {−0.9, 1.1},PlotStyle→ {RGBColor[1, 0, 0],Thickness[0.002]}];PlotRange→ {−0.9, 1.1},PlotStyle→ {RGBColor[1, 0, 0],Thickness[0.002]}];PlotRange→ {−0.9, 1.1},PlotStyle→ {RGBColor[1, 0, 0],Thickness[0.002]}];

C5 = Plot
[
Evaluate

[
I0[x]

M0M2
− I1[x], {x, 630, 654}

]
,C5 = Plot

[
Evaluate

[
I0[x]

M0M2
− I1[x], {x, 630, 654}

]
,C5 = Plot

[
Evaluate

[
I0[x]

M0M2
− I1[x], {x, 630, 654}

]
,

PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 1],Thickness[0.002]}];PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 1],Thickness[0.002]}];PlotRange→ {−0.9, 2},PlotStyle→ {RGBColor[0, 0, 1],Thickness[0.002]}];

Show[C3,C4,C5]Show[C3,C4,C5]Show[C3,C4,C5]

ClearAll[C3,C4,C5]ClearAll[C3,C4,C5]ClearAll[C3,C4,C5]
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Appendix G

High-Voltage monitor

In order to measure the current and voltage through our setup, the device shown in

Fig. G.1 was designed and constructed by Mr. Nick Dorsey in May 2011.

x/KWWokV
x/WWoμAINHI

INLO

INHI

INLO

Figure G.1: Electric diagram of the HV monitor designed by Nick Dorsey.

During operation of the device it was suspected that the instrument might need

a slight recalibration. For that purpose, a shunt resistor (1 MΩ) was added to

the return as shown in Fig. G.2. The result of the recalibration is a linear relation

between the current measured by the HV monitor and the reading of the multimeter

(assumed to be correctly calibrated). It was found the following relationship between

said magnitudes:

115



Figure G.2: Additional shunt resistor and voltmeter to measure the current in our
setup.

Imult = mIHV mon + b, (G.1)

m = 0.9135± 2.46× 10−4 (G.2)

b = 0.25± 0.040µA. (G.3)

The currents reported in this work correspond to the corrected, recalibrated

value.
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Appendix H

Tip after the experiments

The purpose of this section is to show the appearance of the tungsten tip after a

given set of experiments.

The photos shown in this Appendix were recorded by Mumin Koc using the

focused ion beam (FIB) [37] available to the members of the CMP group.

Figure H.1: Top view of the tungsten tip recorded with the FIB technique.
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Appendix I

NX designs and technical drawings

This section provides technical drawings for the most relevant parts of our design.

The assembly procedure of the device has been explained in Section 3.14. Each of the

pieces shown in this Appendix have been designed by us and built by the Mechanical

Workshop of the Physics Department at the University of Leicester (except for the

Macor pieces, which were outsourced to an external company). The names given in

each diagram correspond to the names they were referred to in the body of the text

of this work and are self-explanatory insofar as possible.

The pieces given here were designed and modelled using CAD software Siemens

NX 6.0.5.3. The names given in the technical drawings also correspond to the

filename they adopted in the corresponding NX model files.
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