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Abstract

Plants selectively deplete incident light of red (R) wavelength, relative to far-red (FR) 
wavelength light. Consequently, the relative proportions of R and FR (R:FR ratio) act 
as an indicator of surrounding vegetation and plants, via the phytochrome 
photoreceptors, are capable of detecting this. Low R:FR ratio is interpreted as 
surrounding competition and results in plants eliciting, what is known as, the shade 
avoidance response. This involves a host of both phenotypic and molecular changes, 
including increased hypocotyl growth, earlier flowering time and changes in gene 
expression. The fundamental mechanisms underlying R:FR-mediated changes in gene 
expression are not fully characterised. Given that increasing evidence in Arabidopsis 
suggests that the structure of chromatin is integral in the regulation of gene expression 
in response to environmental stimuli, it was investigated to see if this was the case in 
R:FR ratio signalling. Here, DNasel sensitivity assays demonstrate that the shade 
avoidance genes ATHB2, PIL1 and XTH15 all undergo gross changes in chromatin 
structure in plants grown in light/dark cycles and treated with low R:FR ratio. These 
low R:FR induced changes in DNasel sensitivity are conspicuously absent when plants 
are grown in continuous light, suggesting an involvement of the circadian clock. 
Complementary to this, the use of ChIP has identified the coding region of PIL1 to 
show increased association with hyper-acetylated H3K9 and possibly H3K14 in 
response to low R:FR ratio. Together, this work demonstrates that changes in R:FR 
ratio induce changes in gene expression that are correlated with changes in chromatin 
structure and histone modifications and that these changes could be regulated by the 
circadian clock. In addition, the identification and construction of multiple mutant and 
transgenic lines expressing altered levels of chromatin modifying protein was 
attempted.
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Chapter 1 

Introduction

1.1 Light

Plants, like all organisms, are adapted to detect and respond to stimuli from their 

surrounding environment. In the absence of motility, plants have retained a high level 

o f developmental plasticity to respond to changes in environmental conditions. One 

particularly important external stimulus for plants is light. Light is essential for the 

development, growth and ultimately, survival of plants. In order for plants to maximise 

their utilisation of the available light energy, they have evolved to monitor the quantity, 

quality, periodicity and direction of light and respond accordingly. By monitoring and 

integrating these four aspects of the light environment with other environmental stimuli, 

plants are able to intricately optimise their development through from seed germination 

to the timing of flowering.

The clear dichotomy of developmental responses in light and dark grown seedlings 

demonstrates the range of effects light elicits upon the development of plants. Dark- 

grown, etiolated seedlings display long hypocotyls, small, closed cotyledons and the 

formation of etioplasts from proplastids. This is in contrast to light grown seedlings, 

which typically exhibit short hypocotyls, large, expanded cotyledons and differentiated 

chloroplasts (Chen et al., 2004). Furthermore, integration of information from the 

surrounding light environment with the endogenous circadian clock allows plants to 

anticipate seasonal environmental changes and temporally optimise their developmental 

responses to maximise productivity.
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Higher plants have three families of characterised photoreceptors which are responsible 

for detecting light. These are the UV-A/blue (B) light absorbing cryptochromes and 

phototropins; and the red (R) /far-red (FR) light-absorbing phytochromes (Franklin and 

Quail, 2010).
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1.2 Plant photoreceptors

1.2.1 Phytochromes

Observations had suggested that many components of plant development were 

regulated by a pigment which underwent a reversible photo-conversion between two 

distinct forms, with each form occupying distinct action maxima in either the R or FR 

region. This pigment, termed phytochrome, was first successfully isolated from plant 

tissue and studied in vitro over fifty years ago (Butler et a i, 1959).

Experiments analysing Sinapsis alba L. and its responses to combinational light 

treatments led to the suggestion that there were multiple phytochromes (Beggs et al., 

1980). Subsequently, a screen of a cDNA library of the model plant species Arabidopsis 

thaliana identified the possibility of five phytochromes, with the initial identification of 

three: phyA, phyB and phyC (Sharrock and Quail, 1989). Using the sequence 

information from these phytochromes, two further Arabidopsis phytochromes were 

isolated: phyD and phyE (Clack and Sharrock, 1994).

Early research suggested that each phytochrome forms homodimers; however, recent 

research has suggested that phyC and phyE exist only as heterodimers with either phyB 

or phyD making up the other half of the heterodimer (Clack et al., 2009). Each 

phytochrome monomer is covalently and auto catalytically linked to a light absorbing 

chromophore (Lagarias and Lagarias, 1989). Experiments involving chimera proteins 

which fused the N terminal domain of oat PHYA to the C terminal domain of rice 

PHYB, and vice versa, demonstrated that the N terminal region acts as the chromophore
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attachment and photosensory dom ain, determining the light specificity of the 

phytochrome molecule; whereas, th e  C terminal domain contains regulatory regions and 

is responsible for signal output and dimerization (Wagner et al., 2006; Matsushita et a l,  

2003; Deforce et al., 1991).

Phytochromes exist as an equilibrium of two interchangeable isoforms: the biologically 

active form (Pfr), and the biologically inactive form (Pr). Phytochrome is synthesised in 

the dark in the Pr form and in the presence of light can be converted to the Pfr form.

This reaction is optimised at R wavelengths. Pfr can be converted back to Pr by the 

absorption of FR wavelengths. Phytochromes were initially classified into type I and 

type II phytochromes, which are distinguished by their stability in response to light. 

PHYA is a type I, light-labile phytochrome and is degraded rapidly upon exposure to 

light and accumulates to high levels in the dark. PHYB -  E are type II phytochromes 

and are more stable in the light. Phytochrome responses have been divided into the very 

low fluence response (VLFR), lo w  fluence response (LFR) and the high irradiance 

response (HIR). The very low fluence response is not reversible and is saturated at low 

levels of Pfr, which can be induced by light pulses or continuous irradiation. The HIR is 

dependent on fluence rate and is caused by either continuous radiation or frequent light 

pulses. The LFRs are reversible R /F R  responses that are induced by R and reversed by 

FR (Casal et al., 2000; Chen et al., 2004; Nagy and Schafer, 2002).

The Arabidopsis phyA mutant was identified from a screen looking for mutant seedlings 

exhibiting abnormal phenotypes w hen  grown in FR; similarly, the phyB mutant was 

identified by its long hypocotyl phenotype when grown in white (W) light (Whitelam et 

a l ,  1993; Nagatani et al., 1993; Parks and Quail, 1993; Reed et al., 1994). Abnormal
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flowering and intemode elongation phenotypes in mutagenized phyAphyB double 

mutants were the basis of the isolation of phyE  mutation (Devlin et al., 1998). The 

phyD  mutant was isolated as a naturally occurring mutation in the Wassileweskija (Ws) 

accession of Arabidopsis (Aukerman et al., 1997). Finally, screens of T-DNA mutant 

collections and a fast neutron deletion approach led to the identification mutants 

deficient in phyC (Franklin et al., 2003; Monte et al., 2003).
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1.2.1.1 Phytochrome functions

The five phytochromes in Arabidopsis have a diverse array o f functions, covering the 

whole life span of the plant, from the germination of seeds, the development of 

seedlings and adult plants through to flowering.

In regards to seed germination, PHYA plays an important role in germination in 

response to FR (Johnson and Whitelam 1994). A dominant role for PHYB exists in 

germination in response to R, with an ancillary role for PHYD. Although not yet fully 

characterized, PHYE also appears to be involved in germination in continuous FR 

(Hennig et al., 2002). The phytochromes are essential for proper seedling de-etiolation 

responses to R and FR light. PHYA is important in eliciting this response in FR light 

conditions, with the phyA mutant, when grown in FR light, resembling wild-type (WT) 

plants grown in the dark (Whitelam et al., 1993; Nagatani et al., 1993; Parks and Quail, 

1993). De-etiolation in R and W is controlled primarily by PHYB with phyB  mutants 

exhibiting longer hypocotyls and reduced cotyledon expansion. Conversely, seedlings 

over-expressing phyB have been shown to display shorter hypocotyls compared to WT 

plants (Somers et al., 1991; Wagner et al., 1991). A minor role also exists for PHYD in 

seedling de-etiolation, with mutants exhibiting slightly elongated hypocotyls in R light. 

Furthermore, a synergism between PHYB and PHYD exists in seedling de-etiolation as 

demonstrated by the fact the phyBphyD double mutant demonstrates greater hypocotyl 

elongation than either single mutant (Aukerman et al., 1997). The phyC  single mutant 

has been shown to display elongated hypocotyls compared to WT in R. Analyses of 

phyBphyC and phyB  single mutants have demonstrated that this function of PHYC 

operates through modulation of PHYB function (Monte et al., 20003; Franklin et al.,
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2003). PHYE has also been shown to exhibit a small, redundant role in cotyledon 

expansion in R (Franklin et al., 2003).

The phytochromes are also important in regulating adult plant architecture. The 

Arabidopsis phyB  mutant exhibits increased petiole elongation, reduced leaf area, 

reduced branching, increased apical dominance and increased roots hairs (Nagatani et 

al., 1991; Reed et al., 1993). PHYC has been shown to be involved in suppressing 

petiole elongation (Franklin et al., 2003; Monte et al., 2003). Maintenance of a compact 

rosette structure is maintained redundantly by PHYA, PHYB and PHYE, with all three 

having to be mutated before an elongated intemode phenotype is observed (Devlin et 

a l , 1998).

Control of flowering time is also an important function of the phytochromes. PHYA for 

example, has a role in sensing day length extensions (Johnson and Whitelam, 1994). In 

both short and long days (SD and LD) the phyB  mutant has been shown to display early 

flowering (Somers et al., 1991). PHYC is involved in a PHYB dependent manner in 

sensing SD. By contrast, PHYC operates redundantly with PHYA in sensing LD 

(Monte et al., 2003). The phyD  mutation, when combined in the phyBphyD double 

mutant, resulted in a greater reduction in the number of leaves at flowering compared to 

the phyB  single mutant (Aukerman et al., 2003). This observation suggests that PHYD 

acts with PHYB to repress flowering.

Arabidopsis plants have been generated which are mutated in all 5 phytochromes and 

these plants are known as quintuple mutants. The quintuple mutant displays very low 

levels of germination in response to W, B, R and FR light treatments, suggesting that
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the phytochromes are required for normal germination, regardless of light treatment. 

The quintuple seedling was responsive to B in regards to hypocotyl elongation, but was 

completely unresponsive to R. Interestingly, quintuple mutant seedlings were still 

capable of synthesising some chlorophyll in response to a R pulse. As the synthesis of 

chlorophyll is a light dependent response it suggests that the quintuple mutant retains 

some ability to detect R. All adult quintuple mutants eventually became 

developmentally arrested when grown in R (Strasser et al., 2010).

Experiments in other species have demonstrated the importance of phytochromes in a 

variety of plants. Despite the paucity of data in other species, the available information 

from species such as tomato, pea, maize and tobacco suggests that although the number 

o f phytochromes may differ between species the presence and function of phyA and 

phyB are well conserved (Matthews 2010). A study by Boylan and Quail elegantly 

highlighted the phenotypic effects of aberrant phytochrome expression whilst 

demonstrating the functional homology of phytochromes between monocotyledons and 

dicotyledons, whilst also demonstrating the conserved nature of post-transcriptional 

modifications and chromophore attachment in phytochrome processing. Transgenic 

tomato plants were engineered to express an oat phytochrome. These transgenic tomato 

plants displayed phenotypic abnormalities spanning the developmental, vegetative and 

reproductive phases and exhibited a dwarfed height, green foliage and green fruit 

compared to WT plants (Boylan and Quail, 1989). Similar experiments were performed 

when transgenic tobacco plants were made to express oat phytochrome. Transgenic 

plants from this experiment demonstrated reduced apical dominance, reduced intemode 

elongation and increased green pigmentation (Keller et al., 1989).



1.2.2 Cryptochromes

Cryptochromes were initially characterised in Arabidopsis, although they are present in 

drosophila and mammals. Cryptochromes sense blue and UV-A light and the first 

crytochrome, cryl, was isolated by the mutants aberrant response to blue (B) light 

(Cashmore et al., 1999). A second cryptochrome, cry2, was discovered using the cryl 

sequence as a template to probe the Arabidopsis genome (Lin et al., 1998).

Both CRY1 and CRY2 are important in plant photomorphogeneis in response to B light 

as demonstrated by the fact that cryl and cry2 over-expressing plants have larger 

cotyledons and shorter hypocotyls than WT plants when grown in B and UV-A light. 

Conversely, cryl and cry2 mutants have longer hypocotyls than WT plants when grown 

in B light. The relative impact of the cryl and cry2 mutations on hypocotyl and 

cotyledon growth is dependent on light quantity (Lin et al., 1998; Mazzella et al., 

2001). CRY1 and CRY2 differ in their responses to fluence, with CRY2 operating at 

lower fluences than CRY1 (Lin et al., 1998) CRY1 and CRY2 are both involved in 

flowering, with CRY2 exhibiting a more prominent role. The cryl cry 2 double mutant 

has been shown to flower earlier than either single mutant in B light (Guo et al., 1998; 

Mockler et al., 1999)
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1.2.3 Phototropins

The mutant, nphl (nonphototropic hypocotyl 1), was isolated by the fact that it is 

deficient in directed growth in response to light: phototropism. NPH1, which later 

became known as phototropin 1 (photl), was found to be phosphorylated after B light 

irradiation. Also, NPH1 appeared to bind to flavin, which is a light harvesting 

chromophore. Taken together, these data led to the suggestion that PHOT1 was a B 

light photoreceptor (Christie et al., 1998). Based on sequence similarity to photl, a 

second phototropin, phot2, was identified (Briggs et al., 2001).

PHOT1 and PHOT2 are both important in plant photropism, although they exhibit 

different properties at different fluences. Phototropins are important in maximising 

photosynthetic efficiency and this is highlighted by their roles in regulating leaf 

flattening, stomatal opening and chloroplast movement in a light-intensity dependent 

manner, which acts to prevent damage to chloroplasts at high light intensities (Christie 

et al., 2007).

10



1.3 Shade avoidance

As a fundamental component of photosynthesis, light is vital in providing an energy 

source for plants; consequently, plants have adapted to maximise their utilisation of this 

resource. This is exemplified by the fact that plants not only use light as an energy 

source but also as a signal which provides spatial information of surrounding 

competitors. The chlorophyll and carotenoid pigments are the light absorbing 

components of the photosynthetic machinery and capable of absorbing specific 

wavelengths of electromagnetic radiation (ER), with red and blue wavelengths being 

preferentially absorbed and green and far-red (FR) light preferentially passing through 

or being reflected. This means that the presence of vegetation results in a change in the 

spectrum of solar radiation. The phytochromes and cryptochromes are predominantly 

responsible for detecting these variations in the surrounding radiation, with the 

phytochromes responsible for detecting R and FR radiation. As mentioned above, FR 

light is transmitted and reflected by vegetation; whereas, R light is absorbed. This 

creates a lower R.FR in light that has passed through or reflected away from vegetation 

as opposed to the R:FR in normal daylight. The ratio of R:FR radiation can more 

specifically be defined as:

R.FR ratio = photon irradiance between 655 and 665 nm

photon irradiance between 725 and 735 nm

The R:FR ratio of daylight remains a fairly consistent 1.15, and is independent of time 

of year and weather (Smith 1982; Franklin and Whitelam, 2005). In contrast, the 

detected R:FR ratio of light underneath canopies of vegetation are in the range 0.05 -
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0.07; thus demonstrating a stark contrast between the R:FR of incident and 

reflected/transmitted radiation (Smith 1982; Franklin and Whitelam, 2005).

The relative concentrations of the two phytochrome forms: Pr and Pfr, are determined 

by the ratio of R:FR and can be used by the plants at the molecular level to 

communicate their vegetational surroundings. In the presence of reduced relative 

concentrations of Pfr, which is a consequence of low R:FR, which in turn is indicative 

o f surrounding vegetation, plants respond by implementing alternative developmental 

pathways. Typically, they exhibit an increase in stem and petiole elongation rate, 

elevated leaf angles (leaf hyponasty) and a concomitant reduction in leaf thickness and 

chlorophyll levels. This response is termed the shade avoidance response and is thought 

to allow better access to daylight. However, if  the reduced relative concentrations of Pfr 

are maintained for a prolonged period the plant initiates the flowering developmental 

pathway, ostensibly to try maximise the probability of seed production in unfavourable 

conditions (Smith and Whitelam, 1997).

Among the phytochromes, PHYB is the main mediator of developmental responses to 

low R:FR ratio. Unlike WT plants, low R:FR and End Of Day (EOD-FR) treatment had 

little effect on hypocotyl elongation and petiole extension in phyB  mutants, which 

display constitutive shade avoidance (Robson et al., 1993; Nagatani et al., 1991). EOD- 

FR is a short FR treatment which is applied prior to darkness. This results in a low 

Pfr:Pr ratio throughout the dark period and phenotypically mimics growth in low R:FR 

ratio. The phyB mutant still exhibits some response to low R:FR, suggesting the 

participation of other phytochromes in shade avoidance. These included: accelerated 

flowering, reduced leaf area and a decrease in specific stem weight (weight to length
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ratio) when compared to plants grown in high R:FR (Robson et al., 1993). A role for 

PHYD in mediating Arabidopsis responses to low R:FR ratio was demonstrated in the 

phyBphyD  double mutant, with the double mutant being less responsive to EOD - FR 

mediated hypocotyl growth and petiole extension than either the phyB  or phyD  single 

mutants. The effect of the phyD  mutation is minimal in the phyD  single mutant and is 

only really evident in the phyBphyD double mutant, highlighting the redundancy of 

PHYD in these responses (Aukerman et al., 1997). PHYE also appears to play a minor, 

redundant role in shade avoidance. The phyAphyB double mutant and phyAphyBphyE 

triple mutant were treated with or without an EOD-FR treatment. The phyAphyB double 

mutant displayed elongated intemodes and early flowering with EOD - FR. The 

phyAphyBphyE triple mutant, however, flowered early and exhibited intemode 

elongation in both light treatments. This finding suggests that PHYE plays a redundant 

role in flowering and intemode elongation (Devlin et al., 1998). WT and phyA mutant 

seedlings grown in high R:FR have the same length hypocotyls, but in low R:FR the 

phyA  mutants have longer hypocotyls than WT. Furthermore, when grown in low R:FR, 

phyAphyB  double mutants have been shown to display longer hypocotyls than the phyB  

mutant. Together, these observations suggest a role for PHYA in limiting hypocotyl 

length in low R:FR, thereby suppressing shade avoidance and excessive elongation 

growth (Johnson et al., 1994; Salter et al., 2003)
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1.4 Light and gene regulation

1.4.1 Phytochrome cellular localisation

Changes in R:FR ratio and altered abundance of phytochromes has not only been shown 

to regulate plant development at the phenotypic level but also at the transcriptional 

level. As early as 1993, changes in R:FR ratio were known to have reversible effects on 

the expression of genes, specifically the transcription factor ARABIDOPSIS 

THALIANA HOMEOBOX PROTEIN 2 (ATHB2) (Carabelli et al., 1993). Microarray 

studies confirmed these initial findings and expanded the cohort of genes identified as 

being regulated by R:FR ratio (Devlin et al., 2003; Salter et al., 2003; Sessa et al., 

2005). These included the basic Helix Loop Helix (bHLH) transcription factor PIF3- 

LIKE 1 (PIL1) and the xyloglucanendotransglycosylase XTH15. Furthermore, these low 

R:FR ratio regulated genes have been shown to be aberrantly regulated in phytochrome 

-  deficient mutants (Devlin et al., 2003; Salter et al., 2003).

Phytochromes are important in the regulation of R:FR regulated genes and a mechanism 

by which different light treatments can achieve this is through differential localisation 

of phytochromes. Fluorescent microscopy was used to examine Arabidopsis seedlings 

transformed with PHYA-GFP. PHYA was absent from the nucleus of dark grown 

seedlings; however, short treatments of W, R, FR or B and longer treatments of 

continuous B or FR resulted in nuclear localisation of the protein fusion construct. This 

is in contrast to prolonged periods of continuous W or R, which resulted in no 

detectable GFP fluorescence in the cell. In addition to this, if dark grown seedlings were 

treated with 24 hours of R immediately prior to 24 hours of FR, there was no GFP
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fluorescence in the cell (Kim et al., 2000; Kircher and Nagy 2002). These observations 

are consistent with the light-labile nature of PHYA and suggest that after prolonged 

irradiation with certain wavelengths of light PHYA becomes degraded.

Similar experiments were performed using PHYB-GFP constructs. Again, dark grown 

seedlings exhibited cytosolic staining; whereas, W treatment resulted in translocation of 

PHYB:GFP into the nuclei (Kircher and Nagy 2002). A separate study using transgenic 

tobacco seedlings transformed with a GFP-PHYB construct supported these results. 

Seedlings were exposed to pulses or continuous R, B or FR. R induced the formation of 

nuclear speckles. In contrast, up to 3 hours of FR induced no nuclear speckles and 3 

hours of B induced only minimal nuclear speckles. Transfer back to dark resulted in 

immediate decline in all nuclear speckles. Gil and colleagues investigated the effect of 

pulses of R and FR. Seedlings were irradiated with R, FR or R followed by FR. It was 

found that the R pulse was sufficient to cause formation of nuclear speckles, FR did not 

induce speckles and the FR pulse after the R pulse completely reversed the R pulses 

effects (Gil et al., 2000). Experiments using PHYC:, PHYD: and PHYE: GFP 

constructs, found that these protein fusions are cytosolic in the dark. Exposure to W 

resulted in the formation of nuclear speckles of PHYC and PHYE and to a lesser extent 

PHYD (Kircher and Nagy 2002). These data taken together suggest that phytochrome, 

in the form of Pfr, enters the nucleus and forms nuclear speckles. Downstream of the 

phytochromes is the ELONGATED HYPOCOTYL 5 (HY5) basic domain/leucine 

zipper (bZIP) transcription factor, which promotes photo-morphogenesis. In all light 

conditions, the hy5 mutant exhibits aberrant hypocotyl elongation, demonstrating that 

HY5 operates downstream of the phytochromes. HY5 constitutively localises to the 

nucleus where it binds to the promoters of many light regulated genes (Lee et al, 2007).
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HY5 expression is regulated by the E3 ubiquitin protein ligase, CONSITUTIVE 

PHOTOMORPHOGENESIS 1 (COP1) and when COP1 localises to the nucleus it 

degrades HY5. In the dark, COP1 localises to the nucleus, whereas, in the light it is 

excluded from the nucleus (Osterlund et al., 2000).
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1.4.2 PIFs

Yeast two hybrid screens were used to try and determine the interacting partners of the 

phytochromes. The C terminal regions of PHYB and PHYA were used as bait in a 

screen. The bHLH transcription factor, Phytochrome Interacting Factor 3 (PIF3) was 

identified as a potential binding partner of both PHYA and PHYB and this interaction 

was confirmed in vitro by pull down assays. PIF3 contains a region of similarity to a 

PAS domain and a putative bipartite NLS motif. Constitutive localisation to the nucleus 

is observed irrespective of light treatment (Ni et al., 1998).

Following on from these initial findings, the nature of the phytochrome -  PIF3 

interaction was further characterised. The interaction between PHYB and PIF3 is 

dependent on PHYB being in the Pfr form. Treatment with FR results in dissociation of 

PIF3 from PHYB, indicating that if PHYB is converted back to its inactive form it will 

dissociate from PIF3 even if  it was previously bound to PIF3. PIF3 was observed not to 

bind at all to the phyB apoprotein (Ni et al., 1999). A further study confirmed that both 

PHYB and PHYA bound to PIF3 when in the Pfr form, with regions at both the N- 

terminus and C-terminus of PHYB involved in binding (Zhu et al., 2000). Bauer and 

colleagues showed that the phytochromes A, B and D are involved in the degradation of 

PIF3 (Bauer et al., 2004). A subsequent study by Al-sady et al showed that R treatment 

results in PIF3 exhibiting a gel shift. Treatment with a proteasome inhibitor and 

alakaline phosphatase prevented PIF3 degradation and the gel shift, respectively. 

Furthermore, if phyA and phyB  mutant constructs, which are incapable o f binding PIF3, 

were transformed into a phyA/phyB double mutant background then R no longer caused
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degradation and a gel shift of PIF3. Together, these data suggest that it is the interaction 

o f A and PHYB with PIF3 which mediates its degradation (Al-sady et al. 2006).

An in vitro co-immunoprecipitation assay was used to test for interactions between the 

other members of the PIF3 sub-family of bHLH containing proteins and PHYB. The Pfr 

form o f phyB was shown to interact with PIF3, PIF4, PIF5 and PIF6. A conserved 

motif, termed the active phytochrome binding motif (APB) was found in most of the 

bHLH proteins that interact with PHYB and is important for binding. Despite their 

close similarity to PIF3, PIL1 and LONG HYPOCOTYL IN FAR-RED 1 (HFR1) 

exhibited no detectable binding to PHYB (Khanna et al., 2004).

PIF3 was examined to see if it was capable o f binding to DNA. The bHLH domain 

typically consists of approximately 60 amino acids, with the 15 amino acids at the N 

terminal involved in DNA binding and the C terminal end operating as a dimerization 

domain. Proteins containing this motif frequently form hetero or homodimers. The 

recognition sequence of bHLH domains is the E box sequence, CANNTG, although the 

context o f the sequence can influence binding (Toledo-oritz et al., 2003). In vitro 

studies found that the DNA sequence CACGTG, is a target of PIF3. This sequence is 

known as the G box motif. It was further suggested that PIF3 binds directly to G box 

containing promoters of certain light regulated genes (Martinez-Garcia et al., 2000).

Although PIF3 performs a dominant role in de-etiolation, alternate members of the PIF3 

family, namely PIF4 and PIF5, appear to be important in shade avoidance. Analysis of 

PIF5 and PIF4 proteins found that they accumulate in the dark and are degraded in a 

proteasome-dependent manner in response to R, but not FR. If the R pulse is followed
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by a FR pulse, however, there is no decrease in PIF4 and PIF5. This is indicative of a 

LFR and provides evidence that the degradation of these proteins is phytochrome 

mediated. This notion is further supported by experiments showing that when the APB 

domain of PIF4 and PIF5 is deleted, R mediated degradation is reduced. Phytochromes 

A, B and D were subsequently found to redundantly regulate the degradation of PIF5 

(Fluq and Quail 2002; Shen et al., 2007).

Transgenic plants over-expressing P1F4 and PIF5 have been shown to exhibit a 

‘constitutive shade avoidance phenotype’; whereas, pi/4 andp ifi  mutants exhibit a light 

hypersensitive phenotype (Fujimori et al., 2004; Huq and Quail, 2002; Lorrain et al.,

2008). Mutants deficient in PIF4 displayed reduced hypocotyl elongation in response to 

low R:FR compared to WT controls. The pif4/pif5 double mutant displayed greater 

reduction of low R:FR mediated elongation growth than the pif4  single mutant, 

suggesting a redundant role for PIF5. In terms of R:FR - mediated petiole elongation, 

PIF5 exhibits a significant role, with PIF5 over-expressing lines displaying 

considerably elongated petioles when compared with WT plants (Lorrain et al., 2008). 

Following physiological analyses, mutant and over-expressing plants were investigated 

at the transcriptional level. PIL1, HFR1 and ATHB2 are three factors whose expression 

increases in response to low R:FR. In pz/4, pif5  and the pif4/pif5 mutants these three 

shade avoidance marker genes were still increased in expression in response to low 

R:FR, but to a lesser extent than WT. In contrast, PIF5 over-expressing plants had 

higher levels of the three marker genes in high R:FR and the levels increased further in 

response to low R:FR (Lorrain et al., 2008). The phyBpif4pif5 triple mutant suppressed 

the phenotype of the phyB  mutant, in regards to shade avoidance marker genes and 

hypocotyl elongation. This provides evidence that PIF4 and PIF5 operate downstream
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of PHYB. Some residual shade avoidance responses were present in the pif4pif5 double 

mutant, suggesting other pathways, not involving PIF4 and PIF5, are also important 

(Lorrain et a l., 2008).
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1.4.3 GA and DELLAs

Gibberellin (GA) is a hormone that regulates the growth and development of plants, 

with GA-deficient mutant plants exhibiting a severe dwarf phenotype (Harberd et al.,

2009). GA results in proteasome mediated degradation of the growth-repressing 

DELLA proteins. Arabidopsis contains five DELLA proteins: RGA, GAI, RGL1, 

RGL2 and RGL3 (Feng et al., 2008). The hypocotyls of dark-grown seedlings contain 

high levels of GA and this results in destruction of the DELLAs. In light grown 

seedlings GA levels are low, leading to an accumulation of DELLA proteins and 

growth restraint (Achard et al., 2007). Experimentally, this can be demonstrated by 

growing seedlings on supplemented media. Seedlings on media supplemented with GA 

have longer hypocotyls than controls and those grown on media containing a GA 

inhibitor have shorter hypocotyls than controls. Light can therefore control hypocotyl 

length via changes in GA abundance.

The DELLAs regulate several genes that respond to GA. Studies have, however, 

suggested that DELLAs do not directly regulate these GA responsive genes (Feng et al., 

2008). One proposed mechanism by which the DELLAs could regulate these GA 

responsive genes is via the PIFs. Two separate yeast two hybrid screens have identified 

an interaction between the PIFs and the DELLAs. Interactions were confirmed by co- 

immunoprecipitation and bimolecular fluorescence complementation (BiFC) (Feng et 

al., 2008; de Lucas et al., 2008). These studies demonstrated that the interaction of 

DELLA proteins with both PIF3 and PIF4 prevented DNA binding, thereby suppressing 

their transcriptional activity.
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ChIP and PCR analyses determined that an increasing abundance of DELLAs resulted 

in a reduction of PIFs binding to their target genes and correspondingly when GA is 

increased (and thereby DELLAs destroyed), the binding of PIFs to their target genes is 

increased. Therefore, PIFs and DELLAs function antagonistically with respect to the 

expression on PIF target genes (Feng et al., 2008). Furthermore, these studies 

demonstrated that RGA, which could not bind PIF4, could no longer inhibit PIF4 

transcription. In vivo, a GA inhibitor was found to disrupt binding of PIF4 to DNA and 

PIF4 DNA binding was amplified by GA application (de Lucas et al., 2008).

The role of GA and DELLAs in shade avoidance has been investigated by Djakovic- 

Petrovic and colleagues (2007). They demonstrated, using GFP:RGA, that in low R:FR 

ratio, the levels of the fusion protein decreased compared to high R:FR controls. The 

presence of a GA inhibitor abrogated this effect and RGA fusion protein levels were 

maintained at the same levels in high and low R:FR ratio, confirming that levels of 

DELLA proteins in response to changes in R:FR ratio are regulated via GA (Djakovic- 

Petrovic et al., 2007). Furthermore, this research showed that low R.FR responses were 

reduced in plants expressing a mutated GAI protein which is resistant to degradation by 

GA. Analysis of a DELLA quadruple mutant demonstrated a role for low R:FR 

mediated DELLA degradation in hypocotyl, but not petiole, elongation. A summary of 

the roles of phytochromes, DELLAs and PIFs in shade avoidance is shown in Figure 

1 . 1.
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Figure 1.1b: A simplified cartoon highlighting the hypothetical interactions of the 

factors known to be involved in the shade avoidance response.

In high R:FR ratio, phytochrome is preferentially converted into the Pfr form, 

whereupon it localises to the nucleus. Once in the nucleus, Pfr instigates the 

degradation of the PIFs by tagging them for degradation (highlighted by solid black 

circles). DELLAs bind to PIFs, preventing them from binding to DNA. Shade 

avoidance genes are not transcribed.

In low R:FR ratio, phytochrome is preferentially converted into the Pr form and is 

excluded from the nucleus. PIFs are not degraded and initiate transcription of shade 

avoidance genes. Additionally, GA instigates the destruction of the DELLAs by 

tagging them for degradation (highlighted by solid black circles).
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1.5 Chromatin

Eukaryotic chromatin is composed o f DNA and closely associated proteins, termed 

histones. Histone proteins consist of the core histones: H2A, H2B, H3 and H4; and the 

linker histone HI. The core histones assemble to form a protein octamer, which 

typically consists of a H3-H4 tetramer, to which two H2A-H2B heterodimers bind 

(Eickbush and Moudrianakis 1978). In certain situations, these canonical core histones 

are replaced with variant histones, such as H3.3 in and H2A.Z, replacing H3 and H2A 

respectively. Whilst similar to their traditional counterparts, these variant histones 

frequently confer different properties upon the core histone particle and are favoured in 

certain contexts (Sarma and Reinberg 2005). Wrapped around this central histone 

octamer is~145bp of DNA. This forms the fundamental unit of eukaryotic 

chromosomes: the nucleosome. Between the histones and DNA, in a single nucleosome, 

there are 14 contact points, which generates a very stable DNA-protein interaction 

(Luger et al., 1997). Adjacent nucleosomes are linked to one another by approximately 

50 bp of DNA, creating what is known as the 10 nm fibre, or, ‘beads on a string’ model. 

With the help of histone H I, this 10 nm fibre can be compacted further into the 30 nm 

fibre (Luger et al., 1997). Experiments in which HI was deleted revealed that it is not 

necessary for cellular survival, but its deletion resulted in diffuse, uncondensed 

chromosomes (Shen et al., 1995). The structural hierarchy o f chromatin is represented 

in figure 1.2

All four core histones have N-terminal tails, and H2A has a C-terminal tail (Wolffe and 

Hayes 1999). Histone tails can undergo a number of posttranslational modifications 

such as acetylation and methylation (Loidl, 2004). Histone tails have been shown to be
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important in the formation of condensed, higher-order chromatin. Removal of histone 

tails has been shown to result in an inability of linker DNA to bend thereby preventing 

the formation of higher-order chromatin structures (Garcia-Ramirez et al., 1992). 

Visualization with electron microscopy has further confirmed the necessity of the 

histone tails in forming higher-order structures, with the removal of the histone tails 

resulting in the absence of the 30 nm solenoid fibre (Allan et al., 1982). Another 

investigation used differences in sedimentation profiles of in vitro reconstructed 

nucleosomes to show that when the N terminal 19 amino acids of H4 was deleted the 

nucleosomes could not form the 30 nm fibre. Furthermore, they found that nucleosomes 

that were constitutively acetylated at lysine residue 16 (H4K16) did not form the 30 nm 

fibre, thereby suggesting a link between nucleosome modification and chromatin 

structure. They further confirmed these results by examining HeLA ell extracts and 

finding that H4K16 acetylation is correlated with an absence of the 30 nm fibre 

(Shogren-knaak et al., 2006). In fact, it has been known for over 40 years that 

modifications of histones, specifically acetylation, can result in a relaxation in the 

inhibition of transcription from the nucleosome-DNA template (Allfrey et al., 1964).

It is now well established that chromatin is a dynamic structure and through a multitude 

o f interactions and modifications chromatin can go from a closed, higher-order, 

compact structure through to an open, dynamic system of mobile nucleosomes on DNA. 

One investigation using nucleosomes bound to DNA and run on a polyacrylamide gel 

showed that histone octamers are not rigidly fixed to the DNA to which they are 

associated. Incubation of this nucleosome-DNA complex with linker histone, however, 

resulted in restriction of octamer mobility. Incubation with HI also resulted in 

decreased transcription and decreased accessibility of micrococcal nuclease to linker
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DNA. A corollary of these findings is that there may be a direct link between histone 

packaging and mobility, and transcription o f DNA (Ura et al., 1995). Ultimately, this 

ability o f chromatin, and consequently DNA, to adopt an exposed, open conformation 

or a concealed, closed arrangement, does have implications at the transcriptional level. 

An in vitro system, in which plasmid DNA was combined with nucleosomes, found that 

saturation of nucleosome binding to DNA resulted in an inhibition of transcription and 

that transcription was not initiated from the plasmid until nucleosomes were depleted 

below 2/3 of saturation. These data indicate that the presence of nucleosomes on DNA 

is inhibitory to transcription (Knezetic and Luse 1986).

28



1.6 Histone modifications

There are many different types of histone modifications: acetylation, methylation 

(lysines and arginines) phosphorylation, ubiquitylation, sumoylation, ADP riobsylation, 

deimination and proline isomerisation. So far, at least 60 histone residues in eukaryotes 

have been found to be modified. Lysines and arginines can be methylated; this 

methylation can be mono, di or tri on lysine residues and can be mono or di on arginine 

residues, with this mono or di being asymmetric or symmetric. The majority of histone 

modifications are generally considered to be reversible (Kouzarides 2007).

Evidence suggests that individual histone marks do not necessarily act in isolation or in 

a reciprocal manner, which results in a complex interplay between histone marks and 

demonstrates that the dynamics of histone modifications are dependent on context. Reas 

and colleagues (2000) using an in vitro approach highlighted the importance of the 

surrounding template. In this work they found that in response to H3 serine 10 (H3S10) 

phosphorylation or H3K14 methylation, H3K9 on the same template could be 

methylated by a Histone Methyl Transferase (HMT) enzyme. In contrast, acetylation of 

H3K9 prevented the methylation of H3K9 by the same HMT enzyme (Rea et al., 2000). 

Another study investigating the HMT, Set9, which has specificity for H3K4, found that 

Set9 methylation of a H3 substrate inhibited binding of the Nucleosome Remodelling 

and Deacetylase (NURD) HDAC complex; whereas, methylation of H3K9 did not 

affect binding of NURD. They additionally found that methylation of K4 inhibited the 

ability of the enzyme Suv39 to methylate H3K9 (Nishioka et al., 2002, Zegerman et al 

2002).
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The modification of histone tails is thought to be the principal means by which histone- 

DNA interactions of chromatin are remodelled. There are two mechanisms by which 

histone tail modifications are proposed to elicit remodelling. Firstly, the modification of 

histone tails ostensibly directly affects the conformation of chromatin by altering the 

electrostatic interactions both between DNA and histones of individual nucleosomes 

and the interactions between nucleosomes. Affinity chromatography has be used to 

show that the nucleosomes of actively transcribed genes undergo conformational 

changes, exposing chemical groups that are concealed in nucleosomes associated with 

transcriptionally inactive genes (Walker et al., 1990; Sterner et al., 1987). Hong and 

colleagues examined the interaction o f the N terminal 23 amino acids of H4 with 

purified DNA and they found that when this 23 amino acid fragment was acetylated it 

exhibited a reduced affinity for purified DNA than an unacetylated fragment (Hong et 

al., 1993). Additional investigations found that the N terminal tail of H4 can interact 

with an acidic region of the H2A/H2B dimer of a neighbouring nucleosome; therefore, 

disruption of the electrostatic properties o f this interaction could destabilize the higher 

order formation of chromatin (Luger et al., 1997). It has also been reported in yeast that 

acetylation of K5, K8 and K12 each contribute equally to the electrostatic de- 

stabilization of the 30nm fibre by influencing the interaction of the H4 tail with the 

H2A/H2B dimer of surrounding nucleosomes (Dion et al., 2005). Disruption of the 

electrostatic properties of histone tails can affect histone stabilization within the same 

core particle e.g. hyperacetylated as opposed to hypoacetylated H4 resulted in a 

decrease in the stabilisation forces in a nucleosome core particle (Oliva et al., 1990).

The second mechanism by which histone modifications can result in chromatin 

remodelling is by means of histone modifications behaving as signals which can be

30



interpreted by the cell. This is where distinct combinations of modifications of histone 

tails are interpreted by machinery of the cell, resulting in direct outputs. This is often 

referred to as the ‘histone code’ hypothesis. There are four lysine residues of H4 which 

can be modified in vivo: K5, K8, K12 and K16. Experiments in yeast found that, in the 

case of many genes, acetylation of K16 is a unique, specific modification which is 

interpreted by the cellular machinery; however, acetylation of K5, K8 and K12 are not 

specific and are redundant, with the absolute number of these modifications being the 

important factor (Dion et al., 2005).
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1.6.1 Function of histone modifications

Evidence suggests that histone modifications are involved in a range of vital cellular 

processes (Lee et al., 1993). These include DNA replication. For example in the 

protozoan Tetrahymena, if S10 of histone H3 is mutated then aberrant chromosomal 

segregation occurs at mitosis. If H3 dephosphorylation is prevented, then condensed 

chromosomes are maintained and exit from mitosis is inhibited. Indeed, H3 at S10 is 

phosphorylated in many organisms during mitosis and meiosis (Hsu et al., 2000). 

Histone modifications have also been shown to be associated with apoptosis in a 

number of organisms. Budding yeast exposed to hydrogen peroxide were found to 

undergo phosphorylation of S10 H2B prior to apoptosis. If this residue was mutated 

then cells became resistant to hydrogen peroxide induced apoptosis (Ahn et al., 2005). 

DNA repair, in particular double strand break repair, has been also shown to involve 

histone modifications. Exposure of mice to ionizing radiation that induced double 

strand breaks resulted in phosphorylation of S I39 on H2A (Rogakou et al., 1998). 

Work in mouse embryonic stem cells has further implicated the histone variant H2AX 

in the normal process of dealing with double strand breaks. When the H2AX variant 

was deleted it resulted in an increase in cancer incidence due to an increased sensitivity 

to double strand breaks. This study also found evidence for modifications of H2B, H3 

and H4 being important in detecting and flagging up regions of DNA damage and co

ordinating in cell cycle arrest (van Attikum and Gasser, 2005). In addition, a major role 

exists for histone modifications and chromatin remodelling in regulating transcription.
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1.7 Chromatin and transcription

An axiom of chromatin biology is that nucleosomes provide a means of regulating gene 

expression by physically restricting the access of the transcriptional apparatus to the 

DNA and a corollary of this is that among all the cellular processes, histone 

modifications have been the most extensively researched in regards to their role in 

transcription. Eukaryotes utilise a number of different classes of RNA polymerases, 

each responsible for replicating different templates. The RNA polymerase responsible 

for transcribing DNA into mRNA is RNA polymerase II (RNA pol II). RNA pol II 

transcription is performed by panoply o f factors, collectively termed the general 

transcription factors, which include: RNA polymerase II and associated factors: TFIIA, 

TFIIB, TFIID, TFIIE, TFIIF and TFIIH. These factors co-ordinate the formation of 

RNA pol II at the transcriptional start site in the promoter (Green, 2005; Roeder, 2005). 

Many studies have identified nucleosomes as a hindrance to transcription. One study 

found that the presence of a nucleosome downstream on a DNA template caused RNA 

pol II to pause more frequently and for a greater duration during transcription, resulting 

in an increased frequency of transcriptional termination (Hodges et al., 2009). 

Frequently, when RNA pol II pauses it undergoes backtracking, which is where RNA 

pol II moves upstream on the DNA template, resulting in the 3 ’ DNA no longer being at 

the RNA pol II active site. Backtracked RNA pol II can terminate or re-initiate 

transcription. The option favoured is largely determined by the force exerted upon RNA 

pol, the greater the force the greater the likelihood of termination of transcription. 

Nucleosomes are believed to increase the force RNA pol II is under and hence are 

thought to decrease the probability of re-initiation of transcription after backtracked 

events. Force, however, does not seem to be important (unless at very high forces) for
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the initiation of pauses of RNA pol II, which is supported by the fact that RNA pol II 

appears to pause at the same sequences regardless of whether the template is naked 

DNA or DNA is bound to nucleosomes (Hodges et a l, 2009). The factor, TFIIS was 

found to increase the necessary force required to permanently arrest backtracked RNA 

pol II, hence TFIIS can promote transcription under higher forces. It has therefore been 

suggested that TFIIS can help transcription through nucleosomes. In eukaryotes the 

binding of TFIIS to RNA pol II can be regulated by a number of factors (Galburt et a l,

2007). Even in active genes, the nucleosomes frequently remain bound to DNA in the 

coding region of genes. The protein complex, FACT, a heterodimer of Sptl6 and 

SSPR1 can, in vitro, make nucleosomal DNA more accessible to RNA pol II. 

Elongator, which contains the HAT subunit Elp3, is another complex which can aid 

RNA pol II transcription through nucleosomes. FACT and elongator are proposed to 

interact with other chromatin factors and the basal transcription machinery (Kireeva et 

al., 2005)

The general transcription factors are sufficient for transcription but typically they are 

assisted by activator proteins. In fact, RNA pol II transcription is typically initiated by 

the binding of DNA sequence specific activator proteins. Activator proteins contain a 

DNA binding domain (to localise the factor to a specific location) and a separate 

activation domain (to promote transcription). Activators function in a number of ways: 

they can stimulate preinitiaion complex (PIC) assembly, promote initiation, elongation 

and reintiation of pol II. They can also facilitate the binding of co-activator or co

repressor factors (Green, 2005; Roeder, 2005). Co-activators and co-repressors can be 

seen as intermediaries (which probably is why they have also been termed mediators), 

between activators and the general transcription factors. Furthermore, the absence of
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DNA binding capabilities of co-activators and co-repressors implies a degree of 

flexibility is important for their functioning (Utley et al., 1998; Berger 2002). Co

activators and co-repressors are generally large multi-subunit protein complexes that 

consist o f catalytic and non-catalytic subunits. Importantly, they typically exhibit 

chromatin modifying and/or chromatin remodelling activities. Studies in budding yeast 

have found co-ordinated efforts of these chromatin activities with genes that undergo 

chromatin modification also undergoing chromatin remodelling, thus indicating a 

functional link between these two processes. In addition, the same activators can be 

responsible for the localisation of modification and remodelling complexes (Berger, 

2002).

The association of particular histone modifications with transcriptionally active or 

inactive regions has been studied for many genes in multiple organisms. Although there 

is no hard and fast rule, some general trends have been observed: methylation of K4, 

K9 acetylation, K14 acetylation, Arginine 17 (R17) methylation, K18 acetylation and 

K23 acetylation have been associated with activation of transcription; whereas, K9 

methylation and K29 methylation have been associated with gene silencing (Guo et al.,

2008). In Arabidopsis, genome-wide screens have been performed to give a general 

indication of the prevalence of modifications of H3. It has been shown that some 

histones were not modified but the majority were modified, frequently acetylated or 

methylated on at least one of their residues (Johnson et al., 2004). A similar study in 

yeast yielded complementary results, with nearly all H4 acetylated at least once on 

residues 4-17 (Smith et al., 2003). Together these studies demonstrate the prevalence of 

histone modifications of H3 and H4.
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A characteristic chromatin modifying complex originally, identified in yeast, is the 

multi-subunit complex SAGA (Spt-Ada-Gcn5-Acetyltransferease). Gcn5, the enzymatic 

subunit of SAGA is capable of acetylating histones and this is potentiated by its histone 

acetyltransferase (HAT) domain. Experiments found that Gcn5 can modify free 

histones but is incapable of modifying histones when they are associated with 

chromatin. Further investigation of the SAGA complex revealed that another subunit, 

Ada2, and also maybe the subunits Spt3 and Spt20, interact with the activator protein 

TBP, thereby demonstrating a means by which the complex is recruited to certain genes 

(Grant et al., 1997). Additional studies have also found evidence for an interaction 

between the SAGA subunit Spt20 and TBP. A functional interaction has been suggested 

by the fact that certain mutations in the TBP gene result in similar phenotypes as null 

SAGA mutations (Roberts and Winston, 1997).
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1.8 Nucleosome Remodelling

An archetypical eukaryotic chromatin remodelling complex is the highly conserved 

SWI/SNF complex. This complex was identified by analysis of yeast strains which 

exhibited defects in mating type switching (SWI) and sucrose fermentation (SNF). 

SWI/SNF is recruited to chromatin by activators and studies have suggested that 

SWI/SNF can remain retained on chromatin upon dissociation of the activator proteins. 

The retention of SWI/SNF is, however, contingent on the acetylation state of the 

localised histones. When HAT proteins were prevented from binding to the localised 

chromatin the SWI/SNF complexes were not retained (Hassan et al., 2001). A variety of 

evidence, including a reduction in the relative mass of DNA associated with 

nucleosomes, reduced super coiling of DNA per nucleosome and reduced nucleosome 

stability, indicate that remodelling by SWI/SNF results in unwrapping of DNA from the 

nucleosome (Peterson and Workman, 2000). SWI/SNF has also been demonstrated to 

regulate superhelical torsion of the DNA; therefore providing a potential means by 

which it could affect higher-order chromatin structure (Havas et al., 2000)

A characteristic of chromatin remodelling complexes is the utilisation of energy from 

ATP hydrolysis to physically move localised nucleosomes, which can result in either 

activation or repression o f transcription. Typically, movement of nucleosomes so that 

they are equally spaced is associated with transcriptionally silenced genes; whereas, 

regions of DNasel sensitivity (which indicates regions of DNA where histones have 

been disrupted and are subsequently more susceptible to restriction by DNasel) are 

frequently present at certain regions of promoters and enhancers during, or immediately 

prior to, transcription (Weintraub and Groudine 1976). A number of studies have been
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performed to try and determine the specifics of ATP dependent nucleosome 

remodelling. Among those examined is the Drosophila ATP dependent chromatin 

remodelling complex NURF. The authors employed the heat shock protein 70 (hsp70) 

promoter as a DNA template to examine NURF mediated remodelling. It was 

discovered that NURF maintains the overall structure of the histone octamers while 

moving them in small increments (a few bp) at a time in a cis manner, with the whole 

process taking a very short time (minutes or less). It was also discovered that the 

histone octamers were remodelled to specific locations on the DNA, suggesting that the 

locations occupied by histone octamers are dependent on the underlying DNA template. 

When alternative DNA templates were examined in otherwise identical experimental 

conditions, remodelling did not occur, again highlighting the importance of the DNA 

structure in nucleosome remodelling (Hamiche et al., 1999). Somewhat conflicting 

evidence was found in a separate study which showed that the yeast ATP chromatin 

remodelling complex, RSC, moved histone octamers in trans. The means by which 

chromatin remodelling factors remodel nucleosomes could therefore be dependent on 

multiple factors (Lorch et al., 1999).

ATP-dependent nucleosome remodelling is also employed when histones, which exist 

in variant forms, are swapped (van Attikum and Gasser 2005). The SWR1 complex, 

which is part of the SWI/SNF family, is a multi-subunit complex that is responsible for 

the replacement of the histone variant H2A with H2AZ. The use of alternative histones 

is important in a number of processes, including regulating transcription (Mizuguchi et 

al., 2004). Studies in mammals have found three H3 variants: H3.1, H3.2 and H3.3; 

differing by only a few amino acids. These variants differ in their cellular expression 

profile, with an increase in relative abundance of H3.3 found in differentiated cells.
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Using tagged variants, immunoprecipitation and mass spectrometry, the variants have 

been found to interact with different proteins (Tagami et al., 2004). Variant forms of 

H2A have also been found in mice (West and Bonner 1980). In Arabidopsis, variants of 

H3: H3.1 and the more prevalent H3.2; have been identified. The H3.2 variant has been 

shown to be generally more highly acetylated than the H3.1 variant (Waterborg 1992). 

When the relative abundance of the two forms were compared to genome size in a 

number of plant species, an inverse correlation was discovered. This finding may be 

explained by observations that smaller genomes typically have a larger fraction of 

transcriptionally active DNA (Waterborg, 1992).
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1.9 Common domains of chromatin associated proteins

A number o f domains are conserved across many chromosomal modifying proteins and 

are necessary for their recruitment to, and modification of, chromatin. These domains 

include the bromodomain (which can bind to acetylated histone residues), 

chromodomain (which can bind methylated histone residues), Plant Homeo Domain 

(PHD) finger domain, the SANT domain (which is capable of binding to DNA and 

proteins) and the PWWP domain (which is necessary for the localisation of DNA 

methyl-transferaeases to chromatin) (Qian et al., 2005).
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Figure 1.2: Structural hierarchy of chromatin. Diagram shows the levels of packaging 

present within the chromosome. Orange circles represent nucleosomes and Blue lines 

represent DNA. At the bottom of the diagram the acetylation of histones is represented 

by yellow circles.
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1.10 Chromatin remodelling in plant environmental signalling

In regard to plants, chromatin remodelling has been extensively studied in the 

regulation of flowering by low temperature, termed vernalization (Henderson and Dean 

2004). Vernalization functions by down-regulation of the floral repressor, 

FLOWERING LOCUS C (FLC). The down regulation of FLC  correlated with an 

enrichment of H3K9 and H3K27 methylation around the FLC  locus (Bastow et al., 

2004). Wigge and colleagues have recently provided further evidence for a role of 

chromatin remodelling in plant temperature signalling. Using an Arabidopsis screen, the 

authors identified a role for ACTIN RELATED PROTEIN 6 (APR6) in regulating the 

ambient temperature transcriptome. Previously, APR6 had been identified as a subunit 

of the SWR1 complex, which functions in incorporating the alternative H2A histone, 

H2A.Z, into nucleosomes. Upon temperature increase, the nucleosome at the 

transcriptional start site of these temperature regulated genes showed a decrease in 

enrichment for H2A.Z and an increase in enrichment of H2A. As H2A.Z associates 

with DNA more strongly than H2A, incorporation of H2A relaxes the nucleosome- 

DNA interaction and is more permissive to transcription (Kumar and Wigge, 2010).

The role of chromatin remodelling in plant light signalling was first convincingly 

demonstrated in 2001. Plastocyanin (PetE) is a protein involved in the photosynthetic 

electron transfer chain. Its expression is light dependent with green shoots expressing 

high levels of PetE, etiolated shoots expressing low levels and roots expressing none. A 

ChIP approach was used to show that the enhancer, promoter and part of the transcribed 

region of PetE were associated with hyperacetylated H3 and H4. Conversely, in non

photosynthetic tissues these regions were hypoacetylated. DNasel and micrococcal
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nuclease accessibility assays also showed that the promoter and enhancer regions of 

PetE in photosynthetic shoots had a more open structure than those in etiolated shoots 

and (Chua et al., 2001). Subsequent experiments in tomato suggested another link 

between chromatin remodelling and plant light signalling. This work demonstrated that 

the photosynthetic regulator, DE-ETIOLATED (DET1), preferentially bound to 

chromatin containing unacetylated H2B (Benvenuto et al., 2002).

Recently, the expression of a number of light-regulated genes has been associated with 

histone modifications during seedling de-etiolation. Six light regulated genes were 

analysed and 5 of the 6 genes exhibited an increase in association with H3K4me3 and 

H3K9ac as their transcription increased. Four of the six genes demonstrated an increase 

in association with H3K9me2 and H3K27me3 as their transcript decreased. A role for 

the phytochromes was demonstrated in this process, with the phyB/phyD/phyE triple 

mutant demonstrating aberrant formation of these modifications. Mutants deficient in 

the putative chromatin remodelling factor HISTONE DEACETYLASE 1 (HD1) 

exhibited elevated H3K9ac at all 6 genes, suggesting that HD1 is important in removing 

this mark (Guo et al., 2008). A positive correlation between H3K9ac and H3K27ac 

levels and gene expression was observed with the strongest correlation for regions 

approximately 100 bp downstream of the transcriptional start site (TSS). Furthermore, 

genes associated with histones carrying both modifications exhibited higher 

transcription than those associated with histones carrying a single modification. In 

particular, the key photomorphogenic regulator HY5 and its homologue HYH, 

displayed enriched association of their coding regions with H3K9ac when transferred 

from dark to light. Downstream targets of HY5 and HYH also displayed increased 

association with H3K9ac following the same treatment (Charron et al., 2009).

44



Analysis of natural genetic variation in 21 Arabidopsis accessions has also recently 

identified PHYB as a potential positive regulator of chromatin compaction during 

reductions in light quantity by spectrally neutral shading. Data from this study suggests 

that PHYB and potentially R:FR ratio, could be involved in chromatin folding, by 

regulating areas of the genome that form chromocenters, which are highly condensed, 

heterochromatic, inaccessible regions of the genome. This interesting development 

suggests that light quality, in the form of R:FR ratio could affect chromatin folding, but 

whether this has any implications for the shade avoidance response in terms of gene 

expression and phenotypic response, has not been investigated (Tessadori et a l, 2009).
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1.11 Factors involved in plant chromatin remodelling

1.11.1 GCN5 and HD1

Arabidopsis thaliana has four types of histone acetyltransfereases (HATs) which are 

grouped according to their homology to yeast and mammalian HATs. The four classes 

of Arabidopsis HATs are; GNAT, MYST, CBP and TAF1. Arabidopsis histone 

deacetylases (HDACs) are also grouped into four classes. These are: RDP3, HDA1 and 

SIR2, all three of which are classed according to their homology to yeast HDACs. The 

fourth class of Arabidopsis HDACs is HD2 and this class is specific to plants. The 

RDP3 class of HDACs are the major group of HDACs in yeast and mammals. 

HDA19/HD1 belongs to the RDP3 group of HDACs (Benhamed et al., 2006). 

Arabidopsis mutants deficient in the HDAC, HD1, and HAT, GCN5, have been shown 

to display aberrant light signalling phenotypes in multiple studies (Benhamed et al., 

2006; Guo et al., 2008 ).

In Arabidopsis, HD1 is a constitutively expressed protein of 501 amino acids, with 

approximately 55% amino acid sequence identity to its mammalian and yeast 

homologues (Tian and Chen 2001). Analyses of null mutants revealed lower 

chlorophyll levels and twisted leaves in hdl plants. Additionally, hdl plants exhibited 

abnormal flowers which had fewer petals, split flowers and partial sterility. Except for 

slightly shorter siliques, heterozygotes displayed a WT phenotype (Tian et al., 2003). 

Homozygous hdl lines had hyperacetylated H4K12; whereas, the heterozygote had 

levels of acetylation of histone H4 that were the same as WT (Tian et al., 2003).
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The Arabidopsis protein, GENERAL CONTROL NON-REPRESSSIBLE (GCN5), 

displays a high degree of similarity to homologues in other organisms. In yeast, it forms 

a component of the complexes SAGA and ADA, which regulate transcription 

(Stockinger et al., 2001). Mutation of GCN5 in yeast results in aberrant expression of 

4% of genes and mutation of the homolog in mice results in embryonic defects 

(Bertrand et al., 2003). In Arabidopsis, homozygous gcn5 plants have been shown to 

display pleiotropic abnormalities. These include: elongated petioles, reduced leaf 

expansion, mild leaf serration and reduced chlorophyll. Abnormal inflorescence 

structure and reduced numbers of misshapen siliques were also recorded, leading to 

reduced fertility. The acetylation levels of histone H3 in gcn5 lines was lower than WT 

(Bertrand et a l., 2003; Vlachonasios et al., 2003). Interestingly, yeast two hybrid studies 

revealed that Arabidopsis GCN5 bound to the transcriptional regulator C repeat Binding 

Factor 1 (CBF1). The CBFs are induced during cold acclimation and initiate the 

transcription of a suite of genes (the CBF regulon) involved in enhancing plant freezing 

tolerance (Stockinger et al., 2001; Vlachonasios et al., 2003; Thomashow 1999; 

Franklin and Whitelam, 2007). These observations provide further support for the role 

of histone acetylation and deacetylation in plant environmental signalling.

Under W, R, FR and B the gcn5 mutant exhibited longer hypocotyls and the hdl mutant 

shorter hypocotyls than WT. These phenotypes were particularly pronounced in FR 

light. Interestingly, the gcn5/hdl double mutant had hypocotyls similar to WT. 

Differential expression of a number of light-regulated genes was observed between the 

mutants and WT. ChIP experiments additionally revealed H3 acetylation at the core 

promoter regions of a number of light regulated genes to be decreased in the gcn5 

mutant compared to WT. Mutation of HD1 resulted in increased acetylation of histone
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H3 and H4 on the core promoter region of these same light regulated genes (Benhamed 

et a l 2006).
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1.11.2 SHL

SHORT LIFE (SHL) is a 228 amino acid protein containing a PHD domain, a BAH 

(bromo-adjacent homology) domain and a nuclear localization signal (NLS). The 

Arabidopsis genome contains two homologues of SHL: At4g22140 and At4g04260. 

There are closely related proteins present in tomato, barley and wheat. No related 

proteins have been found in fungi or animals (Mussig et al., 2000).

Over-expression of SHL was shown to result in reduced growth, early flowering and 

reduced seed production. Plants expressing antisense SHL constructs displayed smaller, 

darker leaves, more compact rosette, later flowering and reduced seeds. Transgenic 

plants with the lowest levels of SHL did not flower at all (Mussig et al., 2000). 

Microarray analyses of plants expressing sense and antisense SHL constructs revealed 

aberrant expression of the low R.FR regulated genes DIN2 (At3g60140), PUTATIVE 

ENDOCHITINASE (At2g43570), COR78 (At5g52310) and CORl5a (At2g42540), 

suggesting a potential link between SHL and chromatin remodelling events in plant 

light signalling (Mussig and Altmann, 2003).
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1.12 Techniques available to study chromatin

There are a number of different techniques available to study the structure of chromatin 

and which to use depends on what is being investigated. At one end of the scale, the 

broad arrangements of chromatin domains can be studied. A variety of stains, such as 

Giemsa, can be used to distinguish between highly condensed and uncondensed regions 

of chromosomes. This can be combined with fluorescent in situ hybridization (FISH), 

which involves hybridization of fluorescently labelled DNA probes to chromosomes. 

With the utilization of these two techniques it becomes possible to determine the broad 

structure of chromosomes, and hence chromatin, and also whether certain DNA 

sequences are associated with them. Additionally, antibodies against histones 

modifications can be used and this can identify associations between histone 

modifications and general chromatin structure (Jasencakova et al., 2000). This 

technique allows a broad characterisation of the structure of chromatin but it does not 

produce data of high resolution.

Chromatin can be analysed in more detail with the use of foot-printing/nuclease 

accessibility assays. This technique allows the spatial identification of protein-DNA 

interactions. In the analysis of chromatin structure it can be used to identify where 

nucleosomes are bound to DNA. The procedure involves the treatment of chromatin 

with endonucleases, such as micrococcal nuclease or DNasel, which cut the DNA in 

particular regions not bound to nucleosomes. The DNA can then be analysed by either 

PCR or fluorescently labelled probes. The signal from PCR, or the banding pattern of 

the fluorescently labelled gel, gives an indication of whether that region is bound by a 

nucleosome or not (Chua et al., 2001). This allows identification of nucleosome-DNA
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interactions, but it does not provide information histone modifications and some prior 

knowledge must be known about which genes to analyse.

Chromatin modifications can also be analysed in detail with a technique known as 

chromatin immunoprecipitation (ChIP). ChIP can be used to determine if there is an 

interaction between a protein of interest, in this case histones, and DNA. It frequently 

involves the use of formaldehyde treatment in vivo to form chemical cross-links 

between DNA and histones, thus preserving the arrangement of these molecules. 

Antibodies directed against histones can then be used to isolate histone-DNA 

complexes. The DNA can be removed from the histones and studied by PCR to 

determine enrichment of DNA sequences relative to control immunoprecipitations 

(Solomon et al., 1988). ChIP allows the association of histone modifications with 

particular DNA sequences to be characterised. One downside of ChIP is that some prior 

knowledge of which DNA sequences are expected to be associated with a particular 

modification needs to be known before the experiment can be performed.

ChIP and nuclease accessibility have been expanded upon to allow for greater through

put and to analyse changes on a genome-wide scale (Ozsolaki et al., 2007). By 

combining these techniques with microarray and sequencing technology, whole 

genomes can be analysed and regions can be identified without previous knowledge of 

their potential involvement. For example, ChIP on chip combines microarray and ChIP 

technology. In this technique, instead of analysing the DNA using PCR, it is labelled 

with a fluorescent tag and a separate sample which has not been enriched by 

immunoprecipitation, is also tagged with a different fluorescent tag. These two samples 

are then hybridized to the same microarray. If a particular probe on the microarray is
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particularly associated with one off these probes then this suggests that this region of 

DNA is associated or not associated with the histone modification used in the 

immunoprecipitation (Ren et al., 2000). ChlP-seq is a technique which replaces 

microarrays with sequencing. Instead of hybridizing to a microarray, the DNA is 

amplified by high-throughput sequencing reactions (Johnson et al., 2007). These 

techniques offer the opportunity to identify more targets and analyse entire genomes. 

They are, however, expensive and ChIP and nuclease accessibility experiments must 

first be optimised before they can ne implemented.
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1.13 Project aims

The aim of the project is to investigate the role of chromatin structure in Arabidopsis 

shade avoidance signalling. A number of studies (1.10 Chromatin remodelling in plant 

environmental signalling) have suggested that environmental factors, including 

temperature (Bastow et al., 2004; Kumar and Wigge, 2010), light (Benvenuto et al., 

2002; Chua et al., 2001; Guo et al., 2008) and perhaps even R:FR ratio (Tessadori et al., 

2009), can regulate the structure of chromatin. Furthermore, light and temperature have 

been shown to co-ordinately regulate chromatin structure and transcriptional regulation 

of genes (Guo et al., 2008; Bastow et al., 2004; Kumar and Wigge, 2010). However, 

there has been no research to establish whether R:FR ratio can regulate chromatin 

structure and shade avoidance signalling.

Given the wealth of data demonstrating the importance of environmental signals in 

regulating chromatin and transcription in Arabidopsis, it was hypothesised that R:FR 

induced changes in gene expression would be associated with changes in chromatin 

structure. Additional evidence in support of this hypothesis was the fact that aberrant 

expression of the factor SHL, which exhibits domains frequently associated with 

chromatin remodelling proteins, disrupts expression of a number of R:FR regulated 

genes. To investigate this hypothesis, changes in chromatin structure will be analysed 

around shade avoidance marker genes, such as athb2 and p ill, using nuclease 

accessibility assays and ChIP. Additionally, mutants and over-expressing lines of 

putative chromatin remodelling proteins HD1, GCN5 and SHL, will be obtained. 

Physiological analyses of these lines should enable their putative roles in shade 

avoidance signalling to be ascertained.
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Chapter 2 

Materials and Methods

2.1 Materials

2.1.1 Plant material

In all experiments, the Arabidopsis thaliana ecotypes used were either Columbia (Col), 

Landsberg erecta (La-er) or Wassilewskija (Ws). These, and all T-DNA-containing 

Salk lines were obtained from the Nottingham Arabidopsis Stock Centre (NASC, UK, 

http://arabidopsis.info/).

2.1.2 Plant growth media

Seeds used in all experiments were either grown on media or soil. Lehle (LM) was the 

sole media used for the growth of seedlings. LE was prepared by combining 2 ml 1 M 

M gS04, 5 ml 1 M K N 03, 2.5 ml 1 M KH2P 0 4 pH 5.6, 2 ml 1 M Ca (N 03)2, 1 ml 

micronutrient mix (70 mM H 3B 03, 14 mM MnCl2, 0.5 mM CuS04, 1 mM ZnS04, 0.2 

mM N aM o04, 10 mM NaCl, 0.01 mM CoCl2), 2.5 ml of 1.8 % Sequestrene and 6 g of 

agar, made up to 1 1 with dH20 . All media was then autoclaved prior to use. If 

antibiotics were to be added to the LE they were added when the LE had cooled to 

about 50 °C. The soil used was Levingtons’s (http://www.Monrosouth.co.uk) F2 + S (3 

parts soil and 1 part sand) Seed and Modular compost.
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2.1.3 Bacterial strains

The bacterial strains used for cloning were Escherichia coli (E. coli) a-select Silver 

Efficiency cells (genotype: F deoR endA\ recA\ relA \ gyrA96 hsdR \l(vk , mk )

supE44 thi-\ phoA A(lacZY A-argF)\J\69 O80/^6‘ZAM15 X) (Bioline 

(www.Bioline.com)).

The bacterial strains used for transformations were Agrobacterium tumefaciens (A. 

tumefaciens) strain GV3101, which contains the disarmed plasmid pMP90RK 

(Monsanto (http://www. Monsanto.com)).

2.1.4 Bacterial growth media

The bacterial strains used were grown in Lennox Broth (LB), which was prepared by 

combining 10 g tryptone, 5 g yeast extract and 10 g NaCl in 1 1 of dFUO, which was 

then autoclaved. LB agar (LA) was made in the same way except 12 g of agar was 

added prior to making up the volume to 1 1.

2.1.5 Plasmids

The plasmids used were pROK2 (Baulcombe et al., 1986), pDONOR221, pB2GW7, 

pB7GWIWG2 (I) (Department of plant systems biology University of Gent, Belgium 

(http://www.psb.ugent.be/)) (Karimi et al., 2002).
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2.1.6 Oligonucleotides

All oligonucleotides were purchased from Sigma (http://www.sigmaaldrich.com/).

2.1.7 Sequencing

All sequencing was performed by the John lnnes Centre, Norwich, UK 

(http://www.jicgenomelab.co.uk/).
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2.2 Methods

2.2.1 Plant growth conditions

All seeds were sown at the required density (either sprinkled or individually spotted) on 

the appropriate medium and were stratified for 4 days at 4 °C in the dark. They were 

then light pulsed for 1 h and returned to the dark at room temperature for a further 24 h, 

to unify germination. Following this, they were transferred to the relevant growth 

conditions. All plants were grown at 22 °C. For adult plant experiments, uniformly- 

sized seedlings were transferred to 5 cm x 5 cm pots of soil at 7 days.

2.2.2 Light sources

White light was provided by fluorescent tubes at a photon irradiance of approximately

9 1130 pmolm' s' and R:FR of 2.7. Low R:FR was produced by supplementary FR LEDs 

(Xmax 735 nm, Shinkoh Electronics; shinkoh-elecs.com) positioned overhead. In these 

experiments, the same photon irradiance of photosynthetically active radiation (PAR) 

was used, with a R:FR ratio of 0.1. R:FR ratio measurements were made using a 

Stellamet EPP2000 fiber optic spectrometer with a planar sensor (stellamet-inc.com). 

Light quality measurements were made with a Li-COR Li-190 quantum sensor 

(http:Avww.licor.com).

57



2.2.3 Bacterial growth and transformation

2.2.3.1 Transformation of E. coli cells

E.co/i cells (see section 2.1.3 Bacterial Strains) were transformed with plasmids 

according to the manufacturer’s instructions. All transformed bacterial cells were grown 

at 37 °C for 1 2 -2 4  h.

2.2.3.2 Making competent A. tumefaciens cells

A 2 ml vial of LB was inoculated with a culture of A. tumefaciens and grown for 12 h at 

28 °C. This culture was then transferred to a 250 ml conical flask and made up to 50 ml 

with LB and grown at 28 °C at 200 rpm until the OD600 was between 0.5 and 1. All 

solutions of LB used to culture A. tumefaciens were supplemented with 50 pg/ml of 

gentamycin and 50 pg/ml of rifampicin. The solution was then centrifuged for 5 min at 

3000 g in a Beckman GPR centrifuge that had been pre-cooled to 4 °C 

(http://www.beckmancoulter.co.uk/). The supernatant was discarded and the pellet was 

re-suspended in 1 ml of 20 mM CaCb that had been pre-cooled to 4 °C. The cells were 

separated into eppendorf tubes in 100 pi aliquots and frozen at -  80 °C.
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2.2.3.3 Transforming A  tumefaciens cells

A 100 pi aliquot of competent A. tumefaciens cells was removed from -  80 °C and 

transferred to 4 °C, whereupon 1 pg of plasmid was added to the cells. The cells were 

then transferred to 37 °C for 150 s and the tube flicked to mix the contents. Cells were 

then returned to 37 °C for a further 150 s. One ml of LB was added to cells prior to 

incubation at 28 °C at 200 rpm for 2 -  4 h. The solution was then pipetted onto 9 cm 

petri dishes containing LA supplemented with the appropriate antibiotic and spread 

evenly over the plate using a sterilized spreader. The plates were incubated at 28 °C for 

2 -3 days.

2.2.4 Harvesting seeds

Seeds were harvested from individual, dry plants. Seeds were deposited from the plants 

onto clean sheets of paper, dried plant debris removed and stored in eppendorf tubes.
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2.2.5 Sterilizing seeds

Harvested seeds were transferred to a 50 ml Falcon tube and washed for 5 min in 40 ml 

of 50 % bleach and 0.05 % tween 20 in dH20 by inversion. The seeds were allowed to 

settle and the solution removed by decanting. The seeds were then washed 1 min in 40 

ml dH20  by inversion and the seeds were allowed to settle before the solution was 

decanted this was repeated a further 5 times. The seeds were then transferred to filter 

paper and left to dry in the flow hood. Once dry, the seeds were transferred to 

eppendorf tubes.
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2.2.6 Plant transformation

A 5 ml vial of LB was supplemented with the relative antibiotics, inoculated with a 

colony a of A. tumefaciens transformed with the appropriate construct and incubated for 

1 -  2 days at 28 °C at 200 rpm. Of this culture, 2 ml was transferred to a 1 1 conical 

flask containing 400ml of LB supplemented with the appropriate antibiotics and this 

was incubated at 28°C at 200rpm for 16 h. The culture was then centrifuged in a Sorval 

centrifuge for 20 min at 4000 rpm at 20 °C (http://www.sorvallcentrifuge.co.uk/). The 

supernatant was decanted and the pellet re-suspended in 100 ml of 5 % sucrose. A 

further 900 ml of 5 % sucrose solution was added to take the volume to 1 1 and 50 pi of 

Silwett (Lehle seeds (http://www.Arabidopsis.com)) solution was added. The solution 

was decanted into a glass beaker and the aerial parts of the plants were submerged in 

the solution for 10 s (the plant used were ones that had just started to produce flowers). 

Plants were removed and placed on tissue paper to remove excess solution and then 

covered and kept out of direct sunlight for 12 h. The plants were then returned to the 

growth room. Seeds were ready to harvest after about 4 weeks.
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2.2.7 Analysis of SALK T-DNA mutants

Tissue was taken from individual SALK T-DNA mutants and WT plants of the same 

ecotype and DNA was extracted (2.2.8.1) and was used as a template in a PCR reaction 

with primers recommended by the SALK website (2.2.8.2) and the reaction was run on 

a gel (2.2.8.3). Tissue was taken from plants that were deemed homozygotes by PCR 

testing and RNA was extracted from the tissue (2.2.9.1) and cDNA was synthesised 

from this tissue and used in a qPCR reaction (2.2.9.3) to test for mRNA expression of 

gene o f interest. Plants without expression of mRNA were grown on.
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2.2.8 DNA analysis

2.2.8.1 DNA extraction from plant tissue

Plant tissue was harvested into 1.5 ml eppendorf tubes and frozen in liquid nitrogen 

before storage at -  80 °C. Samples were removed from liquid nitrogen and ground in 

eppendorf tubes for 20 s using a plastic pestle. A 400 pi aliquot of PCR extraction 

buffer (200 mM Tris-HCl, pH 7.5, 250 mM NaCl, 25 mM EDTA) was then added to 

each before further grinding for 10 s. Samples were vortexed for 10 s and then 

centrifuged in a 5415R eppendorf at 13000 rpm for 1 min (http://www.eppendorf.com). 

A total of 300 pi of supernatant was transferred to a fresh eppendorf tube and the pellet 

discarded. To the supernatant, 300 pi of isopropanol was added. The sample was 

inverted several times and then stored at -  80 °C for at least 10 min. Following a 10 min 

centrifugation supernatants were discarded and the pellets re-suspended in 500 pi of 70 

% ethanol. A final 10 min centrifugation was performed, supernatants removed and 

pellets re-suspended in 100 pi dH20  and stored at -  20 °C.
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2.2.8.2 Polymerase chain reaction (PCR)

PCR reactions were all set up in 0.2 ml 8 strip tubes and performed on a Biometra T3 

Thermocycler (http://www.biometra.de/). In general, a 10 pi reaction was performed, 

which comprised: 1 pi of template DNA, 0.5 pi of 10 pM forward primer, 0.5 pi of 10 

pM reverse primer, 5 pi of Taq PCR mastermix (Qiagen (http://www.qiagen.com)) and 

2 pi dH20 . A typical PCR program would constitute a 5 min denaturation step at 94 °C, 

followed by 35 repeats of 94 °C for 30 s (denaturing), 55 °C for 30 s (annealing) and 

72°C for 1 min (polymerization). This would be finished off with a single cycle of 5 

min at 72 °C and then 10 min at 4 °C.

If the purpose of the PCR reaction was to generate DNA for cloning then an alternative 

PCR reaction was performed. The Phusion DNA polymerase kit (Finnzymes 

(http://www.finnzymes.com)) was used for all cloning reactions but the constituents of 

the reaction, their relative ratios and the PCR program utilised varied according to the 

template DNA: HF (high-fidelity) or GC (GC rich) buffer was used and the MgCl2 

concentrations were varied.
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2.2.8.3 Agarose gel electrophoresis

Flowgen (Flowgen bioscience (http://www.flowgen.co.uk)) tanks and trays and bio-rad 

(Bio-rad Laboratories (http://www.bio-rad.com)) power packs were used in all agarose 

gel electrophoresis experiments. Agarose gels were prepared by melting 0.8 -  1.5 % 

agarose (Melford (http://www.melford.co.uk)) in the appropriate amount of 1 x Tris 

Acetate EDTA (TAE) (40 mM Tris-acetate, ImM EDTA) by boiling in a microwave. A 

total of 1.5 pi of 10 mg/ml of ethidium bromide (sigma) was added per 100 ml of TAE- 

agarose solution. Prior to loading DNA samples were mixed with 10 x loading buffer (4 

g sucrose, 0.025 g bromophenol blue and 10 ml dFLO). 3 -  5 pi of DNA hyperladder I 

was run along with the DNA samples. Electrophoresis took place in 1 x TAE running 

buffer at 100 V. Gels were visualized on a Syngene transilluminator and UVP camera 

(Syngene (http://www.syngene.com)).
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2.2.8.4 Purification of DNA

2.2.8.4.1 Gel extraction of DNA

DNA was purified from an agarose gel by excision with a scalpel and purification with 

a Gel extraction kit (Qiagen) according to the manufacturer’s instructions 

(http://www.qiagen.com)).

2.2.8.4.2 Plasmid extraction

Plasmids were extracted from bacterial cells using a Plasmid mini prep kit (Sigma) 

according to the manufacturer’s instructions (http://sigmaaldrich.com).

2.2.8.5 Modification of DNA

2.2.8.5.1 DNA treatment with shrimp alkaline phosphatase (SAP)

Phosphatase reactions were typically 10 pi reactions consisting of: 1 pi SAP buffer 

(promega (http://www.promega.com)), 1 pi SAP, the relevant volume of vector and 

dfhO . The reaction was incubated at 37 °C for 15 min and then at 65 °C for 20 min.
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2.2.8.5.2 DNA treatment with ligase

Ligation reactions were all set up in 0.2ml, 8 strip tubes and incubated in a Biometra T3 

thermocycler. In general, a lOpl reaction was performed, consisting of: lp l ligase buffer 

(NEB (http://www.NEB.com)), lp l ligase, and the relevant volumes of insert, vector 

and dLLO to make a final volume of lOpl. Reactions were incubated overnight at 16 °C.

2.2.8.5.3 Restriction of DNA

Restriction enzyme reactions were typically 10 pi reactions consisting of: 0.5 pi of 

restriction enzyme, 1 pi of buffer and the relevant volume of vector and dH20 . If 

necessary and buffer permitting, double digests were performed, otherwise single 

digests were performed and the DNA purified and digested with the second enzyme. 

Reactions were incubated for temperature and duration according to the manufacturer’s 

recommendation for the enzyme. All restriction enzymes and buffers were ordered from 

NEB.
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2.2.9 RNA analysis

2.2.9.1 RNA extraction

Plant tissue was harvested, frozen in liquid nitrogen and stored at -  80 °C. A mortar was 

pre-cooled with liquid nitrogen and the frozen material transferred to the mortar. Tissue 

was ground in the mortar with a pestle until the liquid nitrogen had evaporated, 

whereupon fresh liquid nitrogen was re-applied. Tissue was again ground with the 

pestle and the process was repeated until the tissue was a fine, white/green powder. 

Ground tissue was scraped from the mortar using a pre-cooled metallic spatula and 

transferred to an eppendorf tube which was then frozen in liquid nitrogen. Total RNA 

was extracted from the plant tissue using a Sigma Spectrum extraction kit, following the 

manufacturer’s instructions. The isolated RNA was then treated with the Sigma 

Amplification Grade DNasel kit to remove any contaminating DNA. For each 10 pi of 

RNA 1 pi of DNase and 1 pi of DNase buffer was added and the sample was incubated 

at 22 °C for 15 min. Following DNase treatment, 1 pi of stop solution per 10 pi of 

starting sample was added and it was incubated at 70 °C for 10 min. RNA was 

quantified using a spectrophotometer (Ultrospec 4300 pro Amersham biosciences 

(http://www.amersham.com)) set to 260 nm. 1 pi of RNA was added to 199 pi of 

RNase free water and RNA concentration was quantified in the spectrophotometer. 

Readings were performed using quartz cuvettes with a 1 cm path-length. The extinction 

coefficient for single stranded RNA in dH20  was taken as 40 pg/ml/cm and this was 

used to calculate the quantity of RNA in the samples. For example, using this 

calculation, a sample with an optical density (OD) of 1 would have 40 pg of RNA per 

ml.
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2.2.9.2 cDNA synthesis

cDNA synthesis was performed on DNase-treated RNA samples using the Promega 

AMV (Avian Myleoblastosis Virus Reverse Transcriptase) Reverse Transcription (RT) 

system according to the manufacturer’s instructions (http://www.promega.com). RNA 

samples were diluted in RNase free dP^O to a total volume of 9.5 pi. The majority of 

reactions were performed with 1 pg RNA. When lower yields of RNA were obtained, 

0.5 pg was used. Appropriate volumes of AMV RT, AMV RT buffer, RNase inhibitor 

(RNasin), MgCb, dNTPs and random primers were added to a total volume of 20 pi. A 

‘no-RT’ control sample was additionally made up which did not contain AMV RT. 

Samples were left at room temperature for 10 min to enhance primer annealing before 

incubation at 42 °C for 1 h. cDNA synthesis reactions were stopped by incubation at 95 

°C for 5 min and samples transferred to ice. Working stocks of cDNA were prepared by 

the addition of 80 pi of RNase free dP^O to each sample. These were stored at - 80°C.
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2.2.9.3 Quantitative PCR (qPCR)

qQCR reactions were set up using a Corbett CAS-1200 liquid handling robot (Corbett 

Life Science (http://corbettlifescience.com)) and performed using a MJ Research PTC- 

200 qPCR machine (MJ research (http://bio-rad.com)). Reactions were set up on ice in 

96 well plates with optically transparent lids (Abgene (http://www.abgene.com)). A 

typical reaction would consist of the following: 10 pi Sybr Green (Sigma), 8.5 pi dFLO, 

0.25 pi of 5 pM forward primer, 0.25 pi of 5 pM reverse primer and 1 pi of cDNA 

(described above). A typical qPCR reaction would consist of: 30 s at 95 °C and then the 

following cycle was repeated 42 times: 30 s at 95 °C, 30 seconds at 60°C, 30 seconds at 

72 °C. ACTIN2 primers were used in each experiment to provide template quantity 

controls. A threshold value was set for each experiment which coincided with the 

initiation of the PCR exponential phase of the samples.

Relative transcript abundance was calculated by first subtracting ACT1N2 cycle values 

from sample cycle values (dCt). Individual sample values were then normalised to a 

control sample through subtraction of this value (ddCt). Fold increases in transcript 

abundance (relative to the control sample) were obtained though calculation of 2A(- 

ddCt).

The efficiency of all primer combinations was tested through the qPCR analysis of 

dilution series and inefficient combinations discarded. Melting curves were analysed at 

the end of each experiment to check that single PCR products had been produced.
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2.2.10 Gateway cloning

The Gateway Cloning system was employed for the majority of cloning reactions 

performed and for this a specific protocol was followed. All reactions were performed 

in 0.2 ml, 8 strip tubes on a Biometra T3 Thermocycler. The Gateway cloning 

procedure is a two step reaction. An initial 25 pi PCR reaction was set up with the 

following constituents: 14.2 pi dH20, 5.0 pi 5 x buffer (either HF or GC), 0.5 pi of 10 

mM dNTPs (Thermo scientific), 1 pi of 5 mM MgCl2, 1.5 pi of 5 pM of forward 

primer, 1.5 pi of 5 pM of reverse primer, 1 pi of DNA template and 0.3 pi of Phusion 

DNA polymerase. The amount of individual constituents was varied if the reaction did 

not work, particularly the amount of M gC^ (between a range of 0 pi and 3 pi per 

reaction). HF buffer was used initially and if this was not successful in amplifying the 

sequence then the GC buffer was used. The PCR program for this reaction was as 

follows: 98 °C for 1 min then 10 repeats of the following: 98 °C 20 s, 52 °C for 30 s and 

72 °C for 1 min. This was followed by a single repeat of 3 min at 72 °C and then 10 min 

at 4 °C. A second PCR was then performed using some of the first PCR as template 

DNA. The second PCR contained the following: 15.4 pi dH20, 10 pi of 5 x buffer (HF 

or GC), 1 pi of 10 mM dNTPs, 2 pi of 5 mM MgC^, 8 pi of 5 pM of forward adaptor 

primer, 8 pi of 5 pM of reverse adaptor primer, 5 pi of DNA template (first PCR) and 

0.6 pi Phusion DNA polymerase. Again, the amount of individual constituents and 

buffer was varied if the reaction did not work. A range of between 0 pi -  6 pi MgCl2 

was used in these reactions. The PCR for this was: 1 min at 98 °C, followed by 10 

repeats of the following: 20 s at 98 °C, 30 s at 45 °C and 1 min at 72 °C. This was 

followed by 20 repeats of: 20 s at 98 °C, 30 s at 55 °C and 1 min at 72 °C. This was 

finished off with a single repeat of: 10 min at 72 °C and 10 min at 4 °C. The second
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PCR reaction was run on an agarose gel (2.2.8.3 Agarose Gel electgrophoresis) and the 

band of appropriate size excised and purified (2.2.8.4.1 Gel Extraction of DNA). A 2 pi 

sample of the purified PCR product and 2 pi of pDONOR was run on an agarose gel 

(2.2.4.3 Agarose Gel electrophoresis) and visually quantified. A reaction was then set 

up to integrate the PCR product in the pDONOR vector. The following reaction was set 

up to achieve this: 125 ng of PCR product, 75 ng of pDONOR, lp l of BP Clonase II 

(invitrogen (invitrogen.com)) and this was made up to a total volume of 5 pi with TE. 

The reaction was incubated at 25 °C for 12 h whereupon 0.5 pi of proteinase K 

(invitrogen) was added. It was then transferred to 37 °C for 10 min. Half of this 

reaction, 2.5pl, was transformed into E. coli cells (2.2.3.1 Transformation of E. coli 

cells). Colonies were removed and transferred to vials containing 5 ml of LB 

supplemented with the appropriate antibiotic and incubated for 12 h at 37 °C 200 rpm. 

The plasmid was extracted from the bacterial culture (2.2.8.4.2 Plasmid extraction) and 

sent off for sequencing (2.1.7 Sequencing). If the sequencing revealed the sequence to 

be correctly amplified, the pDONOR plasmid was combined with the appropriate 

destination vector as outlined in the LR clonase II (Invitrogen 

(http://www.invitrogen.com)) procedure guide.
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2.2.11 DNasel sensitivity assay

2.2.11.1 Isolation of nuclei

All steps were carried out at 4 °C and all centrifugation for 10 min at 1000 g in a 

Beckman GPR centrifuge. A liquid nitrogen pre-cooled pestle and mortar was used to 

grind 5 g of tissue. Liquid nitrogen was added and grinding maintained until the tissue 

was a fine, green/white powder. The tissue was then transferred to a fresh pestle and 

mortar and 20 ml of Hamilton buffer (10 mM Tris-HCL pH 7.6, 1.14 M sucrose, 5 mM 

MgCb, 5mM P-mercaptoethanol) was added before further grinding in the buffer. The 

solution was transferred to a magnetic stirrer and gently stirred for 1 h. Nylon mesh was 

used to filter the solution and it was then centrifuged. Supernatant was discarded and 

the pellet was resuspended in 10 ml of Hamilton buffer containing 0.15 % Triton and 

incubated for 30 min at 4°C. Following incubation the solution was centrifuged. The 

supernatant was discarded and the pellet again resuspended in 10 ml of Hamilton buffer 

containing 0.15 % Triton and centrifuged. The supernatant was removed and the pellet 

resuspended in 10 ml nuclease digestion buffer (50 mM Tris-HCL pH 8.0, 0.3 M 

Sucrose, 5 mM MgCl2, 1.5 mM NaCl, 0.1 mM CaCl2, 5 mM p-mercaptoethanol) and 

centrifuged. The supernatant was discarded and the pellet resuspended in 2 ml nuclease 

digestion buffer.
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2.2.11.2a DNasel treatment in Southern blotting approach

The 2 ml of suspension was aliquoted into 6 x 200 pi samples. To 5 of the 6 aliquots 5 

U of DNasel and the appropriate volume of DNasel 10 x buffer (New England Biolabs 

(http://www.neb.com)) was added. To one of the DNasel -  treated samples, 40 pi of 

stop solution (0.5 M EDTA) was added, and the sample labelled 0. All samples were 

then incubated at 37 °C. At 5, 10, 20 and 30 min time-points, one of the DNase I -  

containing samples was removed and 40 pi stop buffer added before incubation at 4 °C. 

The aliquot with no DNasel was removed at 30 min and 40 pi stop buffer added. This 

untreated samples was labelled U 30.

2.2.11.2b DNase I treatment in the qPCR approach

The 2 ml of suspension was aliquoted into 10 x 200 pi samples. To 9 of the 10 aliquots, 

5 U of DNasel and the appropriate volume of DNasel 10 x buffer (New England 

Biolabs) was added. To one of the DNasel -  treated samples, 40 pi of stop solution (0.5 

M EDTA) was added and labelled 0. All samples were then incubated at 37 °C. At 2, 4, 

6, 8, 10, 15, 20 and 30 min time-points, one of the DNasel -  containing samples was 

removed and 40 pi stop buffer was added before incubation at 4 °C. The aliquot with no 

DNasel was removed at 30 min and 40 pi stop buffer added. The untreated sample was 

labelled U 30.
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2.2.11.3 DNA extraction and digestion

To each of the ten samples from the DNasel treatment 120 pi d t^O  and 40 pi 10 % 

SDS was added. Samples were then incubated at 50 °C for 15 min. After this 

incubation, 132 pi of 5 M potassium acetate was applied to each sample. Tubes were 

then mixed by inversion and incubated on ice for 15 min. Samples were centrifuged for 

15 min at 4 °C at 13000 rpm. A 500 pi aliquot of phenol chloroform (Sigma) was added 

to each sample. These were mixed and centrifuged for a further 15 min. The supernatant 

from each sample was removed to a new tube. A 1 ml aliquot of 96 % ethanol and 10 

pg of yeast tRNA were added before incubation for 1 h at -  20 °C. Following a 15 min 

centrifugation, supernatants were removed and tubes centrifuged for a further 1 min. 

The residual supernatant in each tube was aspirated. Tubes were then left open at room 

temperature for a further 20 min. Each pellet was resuspended in 50 pi dE^O and 

digested with Ncol. To each sample, lp l of Ncol and 5 pi of Ncol buffer (New England 

Biolabs) was added. Tubes were incubated at 37 °C for 2 h. Digestion was stopped by 

incubation at 65 °C for 20 min.
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2.2.11.4a Running gel and Southern blotting

Samples were run on a 0.7 % agarose gel (2.2.8.3 Agarose Gel electrophoresis) for 

approximately 1 h, or until the fragments were deemed to be sufficiently separated. The 

gel was then photographed and the marker lane removed. Following this, the gel was 

incubated at room temperature in ten gel volumes of 0.25 M HC1 with gentle agitation 

for 15 min and then rinsed with dH20 . For 45 min the gel was then soaked in ten gel 

volumes of denaturation solution (1.5 M NaCl, 0.5 M NaOH) at room temperature 

under gentle agitation. Following rinsing in dH20 , the gel was soaked for 30 min at 

room temperature under gentle agitation in ten gel volumes of neutralisation buffer (1 

M Tris-HCl pH 7.4, 1.5 M NaCl). This process was then repeated. As outlined by 

Southern, the apparatus was assembled to transfer the DNA. Hybond XL (Amersham 

biosciences (http://gelifesciences.com)) nylon membrane was used for the transfer and 

10 x SSC solution (20 x SSC was prepared by adding 175.3 g NaCl and 88.2 g sodium 

citrate to 800 ml of dH20 , the pH was adjusted to pH 7.0 with HC1 and the volume was 

made up to 1 1 with dH20 )  was used as the transfer buffer and the transfer was left to 

proceed for 12 h. The membrane was removed and DNA crosslinked using a UV 

sratalinker set to 1200 (Stratagene (http://www.genomics.agilent.com/)). Church buffer 

(1 % w/v bovine serum albumin, 1 mM EDTA 7 % w/v SDS, 0.5 M phosphate buffer) 

was prepared and incubated at 65 °C. The membrane was then incubated in 40 ml of 

church buffer in a pre-heated bottle, with rotation, for 4 h at 65 °C. The DNA probe for 

hybridisation was made by amplifying the region of interest via PCR, using genomic 

DNA as a template (2.2.8.1 DNA extraction from plant tissue, 2.2.8.2 PCR). Following 

gel electrophoresis, DNA fragments were extracted as described previously (2.2.8.3 

Agarose Gel electrophoresis, 2.2.8.4.1 Gel Extraction of DNA). The DNA probe was
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then quantified using a spectrophotometer (Ultrospec 4300 pro Amersham biosciences) 

and 10 ng labelled with 32P using the Rediprime II random primer labelling kit (GE 

healthcare (http://gehealthcare.com)). The membrane was incubated in 15 ml of fresh 

church buffer and radio-labelled probe for 24 h at 65 °C, with rotation. Following 

incubation, the membrane was washed in 30 ml 3 x SSC, 0.1 % SDS at 65 °C for 15 

min. This was repeated before washing the membrane in 1 x SSC 0.1 % SDS in the 

same conditions. The membrane was then monitored for radioactivity with a Geiger 

counter and if the radiation level was approximately 1 0 -3 0  counts per min then it was 

developed. If the radiation level was higher than this the membrane was washed again. 

Washed membranes were transferred to a phosphor plate (GE Healthcare) and left for 

12 h before analysis using Image Quant Software (http://www.gelifesciences.com).

2.2.11.4b qPCR of DNasel treated material

Alternatively to the Southern blotting method, a qPCR based method was used. 

Following Ncol digestion, DNA was quantified using a Qubit fluorometer (invitrogen), 

in accordance with the manufacturer’s instructions. Samples containing 0.1 pg of DNA 

were made up to 100 pi and used as a template for qPCR reactions (2.2.9.3 qPCR).
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2.2.12 Chromatin Immunoprecipitation (ChlP)

2.2.12.1 Cross-linking

A total of 1.5 -  4 g of plant tissue was harvested for each treatment and placed in a 50 

ml Falcon tube. Seedlings were then rinsed twice with dFLO, whilst trying to ensure as 

much soil as possible had been removed from the plant tissue. Any remaining dFhO 

was removed and 37 ml of 1 % formaldehyde was added. Nylon mesh was placed in the 

tube above the seedlings and small holes cut in the lid. Falcon tubes containing plant 

tissue were then placed in an exsiccator for 0 -  10 min to draw formaldehyde into the 

cells. Following this process, 2.5 ml of 2 M glycine was added and each tube returned 

to the exsiccator for 5 min. Liquid was then removed and the seedlings rinsed twice in 

40 ml of dH20 . At this stage, the plant tissue was removed from the falcon tube and 

excess water removed using blue kitchen roll. Fixed material was frozen in liquid 

nitrogen and stored at - 80 °C.
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2.2.12.2 Isolation of chromatin-DNA complexes

Liquid nitrogen was poured into a mortar and the cross-linked plant material added. 

Tissue was ground with a pestle until a fine green/white powder. This was then 

transferred to a pre-cooled mortar, 30 ml of extraction buffer 1 (0.4 M sucrose, 10 mM 

Tris-HCl pH 8.0, 10 mM MgC^, 5 mM p-mercaptoethanol, 1 protease inhibitor tablet 

(Roche (http://www.roche.com)) per 10ml of buffer) was added before further grinding. 

Samples were twice filtered into a Falcon tube using a nylon mesh. These were then 

centrifuged for 20 min at 4000 rpm at 4 °C. Supernatants were decanted and pellets 

resuspended in 1 ml of extraction buffer 2 (0.25 M sucrose, 10 mM Tris-HCl pH 8.0, 10 

mM MgCl2, 5 mM p-mercaptoethanol, 1 complete mini protease inhibitor cocktail 

tablet per 10 ml of buffer). Following centrifugation (10 min, 1300 rpm, 4°C), 

supernatants were removed and the pellets resuspended in 300 pi of extraction buffer 2. 

To a separate, fresh, eppendorf tube, 300 pi of extraction buffer 3 (1.7 M sucrose, 10 

mM Tris-HCl pH 8.0, 2 mM MgC^, 0.15 % Triton X-100, 5 mM p-mercaptoethanol, 1 

protease inhibitor tablet per 10 ml of buffer) was added and the resuspended pellet 

slowly and carefully pipette layered on the top. This was then centrifuged for 1 h at 

13000 rpm at 4°C. Following centrifugation, supernatants were removed and pellets 

resuspended in 500 pi of nuclei lysis buffer (50 mM Tris-HCl pH 8.0, 10 mM EDTA, 1 

% SDS, 1 protease inhibitor tablet per 10 ml of solution) pre-cooled to 4 °C.
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2.2.12.2a Sonication using Soniprep 150 MSE

A 10 pi aliquot chromatin solution was removed. This was labelled un-sonicated and 

stored at -  20 °C. The remaining solution was sonicated on wet ice using a Soniprep 

150 MSE (http://wolflabs.co.uk) for the appropriate time (10 s), amplitude and 

frequency (6 pulses). Samples were then centrifuged for 10 min at 13000 rpm at 4 °C 

and the supernatants transferred to a fresh tube. The supernatant were then centrifuged 

again for 10 min at 13000 rpm at 4 °C and supernatants collected. A 10 pi sample was 

removed from the supernatant and labelled sonicated. The un-sonicated and sonicated 

samples were run on a 1.5 % agarose gel for analysis (2.2.8.3 Agarose Gel 

electrophoresis).
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2.2.12.2b Sonication using Bioruptor

A 10 pi aliquot of chromatin solution was first removed. This was labelled un-sonicated 

and stored at -  20 °C. The remaining solution was transferred to a Birouptor tube and 

stored on wet ice before sonication in a Diagenode Bioruptor 

(http//www.diagenode.com) at medium setting for 30 s. Each sonication treatment was 

followed by 30 s rest. The number of cycles varied between experiments but was 

approximately 12. The samples were centrifuged for 10 min at 13000 rpm at 4 °C and 

the supernatant removed to a fresh eppendorf tube. These were labelled isolated 

chromatin. Following further centrifugation, residual supernatants were removed and 

added to the isolated chromatin tubes and pellets discarded. A 10 pi sample was 

removed from each supernatant and labelled sonicated. The un-sonicated and sonicated 

samples were run on a 1.5 % agarose gel for analysis (2.2.8.3 Agarose Gel 

electrophoresis).
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2.2.12.3 Immunoprecipitation

2.2.12.3.1 Bead preparation

An aliquot of 50 pi of protein A or G, agarose or magnetic beads, were transferred to 

fresh eppendorf tubes. A 1 ml sample of ChIP dilution buffer (1.1 % Triton X-100, 1.2 

mM EDTA, 16.7 mM Tris-HCl pH 8.0, 167 mM NaCl) was added to each aliquot of 

beads and tubes placed on a moving platform for 5 min at room temperature. For 

agarose beads, tubes were centrifuged for 30 s at 4000 rpm at 4 °C. Supernatants were 

removed carefully to ensure no bead contamination. For magnetic beads, tubes were 

placed in a magnetic rack and left for 1 min before the supernatant was removed. This 

washing process was repeated a further 2 times. The beads were then resuspended in 

100 pi of ChIP dilution buffer.

2.2.12.3.2 Pre-clearing

Sonicated chromatin was diluted with ChIP dilution buffer to make a 10 x dilution. 

Each of these aliquots were added to a separate tube of pre-cleared beads (2.2.8.3.1 

Bead preparation). These were incubated with and rotated at 4 °C for 1 h. Samples 

containing agarose beads were centrifuged for 30 s at 4000 rpm at 4 °C. Samples 

containing magnetic beads were transferred to a magnetic rack and left for 1 min. 

Supernatants were carefully transferred to a fresh tube.
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2.2.12.3.3 Formation of immune complexes

A chromatin sample from (2.2.12.3.2 Preclearing) was stored at -  20 °C as the input 

control. For each desired antibody immunoprecipitation (IP) reaction, the appropriate 

quantity of antibody was added (2.2.12.3.5 Details of antibodies used). The tubes were 

incubated and rotated at 4 °C for 12 h.

2.2.12.3.4 Formation of bead-immune complexes

Fresh beads were prepared as outlined in 2.2.12.3.1. To each of the aliquots of prepared 

beads an IP reaction from 2.2.12.3.3 was added. These were rotated and incubated for 

the appropriate time (1 h) at 4 °C.
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2.2.12.3.5 Details of antibodies used

Name Lot Number Type Company Dilution

Used

Beads Used

Anti-acetyl-Histone

H3

DAM  1513997 Rabbit

Polyclonal

Millipore 1:30 Magnetic A  

(Invitrogen)

Anti-Histone H3 DAM  1581033 Rabbit

Polyclonal

Millipore 1:20 Magnetic A  

(Invitrogen)

Anti-dimetyl- 

Histone H3 (Lys4)

D A M 1503382 Rabbit

Polyclonal

Millipore 1:20 Magnetic A  

(Invitrogen)

Acetyl-Histone H3 

(K9)

Y E -12-17-01 Rabbit

M onoclonal

Epitomics 1:40 Magnetic A  

(Invitrogen)
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2.2.12.4 Washing

Tubes from 2.2.12.3.4 were centrifuged at 4000 rpm for 30 s at 4 °C (in the case of 

agarose beads) or were transferred to a magnetic rack (in the case of magnetic beads). 

Supernatants were aspirated and discarded (the agarose and magnetic beads were 

always prepared in this way in all of the following washes, prior to aspiration). Each IP 

pellet was resuspended in 1 ml of low salt wash buffer (150 mM NaCl, 0.1 % SDS, 1 % 

Triton X-100, 2 mM EDTA, 20 mM Tris-HCl pH 8.0) and incubated at 4 °C for 5 min 

with rotation. Supernatants were aspirated and the low salt wash repeated. This 

procedure was then repeated using high salt wash buffer (500 mM NaCl, 0.1 % SDS, 1 

% Triton X-100, 2 mM EDTA, 20 mM Tris-HCl pH 8.0) twice. The beads were then 

washed in LiCl wash buffer (0.25 M LiCl, 1 % nonidet p-40, 1 % sodium deoxycholate, 

1 mM EDTA, 10 mM Tris-HCl pH 8.0). This was finally repeated with TE buffer (10 

mM Tris-HCl pH 8.0, 1 mM EDTA) twice.

85



2.2.12.5a DNA extraction using NaCl

A 250 pi sample of elution buffer (1 % SDS, 0.1 M NaHCC>3) was added to each IP. 

These were vortexed briefly and incubated at 65 °C for 15 min. Supernatants were 

removed and transferred to a fresh tube. Pellets were again washed in elution buffer and 

the supernatants from both washes pooled. At this stage, 480 pi of elution buffer was 

added to the input sample (20 pi). To each of the IPs and the input control sample, 20 pi 

o f NaCl was added. Reactions were incubated at 65 °C for 12 h.

The following reagents were added to all IPs and the input control: 10 pi of 0.5 M 

EDTA, 20 pi 1 M Tris-HCl pH 6.5 and lpl of 20 mg/ml poteinase K. All were then 

incubated for 1 h at 45 °C. A 500 pi of phenol-chloroform was then added before 

centrifugation at 13000 rpm for 15 min at 4 °C. The supernatant from each reaction was 

removed and transferred to a fresh eppendorf tube. A 1/10 volume of 3 M NaOAc pH 

5.2, 3 volumes of absolute ethanol and 4 pi of glycogen was then added to each reaction 

and they were incubated for at least an hour at -  20 °C. DNA was precipitated by 

centrifugation at 13000 rpm for 15 min at 4 °C. Pellets were re-suspended in 1 ml of 70 

% ethanol and centrifuged. Supernatants were discarded and pellets air-dried before re

suspension in 50 pi of 10 mM Tris-HCl pH 7.5. Samples were then analysed by qPCR 

reaction (2.2.9.3 qPCR) to determine if there was any enrichment of target sequences 

between treatments.
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2.2.12.5b Chelex extraction

Residual TE was removed from IPs and 100|Lil of 10%  Chelex (BioRad (http://bio- 

rad.com)) added to each sample. Chelex was added to bind ions and thus prevent ion- 

dependent enzymes from degrading the DNA. Samples were vortexed and incubated in 

a boiling water bath for 10 min. Samples were cooled and 1 pi of 20 mg/ml proteinase K 

added before incubation at 50°C for 30 min. Samples were returned to the boiling water 

bath for a further 10 min before a 5 min centrifugation at room temperature at 13000 

rpm. Supernatant were removed and a 100 pi aliquot of TE added to each sample tube. 

These were vortexed and centrifuged at 13000 rpm for 5 minutes. Supernatant were 

pooled and analysed by qPCR reaction (2.2.9.3 qPCR) to determine if  there was any 

enrichment of target sequences between treatments.
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2.2.13 TSA experiment

Seedlings were sown (2.2.1 Plant growth conditions) on LE (2.1.2 Plant growth media) 

plates and grown for 14 days in 16 h light/ 8 h dark cycles. On day 15 seedlings were 

removed from the plates and their roots excised for efficient chemical uptake. Half were 

placed in petri dishes (root side down) containing 10 pM Trichostatin A (TSA) 

(Sigma). TSA was purchased in a powder form and was dissolved in dimethyl sulfoxide 

(DMSO) diluted in 20 mM MES buffer. The other half were placed in petri dishes (root 

side down) containing 20 mM MES buffer-DMSO. Following a 1 hour incubation 

period, half of the seedlings were transferred to low R:FR conditions. Samples of the 

seedlings in both high and low R:FR were then removed at designated time points, 

excess solution removed with tissue paper, and frozen at -  80 °C. The RNA was 

extracted, converted to cDNA and analysed by qPCR (2.2.9)
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2.2.14 Primer table

Primer Name Sequence

ATHB2 promoter probe F 5’ CACGACTCAACGATCTAACCAA

ATHB2 promoter probe R 5’ GAGGAACGAAGAAAGCGATG

ATHB2 coding probe F 5’ CACAGATCCACAAGGCTCAA

ATHB2 coding probe R 5’ TTGTAGCCGACGGTTCTCTT

XTH15 promoter probe F 5’ GCT CG AGGT AT GAT GGGT GT

XTH15 promoter probe R 5’ AGAAGAACAGTCGCCACGAT

XTH15 coding probe F 5’ TGGCGACTGTTCTTCTTGTG

XTFI15 coding probe R 5’ GAGCCTTGGACCAGTCAGTC

GAT SHL RNAi Central F 5 ’ ACAAAAAAGCAGGCTGCCGATACGATTGAAGGAAA

GAT SHL RNAi Central R 5 ’ ACAAGAAAGCTGGGTTCAGAACACTCCTCGCATTG

GAT SHL RNAi N F 5 ’ AC AAAAAAGC AGGCTGC AAAAAGCTCC AAGG AAGC

GAT SHL RNAi N R 5 ’ AC A AG A A AGCT GGGT AGG AT G A A ACC ACT C AG A AC ACT C

GAT SHL RNAi C F 5 ’ AC AAAAAAGC AGGCTCGTCGTACGTAGCGAGGGT A

GAT SHL RNAi C R 5 ’ AC AAGAA AGCT GGGTT GTTCTTCGATTT AGTT ACCTCC AG

GAT SHL OVER F 5 ’ AC AAAAAAGC AGGCT ATGCCC AAGC AAA AAGCTCC

GAT SHL OVER R 5 ’ ACAAGAAAGCTGGGTTTAACGTGGTCGCTTAGTG

GAT GCN5 OVER F 5 ’ AC AAAAAAGC AGGCTATGGACTCTC ACTCTTCCC AA

GAT GCN5 OVER R 5 ’ AC AAGAAAGCTGGGTCTATTGAG ATTTAGC ACC AG

GAT HD1 OVER F 5 ’ AC AAAAAAGC AGGCTATGG AT ACTGGCGGC A ATTC

GAT HD1 OVERR 5 ’ AC A AGA A AGCTGGGTTT ATGTTTTAGG AGG AA ACG

GAT ADAPTOR F 5’ GGGG AC A AGTTTGTAC AAAAAAGC AGGCT
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GAT ADAPTOR R 5’ GGGG ACC ACTTT GT AC A AG A A AGCT GGGT

HD1 OVERF 5’ GGCCCGGGATGGATACTGGCGGCAATTCG

HD1 OVERR 5’ GCGGTACCTTATGTTTTAGGAGGAAACG

GCN5 OVER F 5 ’CGCCCGGGATGGACTCTC ACTCTTCC

GCN5 OVER R 5’CGCCCGGGCTATTGAGATTTAGCACC

SHL OVER F 5’ GGGGT ACC ATGCCCAAGC AAA AAGC

SHL OVER R 5’CGGAGCTC TTAACCTGGTCGTTAGTG

ATHB2 UPF1 5’ TCAACATCCTCATTAACATCATCA

ATHB2 UPF2 5’ A AGT GT GC A AC A AGCGT G AC

ATHB2UPR1 5’ GGTCGACCGCATGAGTTTTA

ATHB2 UPR2 5’ CAT G A AC A ATT GC AC AT CCA

ATHB2 UPF3 5’ GATGATACTCTCTCAACAT

ATHB2UPR3 5’ CGC ATGGGTCG ACCGC AT GAG

ATHB2 FI 5’ TGTTCTCGCCTTATGAATATCCT

CHIP ATHB2 FI 5’ GTT C A AC AG A AG AT GAT GTT C G

CHIP ATHB2 F2 5’ AT GC AGTTCC A A ACT C AG ATTCG

CHIP ATHB2 F3 5’ CAGATCCACAAGGCTCAAGAGG

CHIP ATHB2 F l.l 5’ GCTAGTCACATACTCATGATTGC

ATHB2 R1 5’ TGCTTCTTTGTCCCCCTCTA

CHIP ATHB2 R1 5’ GAAGGAGTAACAGAAACAGATGG

CHIP ATHB2 R2 5’ CTCTC GTT C C AT G A AG ATCTT CTG

CHIP ATHB2 R3 5’ GG ATT GAG AGT ACT GT G ATC

CHIP ATHB2R1.1 5’ GATAGAAGATGAGAAAGTAAAGG

ATHB2 INTERNAL F 5 ’CGGAGGTAGACTGCGAGTTC
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ATHB2 INTERNAL R 5 ’GAAGGGCACATGGTC AAAGT

PIL1 UPF1 5 ’GGTCACAATTCGATATCAATCG

PIL1 UPF1.1 5 ’GCCTAATTGTGGGTCCCATT

PIL1 UPF2 5 ’CGTCTCTCTCGC ATGTCACTC

PIL UPF3 5 ’GGAGCGGT GGAGAGTAGAGAAG

CHIP PIL1 FI 5 ’TGCCAATGGGTC ATTACTCTC

CHIP PIL1 F2 5’GGACCAAAACAAATCCTCCATA

CHIP PIL1 F3 5’GCAACGTAGGCAATCTCTCC

CHIP PIL F 1.1 5 ’CCTCCTGATGAGC AATCTGCAGC

CHIP PIL1 F2.1 5 ’CGTGCTTTGC AGG ACCTACT ACC

CHIP PIL1 F3.1 5’ CCTTGATTCTTGGAACG

PIL1 UPR1 5’ CCTCTGTGATTTGAGATCTC

PIL1 UPR1.1 5’ CATGCGAGAGAGACGGGCAC

PIL1 UPR2 5’ GCGTCCAACTGAACTTAC

PIL UPR3 5’ G AAGC A AG AT A AT GT AT GGG

CHIP PIL1 R1 5’ AGCTTAGCATTTGTGGTGGTG

CHIP PIL1 R2 5’ GATTCGGACTTCACACTTTGGT

CHIP PIL1 R3 5’ T C ACCGG A AC A ACTT GT GT G

CHIP PILR1.1 5’ GATCTCTCGAAGTTCCTCGAG

CHIP PIL1 R2.1 5’ CCTCATCCAACAATGAAGCCT

CHIP PIL1 R3.1 5’ GCAATTGCACGTCCTCTAC

XTH15 UPF1 5’ TTCCATTACAATTTCCAAATG

XTH15UPR1 5’ ATTTGACATCCCCAAGATGC

ACTIN2 F 5’ TCAGATGCCCAGAAGTCTTGTTCC
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ACTIN2 R 5’ CCGTACAGATCCTTCCTGATATCC

QPCR PIF3 F 5’ AACAGAGACAGACGAAGTGTGCAG

QPCR PIF3 R 5’ AG AG A AG AG AGTT GG AGC AT GGT G
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Chapter 3: Results 

The effect of low R:FR on chromatin structure

3.1 The effect of low R:FR ratio on chromatin structure

A number of studies in plants have suggested that environmental signals, such as light 

and temperature, can regulate transcriptional profiles via changes in chromatin structure 

and histone modifications. Histone modifications around the FLC  gene have been 

shown by multiple groups to be regulated by vernalization (eg. Bastow et al., 2004). 

Furthermore, Kumar and Wigge (2010) have shown that changes in temperature can 

regulate which histone subtypes are present at temperature regulated genes. With 

regards to light signalling, Guo et al (2008) have shown that light can directly influence 

the presence of specific histone modifications on a number of genes during seedling de

etiolation. Moreover, the blue light photoreceptor cry2 has been shown to be involved 

in large scale chromatin compaction in rosette leaves during floral transition (Tessadori 

et al., 2007). Analysis of natural genetic variation in 21 Arabidopsis accessions has also 

recently identified phyB as a potential positive regulator of chromatin compaction 

during reductions in light quantity by spectrally neutral shading (Tessadori et al., 2009). 

There is currently, however, no information as to whether low R:FR signals can elicit 

changes in chromatin structure around specific genes. Chua and colleagues have 

previously observed differences in chromatin structure around the promoter of the pea 

platocyanion gene PetE in etiolated and de-etiolated photosynthetic tissues. DNasel and 

micrococcal nuclease accessibility assays revealed differences in chromatin structure
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and ChIP revealed differences in acetylation states of histones between tissue types 

(Chua et al., 2001).

In attempt to determine whether R:FR ratio can regulate chromatin structure, in the 

form of chromatin remodelling, the DNasel sensitivity of a number of shade avoidance 

genes in response to a low R:FR signal was investigated.
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3.2 DNasel sensitivity assays

3.2.1 Southern Blotting Approach

The aim of this part of the project was to determine if there are changes in chromatin 

structure around R:FR-regulated genes in response to changes in R:FR. The promoter 

and coding regions of ATHB2 and XTH15, both known to be up-regulated in response 

to low R:FR, were used as probes to examine changes in chromatin structure around 

these two genes.

Briefly, the DNasel sensitivity assay entailed grinding 5g of plant tissue for each light 

treatment. Nuclei were isolated, lysed and treated with DNasel. The DNA was then 

purified from the proteins of the cells and run on an agarose gel. This was transferred to 

a membrane which was exposed to a radioactively labelled probe. It was hypothesised 

that alterations in chromatin structure would alter nuclease accessibility, thereby 

resulting in different banding patterns on Southern blots.
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3.2.1.1 Making DNA probes

WT Arabidopsis plants of the accession Columbia (Col) were grown on soil for 4 weeks 

in long days (LD: 16 h W and 8 h dark) in high R:FR (2.7). DNA was extracted from 

the plant tissue and was used as a template to produce southern blotting probes. Using 

this DNA four sets of primers: ATHB2 promoter probe F + ATHB2 promoter probe R; 

ATHB2 coding probe F + ATHB2 coding probe R; XTH15 promoter probe F + XTH15 

promoter probe R; and XTH15 coding probe F +XTH15 coding probe R (2.2.13, Primer 

table) were used in a PCR reaction to amplify the DNA fragments termed respectively: 

ATHB2 promoter probe, ATHB2 coding probe, XTH15 promoter probe and XTH15 

coding probe (primers and genomic regions to which they are designed are shown in 

supplementary data, figures S l.l ,  for ATHB2 and SI.2 for XTH15). The four PCR 

reactions were run on a 1 % agarose gel and the products visualised (Figure 3.1) to 

confirm their correct size before gel extraction. The extracted DNA was run on a 1 % 

agarose gel and visualised (Figure 3.2) to confirm successful extraction. The DNA was 

quantified using a spectrophotometer.

3.2.1.2 Plant growth conditions

thCol plants were grown on soil for 3 weeks in continuous W in high R:FR. On the 20 

day half of the plants were transferred to low R:FR (0.1) for 24 hours and the other half 

were maintained in high R:FR (2.7). The plant tissue was harvested, transferred to 

liquid nitrogen and stored at - 80°C. The results of the DNasel sensitivity assays using 

the Southern blotting approach are shown in figures 3.3 -  3.6.
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Figure 3.1: PCR reactions amplifying the four DNasel probes run on an agarose gel. 

Lane 1 is Hyperladder I, lane 2 is a positive control, lane 3 is the A THB2 coding region, 

lane 4 is the ATHB2 promoter region, lane 5 is the XTH15 coding region and lane 6 is 

the XTH15 promoter region. All bands are the appropriate size (for lanes 3-6, the top 

band in each well represents the correct band) (sizes shown in S l.l). The four probe 

lanes were gel extracted (2.2.8.4.1 Gel Extraction of DNA).

Figure 3.2: Samples of the gel extracted probes run on an agarose gel. Lane 1 is 

Hyperladder I, lane 2 is the ATHB2 coding region, lane 3 is the ATHB2 promoter 

region, lane 4 is the XTH15 coding region and lane 5 is the XTH15 promoter region.
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1 High Low

Figure 3.3: An example of DNasel treated genomic DNA run on an agarose gel. Lane 

1 is hyperladder 1. High indicates a high R:FR treatment and Low indicates a low 

R:FR treatment. Both the high and low treatments are made up of 6 lanes of DNA 

which represent from left to right: 0, untreated, 5, 10, 20 and 30; with the number 

representing length of DNasel treatment (min).

10 pi of probe DNA  ^

 ►
1 ul of probe DNA

Figure 3.4: A dot blot to test whether the probe can hybridize to itself and to check that 

there is no problem with the radioactive synthesis of the probe. The probe DNA was 

spotted onto the membrane at various concentrations and then probed with the same 

radioactive probe. The dot blots were performed with the ATHB2 coding and XTH15 

promoter probes on both old and new membranes. All of the four dot blots worked and 

produced spots. Shown is the dot blot for the XTH15 promoter probe on the new 

membrane, probe DNA was at a concentration of 160 ng/pl
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Figure 3.5: A blot to test whether there is any problem in transferring the DNA from 

the agarose gel to the membrane. Probe was run on an agarose gel in 10 fold dilutions 

and southern blotted to the membrane and then probed with a radioactive version of the 

same probe. Figure 3a: XTH15 promoter probe. Figure 3b: XTH15 coding probe.

Probe
Extracted DNA

Figure 3.6: A DNasel sensitivity assay to test whether sufficient DNA is being loaded 

onto the gel. Three times the amount of DNA from high and low R:FR ratio treated 

plants that was used in the original assay was used in this assay. A sample of the 

XTH15 promoter probe was run as a control, labelled probe. The blot was probed with 

the XTH15 promoter probe. The lane producing the band corresponds to where the 

XTH15 promoter probe control was run
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3.2.1.3 Southern blotting results

The DNasel sensitivity protocol, shown in 2.2.11, was performed to gain familiarity and 

to test whether the DNasel treatment was degrading DNA. Figure 3.3 demonstrates a 

time-dependent degradation of DNA with increasing temporal exposure to DNasel and 

also demonstrates that genomic DNA was successfully isolated.

Following the confirmation of probe production and that DNasel was degrading DNA 

in a time dependent manner, the complete southern blotting protocol was performed. 

Unfortunately, no bands were detected on the blot. All four probes were tested and no 

bands were produced on any of the blots.

One proposition was that there was a problem with annealing or radioactive labelling of 

the probe. A dot blot was performed in an attempt to establish whether the probe was 

the problem. A dot blot approach entailed blotting probe DNA directly onto the Hybond 

membrane and then incubating the membrane with the same, but radioactively labelled, 

probe in the same manner as the normal southern blotting protocol. Figure 3.4 shows 

the results of one of these dot blots and demonstrates that the probe is both being 

radioactively labelled and is annealing.

A further potential problem could be that the DNA was not being successfully 

transferred from the gel to the membrane. To test if this was the case, probe DNA was 

run on an agarose gel, as DNasel-treated genomic DNA would be, and was Southern 

blotted and probed as in the normal protocol. This procedure produced a clear banding
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pattern, shown in figure 3.5, which suggests that there is no problem in transferring 

DNA from the gel to the membrane.

The next proposal was that insufficient genomic DNA was transferring to the 

membrane. To test if this was the case, three times the amount of starting tissue outlined 

in 2.2.11 was used in the protocol. However, figure 3.6 demonstrates that no banding 

pattern was present.

It could still be that insufficient DNA was being transferred to the membrane; however, 

following the repeated failures of the Southern blotting approach, an alternative 

approach was sought.

101



3.2.2 qPCR approach

It was considered that a qPCR based approach could be used as an alternative to 

Southern blotting. This procedure would involve performing a time-course of genomic 

DNA degradation upon exposure to DNasel and then utilizing qPCR to determine the 

degree of degradation of DNA. qPCR gives an accurate readout of the DNA template 

concentration of a given sample, in the form of a cycle time (Ct value). If primers are 

designed against a region which demonstrates differential sensitivity to DNasel then a 

qPCR based approach can be used to detect for degradation of DNA by DNasel. As 

DNA comprising the region o f interest is progressively degraded by DNasel there will 

be less template which can be amplified in the qPCR reaction and this will give a 

readout of less starting template (a higher Ct value). An important aspect of this 

procedure is that the total amount of genomic DNA is accurately quantified; otherwise, 

ascribing differences in Ct values to changes in DNasel accessibility will be almost 

impossible. Two different strategies were employed to assess the quantity of DNA 

present. Firstly, a Qubit fluorometer was used to quantify the DNA and these values 

were used to load equal quantities of DNA onto the qPCR. Secondly, internal control 

primers were used. If primers designed against regions of genes thought not to be 

remodelled show the same Ct values for the same time points in both high and low 

R:FR treatments, then it will suggest that the DNA has been accurately quantified.
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3.2.2.1 Plant growth conditions

Two different light treatments were used in the investigation, one with growth in light 

dark cycles (LD) and the other in continuous light. Arabidopsis Col seedlings were used 

in both light treatments Seedlings grown in LD cycles were grown at 22°C in high R:FR 

for 21 days and then at dawn of the 21st day, half were transferred to low R:FR and half 

maintained in high R:FR. Whole shoots were harvested four hours later. This treatment 

was designed to co-incide with maximum seedling gene expression response to low 

R:FR (Salter et al., 2003; Lorrain et al., 2008). Seedlings grown in continuous light 

were grown at 22°C in high R:FR for 20 days, whereupon half were transferred to low 

R:FR and half maintained in high R:FR. Whole shoots were harvested 24 h later. This 

treatment was designed to co-incide with high levels of shade avoidance gene 

expression in continuous light (Franklin and Whitelam 2007). All harvested plant 

material was transferred to liquid nitrogen and stored at - 80°C.
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3.2.2.2 Primer design

Primers were designed against the R:FR-regulated genes ATHB2, XTH15 and PILL  

Additionally, primers were designed against PIF3, which is light - regulated and closely 

related to P1L1 (Toledo-Oritz et al, 2003) but is not regulated by R:FR ratio, thereby 

providing a control (Salter et al., 2003).

Chua et al (2001) found that light treatments regulated the expression of transcript of 

the pea plastocyanin gene (PetE) gene and that this difference in expression was 

associated with difference in DNasel sensitivity. They found that regions upstream of 

the ATG were more susceptible to degradation by DNasel and micrococcal nuclease 

when the transcript was more highly expressed; whereas, there was no difference in 

sensitivity to DNasel and micrococcal nuclease in the coding region (Chua et al., 2001). 

Taking this into consideration, primers were designed against coding regions and 

upstream/promoter regions of genes. Three R:FR regulated genes were focused upon: 

ATHB2, PIL1 and XTH15. The promoter region of a gene is often not clearly defined or 

determined; however, a suitably sized region upstream of the start codon had to be 

selected to focus the primer design upon. A region comprising up to 2kb upstream of 

the start codon was considered a suitably large region to encompass a number, if not all 

of a genes promoter elements. The reasoning was that this region should represent 

docking sites for transcription factors, cofactors, or any other trans acting factor 

involved in gene transcription and binding of these factors may require or result in local 

remodelling of the chromatin. Once the light responsive elements had been identified, 

primer pairs were designed to encompass these elements. The design of primers was 

constrained by the AT rich nature of promoter elements and by the fact that pairs of
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qPCR primers should optimally produce a product of approximately 70 -  200bp. All 

primers were designed by eye. All primers used in were tested to ensure that they 

produced a distinct, unique melting curve, with a single peak, thereby confirming that a 

single PCR product had been produced.
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3.2.2.3 Confirming up-regulation of R:FR-regulated gene transcription

Before the DNasel sensitivity experiments were conducted, a portion of the harvested 

tissue was removed and used to test the transcript levels of a number of R:FR regulated 

genes. The purpose of this experiment was to confirm that the R:FR treatment was 

resulting in a change in gene transcription of R:FR-regulated genes. If no change in 

transcript levels of these genes was observed, then a change in chromatin structure 

would not be expected.

3.2.2.4 Data representation

The qPCR approach produces a Ct for each sample. These Ct values represent the 

amount of DNA template present in each reaction. For each sample, data was 

normalised to sample time 0 of the high R:FR treatment. Data is therefore represented 

as relative amount of PCR product on the X axis of graphs and this is plotted against 

time of DNasel treatment (min). The slope of each graph is a measure of the rate of 

DNasel-mediated degradation of target sequences. The steeper the slope, the lower the 

amount of template and the faster the rate of target sequence degradation by DNasel. It 

is hypothesised that if  a sequence has a more open chromatin structure, it will show a 

faster rate of DNA degradation.
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Low

High

Figure 3.7: DNasel-treated genomic DNA run on an agarose gel. Numbers represent 

the treatment time in minutes with DNasel. U stands for untreated. Top is Low R:FR 

treatment, bottom is High R:FR treatment. From left to right the lane order is; 

hvnerladder I. 0. 2. 4. 6. 8. 10. 15. 20. 30. U30.

Figure 3.7 shows the typical degradation pattern of the DNA samples after treatment 

with DNasel. Samples were taken at slightly different intervals in the qPCR-based 

approach, compared to the southern blotting approach (figure 3.3). The reason for this 

was to provide more early time-points, which preliminary results suggested were 

important as the DNasel reaction could proceed very quickly. The bands at the top of 

the gel indicate genomic DNA. This genomic band of genomic DNA can be seen to 

become progressively fainter as exposure to DNasel increases, indicating that DNasel is 

cutting the DNA.
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Figure 3.8: Fold increases in transcript abundance for PIL1, ATHB2 and XTH15 in response 

to a 4 h, low R:FR ratio treatment. Data are relative to high R:FR controls and are 

normalised to ACTIN2. Data represent mean values from three separate biological repeats. 

All plant tissue was grown in LD and harvested at 4 h after dawn.
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Figure 3.9: Fold increases in transcript abundance for PIL1, ATHB2 and XTH15 in response 

to a 24 h, low R:FR ratio treatment. Data are relative to high R:FR controls and are 

normalised to ACTIN2. Data represent mean values from two separate biological repeats. All 

plant tissue was grown in continuous light and harvested at 24 h after commencement of low 

R:FR ratio treatment.
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3.2.2.5 qPCR results

3.2.2.5.1 mRNA expression

Two different light treatments were investigated. A LD experiment was performed and 

a continuous light experiment was performed. Prior to the use of any tissue in the 

DNasel sensitivity assay, the treated tissue was tested for up regulation of mRNA 

expression of low R:FR regulated genes in response to the low R:FR ratio treatment. 

The rationale for this was that a restructuring of chromatin and hence a change in 

DNasel sensitivity would not be expected without an increase in transcription. Figures 

3.8 and 3.9 show the change in transcript of three R:FR regulated genes in response to 

low R:FR ratio for LD and constant light conditions respectively. Figure 3.11 shows 

that PIL11, ATHB2 and XTH15 are all up regulated in response to low R:FR ratio 

treatment. Again, figure 3.12 shows that all three genes are up regulated in constant 

light conditions in response to a 24 hour low R:FR treatment; however, PIL1, ATHB2 

and XTH15 were up regulated less than for those grown in LD conditions.
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Figure 3.10: Relative amount of PCR product against duration of DNasel treatment for 

a region of the PIF3 promoter following 4 h, low R:FR treatment in LD. The primers 

used are shown in 2.14 and SI.3. All of the data points are joined up except for the data 

point labelled u (the far right of the graph), this represents the sample untreated with 

DNasel. The data are from 3 separate biological repeats. Each experiment contains 

duplicate or triplicate qPCR repeats. Standard error bars are shown for each data point. 

All data are from plants grown in LD cycles. Above the graph is a cartoon displaying 

the particulars of the primer set used.
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Figure 3.11: Relative amount of PCR product against duration of DNasel treatment for 

a region of the PIF3 promoter following 24 h low R:FR treatment in continuous light. 

The primers used are shown in 2.14 and SI.3. All of the data points are joined up 

except for the data point labelled u (the far right of the graph), this represents the 

sample untreated with DNasel. The data are from 2 separate biological repeats. Each 

experiment contains duplicate or triplicate qPCR repeats. Range bars are shown for 

each data point. All data are from plants grown in continuous light. Above the graph is 

a cartoon displaying the particulars of the primer set used.
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3.2.2.5.2 PIF3 results

The gene, PIF3, which is not low R:FR regulated (Salter et al., 2003) was included in 

DNasel sensitivity experiments as a control gene. Figure S I.3 in supplementary 

information shows the region to which the PIF3 primers were designed against. Figure 

3.10 and 3.11 show the results for the LD and constant light experiments, respectively. 

In both light conditions, a low R:FR treatment does not result in any change in DNasel 

sensitivity for this region of the PIF3 promoter. This can be interpreted as the 

chromatin structure of this region not being remodelled in response to low R:FR ratio in 

these conditions. This result was to be expected as the transcript of the PIF3 gene is not 

regulated by R:FR ratio. However, a progressive increase in DNasel sensitivity is 

observed as exposure to DNasel treatment increases in both high and low R:FR ratio 

treatments. The fact that PIF3 is not differentially remodelled in high and low R:FR 

was useful as it provided an internal control to assess the quantity of DNA present in 

each sample. The data from the PIF3 promoter showed that the DNA quantity for each 

time point to be very similar for low and high R:FR ratio treatments and this provides 

confidence that if a difference in sensitivity is seen for other regions then they are 

probably due to difference in DNasel sensitivity as opposed to differences in quantity of 

DNA
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Figure 3.12: Relative amount of PCR product against duration of DNasel treatment for a 

region of the ATHB2 coding region following 4 h, low R:FR treatment in LD. The 

primers used are shown in 2.14 and SI.4, and they are: QPCR ATHB2 INTERNAL F and 

QPCR ATHB2 INTERNAL R All of the data points are joined up except for the data 

point labelled u (the far right of the graph), this represents the sample untreated with 

DNasel. The data are from 3 separate biological repeats. Each experiment contains 

duplicate or triplicate qPCR repeats. Standard error bars are shown for each data point. 

All data are from plants grown in LD cycles. Above the graph is a cartoon displaying the 

particulars of the primer set used.
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Figure 3.13: Relative amount of PCR product against duration of DNasel treatment for a 

region of the ATHB2 coding region following 24 h low R:FR treatment in continuous 

light. The primers used are shown in 2.14 and SI.4 and they are: QPCR 

ATHB2INTERNAL FI and QPCR ATFIB2INTERNAL Rl. All of the data points are 

joined up except for the data point labelled u (the far right of the graph), this represents 

the sample untreated with DNasel. The data are from 2 separate biological repeats. Each 

experiment contains duplicate or triplicate qPCR repeats. Range bars are shown for each 

data point. All data are from plants grown in continuous light. Above the graph is a 

cartoon displaying the particulars of the primer set used.
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Figure 3.14: Relative amount of PCR product against duration of DNasel treatment for 

a region of the ATHB2 promoter region following 4 h, low R:FR treatment in LD. The 

primers used are shown in 2.14 and SI.4, and they are: QPCR ATHB2 UPF1 and QPCR 

ATHB2 UPR1. All of the data points are joined up except for the data point labelled u 

(the far right of the graph), this represents the sample untreated with DNasel. The data 

are from 3 separate biological repeats. Each experiment contains duplicate or triplicate 

qPCR repeats. Standard error bars are shown for each data point. All data are from 

plants grown in LD cycles. Above the graph is a cartoon displaying the particulars of the 

primer set used.

115



Amplicon = 208 bp ------ Upstream/Promoter

-  Coding Region
QPCR ATHB2 UPF2: - 933

Downstream
ATG

QPCR ATHB2 UPR2: - 725

1.6
1.4

T5Oi_
CL
0c u
CLa>
.2a)

1.2
1

0.8
0.6
0.4

0.2
0

0 10 20 30 u

High R:FR 

Low R:FR

DNasel treatm ent (min)

Figure 3.15: Relative amount of PCR product against duration of DNasel treatment for a 

region of the ATHB2 promoter region following 4 h, low R:FR treatment in LD. The 

primers used are shown in 2.14 and SI.4, and they are: QPCR ATHB2 UPF2 and QPCR 

ATHB2 UPR2. All of the data points are joined up except for the data point labelled u (the 

far right of the graph), this represents the sample untreated with DNasel. The data are from 

3 separate biological repeat. Each experiment contains duplicate or triplicate qPCR repeats. 

Standard error bars are shown for each data point. All data are from plants grown in LD 

cycles. Above the graph is a cartoon displaying the particulars of the primer set used.
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3.2.2.5.3 A THB2 results

The regions of ATHB2 analyzed are shown in SI.4. Two regions of the ATHB2 

promoter and one region of the ATHB2 coding region were studied. Figure 3.12 shows 

the results for the primers against the ATHB2 coding region and plants grown in LD 

conditions and figure 3.13 shows results for the same primer set and plants grown in 

constant light. Low R:FR treatment in both light conditions does not appear to result in 

restructuring of this section of the ATHB2 coding region. As length of DNasel treatment 

increases the degradation of DNA increases but there is no difference between the high 

and low R:FR treatments.

Figures 3.14 and 3.15 show data for LD grown plants using two different sets of 

primers against the ATHB2 promoter region. The first set of primers, termed ATHB2 

UPF1/UPR1, are designed against a region approximately 1200bp upstream of the 

ATG; the second set of primers, termed ATHB2 UPF2/UPR2, are designed against a 

region approximately 800bp upstream of the ATG. Both regions appear to have a more 

open chromatin structure in response to low R:FR ratio. For both regions, even after 10 

minutes DNasel treatment in tissue treated with high R:FR ratio there is negligible 

DNA remaining, indicating a relatively open chromatin structure in the absence of a 

low R:FR signal, which becomes even more open in response to a low R:FR treatment. 

The chromatin become so open in response to a low R:FR signal that even at the 

shortest time-points (0 minutes and untreated) there is negligible template present, 

indicating that when the cells are lysed in the extraction process, the endogenous factors 

present in the cells may be sufficient to degrade the DNA of these regions. This is in
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contrast to the ATHB2 coding region, which shows no change in template abundance in 

high and low R:FR, suggesting that these regions of sensitivity are sequence specific.
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Figure 3.16: Relative amount of PCR product against duration of DNasel treatment for a 

region of the ATHB2 promoter region following 4 h, low R:FR treatment in LD. The 

primers used are shown in 2.14 and SI.4, and they are: ATHB2 UPF3 and QPCR 

ATHB2 UPR3. All of the data points are joined up except for the data point labelled u 

(the far right of the graph), this represents the sample untreated with DNasel. The data 

are from 3 separate biological repeats. Each experiment contains duplicate or triplicate 

qPCR repeats. Standard error bars are shown for each data point. All data are from plants 

grown in LD cycles. Above the graph is a cartoon displaying the particulars of the primer 

set used.
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Figure 3.17: Relative amount of PCR product against duration of DNasel treatment for a 

region of the ATHB2 promoter region following 24 h low R:FR treatment in continuous 

light. The primers used are shown in 2.14 and SI.4 and they are: QPCR ATHB2 UPF3 and 

QPCR ATF1B2 UPR3. All of the data points are joined up except for the data point 

labelled u (the far right of the graph), this represents the sample untreated with DNasel. 

The data are from 2 separate biological repeats. Each experiment contains duplicate or 

triplicate qPCR repeats. Range bars are shown for each data point. All data are from plants 

grown in continuous light. Above the graph is a cartoon displaying the particulars of the 

primer set used.
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3.2.2.5.4A THB2 additional results

Following the identification of a region of the ATHB2 promoter in which the chromatin 

becomes more accessible to DNasel in response to a low R:FR ratio signal, it was tested 

to see if a similar result could be obtained using a different set of primers targeted to the 

same region. Figure 3.16 comprises data for a set of primers, ATHB2 UPF3/UPR3, 

which overlap the primers used in figure 3.14. The plants were grown in LD conditions. 

Both sets of primers produce a broadly similar result with low R:FR resulting in a clear 

increase in DNasel sensitivity. The profile for the two primer sets are slightly different 

for the low R:FR treatment, but the trend is clearly the same, namely that this region of 

the ATHB2 promoter is remodelled in response to a low R:FR signal. Slight differences 

do exist between the efficiencies of the primers and therefore different profiles would 

be expected, especially when the amount of template becomes minimal. The important 

fact is that the same trend exists for both sets of primers and both sets of primers agree 

that this region is remodelled. In contrast, when this region was analyzed using the 

ATHB2 UPF3/UPR3 primers and constant light conditions, as shown in figure 3.17, 

there is no remodelling in response to the low 24 h R:FR treatment at this time-point.
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Figure 3.18: Relative amount of PCR product against duration of DNasel treatment for a 

region of the XTH15 promoter region following 4 h, low R:FR treatment in LD. The 

primers used are shown in 2.14 and SI.5. All of the data points are joined up except for 

the data point labelled u (the far right of the graph), this represents the sample untreated 

with DNasel. The data are from 3 separate biological repeats. Each experiment contains 

duplicate or triplicate qPCR repeats. Standard error bars are shown for each data point. 

Above the graph is a cartoon displaying the particulars of the primer set used.

All data are from nlants grown in LD cvcles.
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Figure 3.19: Relative amount of PCR product against duration of DNasel treatment for 

a region of the XTH15 promoter region following 24 h low R.FR treatment in 

continuous light. The primers used are shown in 2.14 and SI.5. All of the data points are 

joined up except for the data point labelled u (the far right of the graph), this represents 

the sample untreated with DNasel. The data are from 2 separate biological repeats. Each 

experiment contains duplicate or triplicate qPCR repeats. Range bars are shown for each 

data point. All data are from plants grown in continuous light. Above the graph is a 

cartoon displaying the particulars of the primer set used.
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3.2.2.5.5 XTH15 results

Primers were designed against a region of the XTH15 promoter shown in the figure 

S I.5. These primers were designed against a region approximately lkb upstream of the 

ATG and were used in LD and constant light experiments, figures 3.18 and 3.19, 

respectively. In LD conditions this region of the XTH15 promoter demonstrates a more 

open chromatin structure in response to a low R:FR treatment. As with ATHB2 (figures

3.14-3.16), considerably less template was observed in low R:FR-treated sample time 0, 

suggesting degradation of this region by endogenous factors during extraction. Again, 

however, in constant light conditions this region of the XTH15 promoter does not 

appear to be remodelled following a 24 h treatment.
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Figure 3.20: Relative amount of PCR product against duration of DNasel treatment 

for a region of the PIL1 promoter region following 4 h, low R:FR treatment in LD. 

The primers used are shown in 2.14 and SI.6. All of the data points are joined up 

except for the data point labelled u (the far right of the graph), this represents the 

sample untreated with DNasel. The data are from 3 separate biological repeat. Each 

experiment contains duplicate or triplicate qPCR repeats. Standard error bars are 

shown for each data point. All data are from plants grown in LD cycles. Above the 

graph is a cartoon displaying the particulars of the primer set used.
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Figure 3.21: Relative amount of PCR product against duration of DNasel treatment for a 

region of the PIL1 promoter region following 24 h low R:FR treatment in continuous 

light. The primers used are shown in 2.14 and SI.6. All of the data points are joined up 

except for the data point labelled u (the far right of the graph), this represents the sample 

untreated with DNasel. The data are from 2 separate biological repeats. Each experiment 

contains duplicate or triplicate qPCR repeats. Range bars are shown for each data point. 

All data are from plants grown in continuous light. Above the graph is a cartoon 

displaying the particulars of the primer set used.
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3.2.2.5.6 PIL1 results

A region of the PIL1 promoter, shown in figure SI.6, was examined for changes in 

chromatin structure in response to a low R:FR treatment. The primers were designed 

against a region approximately 600 bp upstream of the ATG. Figure 3.20 demonstrated 

that in response to a low R:FR signal this region of the PIL1 promoter adopts a more 

open chromatin conformation when grown in LD conditions. As with ATHB2 (figures

3.14-3.16) and XTH15 (figure 3.18), considerably less template was present in low 

R:FR-treated samples at time 0. Furthermore, figure 3.21 demonstrates that this region 

does not change its chromatin structure in response to a 24 h low R:FR signal when 

grown in continuous light.

127



3.2.3 DNasel discussion

All data acquired from the qPCR are in the form of Ct value against length of DNasel 

treatment. These data give a clear, unambiguous representation of the results, but it is 

not easily accessible and not immediately obvious what trends exist in the data. Data for 

each primer pair for each DNasel assay was therefore normalized to that for the high 

R:FR ratio treatment of 0 minutes. These numbers were then represented in a line graph 

as relative PCR product against length of DNasel treatment for both high and low R:FR 

treatments. This method was chosen over normalising both high and low R:FR data to 

their own 0 time-points because it was felt that this would only represent the overall 

trend within treatments and not between them.

Previous research in yeast has found that promoter regions of genes are typically 

depleted of histones (histone H3 was studied) compared to coding regions, with the 

level of depletion correlating with level of transcription. Genes not transcribed at all, or 

transcribed at very low levels, were found to exhibit a uniform H3 occupancy across the 

promoter and coding region, with even a slight suggestion of an increase in H3 

occupancy at promoter regions compared to coding regions. However, when genes were 

highly expressed, the promoter regions were depleted in H3 to a greater extent than the 

coding regions. This is in agreement with the findings here that the promoter region 

becomes more open/depleted of histones as transcription increases but the coding 

region does not (Pokholok et al., 2005)

It is interesting to speculate as to what the increase in DNasel sensitivity actually 

represents at the chromatin level. There is some debate as to what DHS (DNasel
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hypersensitive sites) actually represent. There is debate as to whether they represent 

regions of altered nucleosome structure or regions which are entirely devoid of 

nucleosomes. It has been shown that DNasel can cleave DNA which is associated with 

nucleosomes at multiple, periodic sites, with some sites remaining relatively protected, 

presumably because of certain histone -  DNA interactions which protect these sites 

from cleavage. There is therefore no requirement for histones to be completely absent 

from the DNA (Simpson and Whitlock 1976). These observations are supported by a 

study which employed the human immunodeficiency virus (HIV-1) 5’ long terminal 

repeat (LTR) model system, involving the in vitro assembly of HIV-1 LTR DNA 

(which contains binding sites for protein factors) to a nucleosome. In this system, 

nucleosomal DNA is still digested to some degree by DNasel. If a factor binds to DNA 

that is associated with the nucleosome then the specific region of DNA which is bound 

becomes more protected from DNasel. DNA regions directly flanking the factors 

binding site have increased sensitivity to DNasel but the whole region of DNA 

associated with the nucleosome does not show a concomitant increase in DNasel 

sensitivity. These results suggest, at least in this model system, the formation of ternary 

complexes (DNA, nucleosomes and DNA binding factors) and yet still the presence of 

DHS, meaning that DHS sites do not necessarily mean an absence of 

nucleosomes/histones (Steger and Workman 1997). These findings were complemented 

by another study which used UV lasers to produce crosslinks between the NH2 tails of 

histones and DNA. They found that transcription factor binding did not affect the tail 

interactions with the DNA. However, if multiple transcription factors bound to the 

DNA then the tail -  DNA interactions were disrupted. Furthermore, they found that 

addition of the SWI/SNF (1.8, nucleosome remodelling) complex changed the DHS 

profile of the nucleosome-DNA complex but the tail-DNA contacts remained the same,
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demonstrating that DHS sites do not necessarily indicate an absence of nucleosomes 

(Angelov et al., 2000).

In contrast to the above, other studies have found that DNA polymerases were 

incapable of initiating transcription when a nucleosome was bound to the promoter 

DNA. RNA polymerase can, however, transcribe through nucleosomes, as shown by 

the fact that templates which contain nucleosomes are capable of being transcribed 

Lorch et al., 1987). Polymerases are thought to transcribe trough nucleosomes by 

transcribing up to them and then waiting for local fluctuations between nuclesomes and 

DNA to occur and then advancing to transcribe the DNA which has dissociated from 

the nucleosome. Forces then dictate whether the nucleosome is forced further 

downstream of the DNA template or is shifted upstream of the RNA polymerase, in a 

cis-looping DNA manner (Hodges et al., 2009). All of these findings are reconcilable 

given the reasoning that DNA -  nucleosome interactions periodically fluctuate, either 

stochastically or through enzymatic means, allowing protein factors to bind to the DNA. 

These nucleosome-DNA-protein complexes are permitted and can produce changes in 

the DHS of the region; however, if large proportions of the DNA associated with 

nucleosomes are required to dissociate, either for transcription, or for the binding of 

large protein complexes (as is the case for the RNA polymerase initiation complex), 

then nucleosomes will completely dissociate from that particular region of the DNA. As 

to whether the DHS generated in response to low R:FR ratio are regions devoid of 

nucleosomes or merely regions with altered DNA -  nucleosomes interactions, it is not 

possible to tell.
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The findings of the studies discussed above suggest that even when DNA is associated 

with nucleosomes they will still demonstrate some degree of DNasel sensitivity, which 

is in agreement with the results of the PIF3 promoter, which still demonstrates 

sensitivity even though it does not undergo remodelling.

Data from the DNasel sensitivity assays suggest that there is an involvement of 

chromatin remodelling in the regulation of R:FR regulated genes. The data suggest that 

regions of the ATHB2, PIL1 and XTH15 promoter are all remodelled in response to a 

low R:FR signal. Importantly, this remodelling is only seen when plant are grown in LD 

treated with a 4 h low R:FR treatment conditions and is conspicuously absent when 

plants are grown in constant light conditions with a 24 h treatment. These data could 

reflect the different time-points used in both experiments or may suggest the 

involvement of the circadian clock in the regulation of the chromatin structure of these 

genes. Previously, it has been shown that the expression of shade avoidance markers 

genes in response to low R:FR is gated by the circadian clock and it could be that the 

mechanism by which this works is via rhythmic alterations of chromatin structure 

(Salter et al. 2003).

The circadian clock is an endogenous, molecular oscillator that is characterised by a 

number of transcriptional-translational feedback loops which are temporally calibrated 

by external environmental cues with the effect of regulating physiological processes 

(Grimaldi et al., 2009). In Arabidopsis, several phenotypes including leaf movements, 

stomata opening and hypocotyl elongation exhibit rhythmic oscillations with a period of 

approximately 24 hours, indicative of circadian regulation (Dowson-Day and Millar, 

1999). Rhythmic hypocotyl elongation in seedlings is regulated by circadian regulation
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of the growth promoting bHLH transcription factors PIF4 and PIF5 (Nozue et al., 

2007). Mutations in clock genes can result in deregulation of this rhythm. For example, 

mutation of the clock gene, TIMING OF CAB EXPRESSION 1 (TOCI), results in a 

shortened period of hypocotyl elongation; whereas, mutation of the clock gene, ELF3, 

results in complete abolition of rhythmic hypocotyl elongation (Dowson-Day and 

Millar 1999).

Light is an important environmental input that entrains the clock. This process involves 

both phytochrome and cryptochrome photoreceptors (Devlin and Kay, 2000). The 

intimate association between the clock and the function of phytochromes is 

demonstrated by RNAi knock-down of TOC1, which results in deregulation of the 

circadian clock and decreased sensitivity to R and FR light, as measured by hypocotyl 

growth (Mas et al., 2003). Furthermore, yeast two hybrid screens have identified an 

interaction between TOC1 and PIF3 and also between TOC1 and PIL1 (Makino et al., 

2002). All of this information taken together suggests a close association between 

components of the circadian clock and the molecular components of light signalling.

It is not a new idea that regulation of chromatin and the circadian clock are associated. 

Over ten years ago, it was shown that a light pulse during dark periods could phase shift 

components of the mammalian circadian clock and that this shift was associated with 

modifications to the H3 tails of these circadian clock genes (Crosio et al., 2003) In 

Arabidopsis, Perales and Mas (2007) recently showed that TOCI demonstrates cyclical 

mRNA oscillations and that the periodic increase in transcript are temporally preceded 

by H3 acetylation of the TOCI promoter. The circadian clock component CIRCADIAN 

CLOCK ASSOCIATED 1(CCA1) was shown to bind the TOCI promoter in antiphase 

of H3 acetylation and when CCA1 is over-expressed it resulted in constitutive

132



occupancy of the TOCI promoter by CCA1, background levels of TOCI H3 acetylation 

and minimal TOCI mRNA. This suggests that the clock component, CCA1, represses 

H3 acetylation of the TOCI promoter (Perales and Mas, 2007). Although CCA1 hasn’t 

been shown to have direct histone modifying activity, another component of the murine 

circadian clock, CLOCK, has. CLOCK is a histone acetyl transferase (HAT) and if the 

HAT domain of CLOCK is mutated then the clock becomes deregulated. Furthermore, 

several components of the circadian clock have been shown to undergo histone 

modifications by CLOCK (Curtis et al., 2004; Ripperger et a l, 2006) demonstrating 

that a chromatin modifying protein is both a central component of the clock and is 

important in the direct functioning of the clock (Doi et al., 2006) Taken together, these 

studies suggest that the circadian clock is responsible for rhythmically establishing 

chromatin conformations permissive for transcription.

The fact that the three shade avoidance genes: PIL1, ATHB2 and XTH15 are still up 

regulated in continuous light suggests that chromatin remodelling is not essential for up 

regulation of transcription in response to a low R:FR signal; however, as the increase in 

transcription is less than that observed in plants grown in LD cycles, it may suggest that 

chromatin remodelling is required for maximal transcription.
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Chapter 4: Results

The effect of low R:FR on the association of shade avoidance genes with modified 

histones

4.1 Chromatin Immunoprecipitation

The results shown in 3.1 demonstrated that in response to a R:FR signal, the genes 

PIL1, ATHB2 and XTH15 exhibit changes in chromatin structure. Importantly, these 

results were observed when the plants were grown in LD conditions but not when the 

plants were grown in constant light conditions. Following these results, it was 

postulated that these gross changes in chromatin structure could be correlated with 

circadian-regulated chromatin remodelling events. This process could involve rhythmic 

oscillations in the association of shade avoidance genes with modified histones. The 

purpose of the following analyses was to determine if this was the case, using 

Chromatin Immunoprecipitation (ChIP).

The ChIP procedure briefly comprised harvesting of 4 g of plant tissue, followed by 

cross-linking of histones to DNA to ensure that the histone-DNA associations at the 

time of harvest are maintained. The tissue was then ground and the nuclei isolated and 

lysed. The lysed nuclei were then sonicated to shear the DNA into smaller fragments. 

Beads were added to the sample in an attempt to remove the factors that would bind 

non-specifically. This was followed by removal of the beads and incubation with 

antibodies against histone modifications. Fresh beads were added that bind to the 

antibodies. The DNA-histone-bead complexes were washed and the DNA purified.
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Isolated DNA was then used as a template in qPCR reaction to determine if enrichment

was present.

4.1.1 Plant growth conditions

WT Arabidopsis Col plants were grown on soil for 21 days in LD at 22°C high R:FR. 

On the dawn of the 21st day, half the plants were transferred to low R:FR and half were 

maintained in high R:FR. Whole shoots were harvested 4 hours later.
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4.1.2 Primer design

Figure 3.8 and 3.9 show that the genes PILl and ATHB2 increased their transcript to 

considerably higher levels, in response to a low R:FR ratio signal, compared to XTH15. 

Due to this, and time constraints, the search for histone modifications was focused upon 

ATHB2 and PILl and to a much lesser extent XTH15. Previous research (Guo et al, 

2008, Perales and Mas, 2007; Bastow et a l, 2004; Chua et a l, 2001) have found that in 

Arabidopsis histone marks can occur over a variety of positions (upstream, promoter 

and coding region) of a gene locus and for this reason it was decided that primers 

should be designed against the upstream, promoter and coding regions of ATHB2 and 

PILL  The light-regulated gene, PIF3, and the housekeeping gene, ACTIN2, were used 

as controls (Salter et a l , 2003). Figures S I.7 and SI.8 shows the regions to which 

primers were designed against ATHB2 and P IL l, respectively. All primers were 

designed by eye and all primers used were tested to ensure they produced a discrete, 

unique melting curve with a single peak. A number of the primers shown in SI.7 and 

S1.8 did not produce a distinct melting curve and frequently did not return any product 

from a qPCR reaction when tested on ChIP material. This meant that only certain 

primers sets could be used in the ChIP experiments.
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4.1.3 Antibodies used

Acetylation marks are typically associated with transcriptional activation (Grunstein, 

1997; Eberharter and Becker, 2002). Because low R:FR results in an increase in 

transcription, antibodies were ordered against acetylated histones. It was unknown what 

acetylation marks to expect and it was therefore considered best to order as general 

antibodies as possible. Perales and Mas (2007) used an anti-acetylated histone 3 

antibody (H3ac) and unmodified anti-histone 3 antibody (H3no) to study the role of 

histone acetylation in the regulation of TOC1. It was therefore decided that these would 

be good antibodies to begin the ChIP experiments with. These antibodies are polyclonal 

rabbit antibodies and were obtained from Millipore (http://www,millipore.com). The 

epitope they are raised against are amino acids 1 -  20 of Tetrahymena H3. The anti- 

acetylated H3 antibody was raised against an epitope acetylated at residues H3K9 and 

H3K14.

Work by Guo et al (2008) identified a number of histone H3 modifications which 

showed altered enrichment with light-regulated genes during seedling de-etiolation. 

One of the modifications they identified was H3K9 acetylation. The H3K9 antibody 

used in their investigations was a rabbit monoclonal antibody. Due to the fact it was a 

monoclonal antibody it was considered more reliable than polyclonal antibodies which 

can vary between lots. This antibody was ordered from Epitomics 

(http://www.epitomics.com) (Guo et al., 2006).

The histone mark H3K4me2 has previously been associated with transcriptionally 

permissive chromatin (Wysocka et al., 2005). Because of this, it was considered that
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there would be a possibility of the mark being associated with the genes being 

investigated. A rabbit polyclonal H3K4me2 antibody was therefore obtained from 

Millipore.
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4.1.4 Optimisation of ChIP

4.1.4.1 Optimisation of sonication

Prior to commencement of the full ChIP protocol the various components were 

optimized. Sonication was the first parameter of the ChIP protocol to be investigated 

because it was the most upstream part of the procedure in which a readout, in the form 

of a gel photo, could be obtained. Tissue for sonication was prepared as outlined in 

2.2.12. Sonication was run as outlined in 2.2.12.2a. The aim of sonication is to break 

the DNA-chromatin complexes into fragments approximately 200bp -  lkb in size, 

making them amenable to efficient immunoprecipitation. It was unknown as to the 

settings required to achieve such sonicated fractions using the available sonicator 

(Soniprep MSE). A range of settings were therefore investigated. Pulses of 10 seconds 

duration, at medium power, were maintained as constants and the number of pulses was 

varied: 0 (un-sonicated), 3, 6, 9 and 12 pulses were performed. The DNA was extracted 

using the chelex method as outlined in 2.2.12.5b, but when the DNA was run on the gel 

no bands were present.

Following the failure with the chelex method, DNA was extracted using the NaCl 

method as outlined in 2.2.12.5a. Figure 4.1 shows that this method produced bands, 

with 12 pulses (lane 7) producing DNA of approximately the correct size
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Figure 4.1: An example of sonication of DNA, with left to right representing increasing 

sonication pulses. Lane 1 is 3pi of hyperladder I, lane 2 is blank, lane 3 is un-sonicated 

DNA, lane 4 is DNA sonicated for 3 pulses, lane 5 is DNA sonicated for 6 pulses, lane 6 is 

DNA sonicated for 9 pulses and lane 7 is DNA sonicated for 12 pulses. Samples were not 

RNase treated.



Following the initial trials of sonication, the complete ChIP protocol was performed. 

The H3ac and H3no antibody were used and the protocol was followed as outlined in 

2.2.8, using the Soniprep MSE method (2.2.12.2a) and the NaCl cleanup method 

(2.2.12.5a). Samples were treated with 12 sonication pulses and protein A agarose 

beads. The experiment produced no DNA as measured by qPCR analysis.

The failure of the initial ChIP run necessitated the need for further optimisation. The 

sonication step was again investigated to establish its reproducibility. Sonication was 

repeated a number of times to asses the reproducibility of the sonicator. This was found 

to be low, therefore, alternative means of sonication were investigated. A Bioruptor was 

subsequently used for sonication. Again, however, the amount of sonication required to 

produce the desired DNA-chromatin fragment size was unknown. The Bioruptor 

instruction manual suggested that 12 pulses of 30 seconds at medium power was 

suitable for mammalian tissue. These settings were used as a basis for optimisation. 

Pulses of 30 seconds on, followed by 30 seconds off, at medium power was kept 

constant and the number of pulse was varied. Figure 4.2 shows that 15 pulses produced 

optimally sized fragments. In contrast to the previous sonicator, the Bioruptor 

demonstrated high reproducibility.
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200bp

1Kb

600bp

2 3

Figure 4.2: Gel showing DNA which has been pulsed 15 times in the Bioruptor. Lane 1 

is 3 j l i 1 of hyperladder I, lane 2 is DNA from plants treated in high R:FR and lane 3 is 

DNA from plants treated in low R:FR. Both samples of DNA were sonicated as 

outlined in 2.2.12.2b.

Figure 4.1 shows some of the initial attempts at sonicating tissue using the Soniprep. 

The 0 sample displayed a clear, high-molecular-weight band, presumably representing 

genomic DNA. The 3,6, 9 and 12 pulses produced a progressive decline in molecular 

weight and a concomitant formation of a tighter, brighter band in the region of 700bp, 

demonstrating that the Soniprep was functioning. However, the failure to obtain 

reproducibility using the soniprep (which could be accounted for by the fact that a 

number of the instruments dials were broken and it was impossible to determine the 

power setting being used) led to the adoption of the Bioruptor. Figure 4.2 is an example 

of the sonication conditions used for all the ChIP results. A band in the region of 200 -  

1000 bp can clearly be seen. High reproducibility was routinely obtained using the 

Bioruptor.
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Following the optimisation of sonication with the Bioruptor the complete ChIP protocol 

was performed. The H3ac and H3no antibody were used and the protocol was followed 

as outlined in 2.2.12, using the Bioruptor (2.2.12.2b) and the NaCl cleanup method 

(2.2.12.5a) and protein A agarose beads. Fifteen sonication pulses using the Bioruptor 

were used. Quantification using the Qubit Fluorometer suggested that relative to H3ac 

and H3no samples the no IP had high background levels; furthermore, there were was 

no recovery of DNA, as measured by the qPCR machine.

4.1.4.2 Optimisation of pre-clearing

One possible reason for the lack of DNA recovery was considered to be the excessive 

background binding of which could prevent specific binding. Taking this into 

consideration, the protocol was repeated using more washes and longer pre-clearing.

Increased pre-clearing of samples was performed. Instead of the standard 1 hour, 2 

hours and 4 hours of pre-clearing were tried. Increased washing was also performed. 

With the number of washing steps doubled. This increase in pre-clearing time and 

number of washes had no effect and still no DNA was recovered as measured by the 

qPCR machine.
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4.1.4.3 Optimisation of beads

A number of different protocols were analysed in an attempt to determine alternative 

methodologies which could be used. The type of beads used in ChIP experiments is a 

common variable with material of the beads: agarose and magnetic; and the surface 

antigen type: A and G; being possible options. It was considered that both the material 

and the surface types could be important variables and could be affecting antibody 

binding. Agarose A beads from Upstate were run in parallel with magnetic A and G 

beads from Invitrogen and magnetic A beads from NEB.

The change in beads still produced no DNA as measured by the qPCR machine. The 

magnetic A beads from Invitrogen, however, produced the lowest level of background 

binding in the no IP sample and also because of the ease of use of the magnetic beads 

compared to the agarose beads, the magnetic A Invitrogen beads were used in all future 

ChIP experiments.
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4.1.4.4 Optimisation of antibodies and DNA purification

The antibodies were considered a potential problem. Despite the two antibodies, H3ac 

and H3no, being shown to work with Arabidopsis immunoprecipitations by Perales and 

Mas (2007), it was possible that they were not working in our experiments. The H3no 

antibody is raised against an unmodified epitope of the first 20 amino acids of H3. It is 

possible that in planta, the histones in these regions are modified, previous research 

suggests that the majority of histones are modified at least once (Johnson et al., 2004). 

A high degree of histone modification in planta may therefore contribute to the 

inefficiency of this antibody with plant samples. The H3ac antibody is raised against an 

epitope for the first 20 amino acids of H3 that is acetylated at H3K9 and H3K14. It is 

possible that just one of these marks is present on H3 proteins in our samples. Without 

both marks present, the efficiency of antibody histone binding would be greatly 

reduced. It could also be that, as both of these antibodies are polyclonal that these 

antibodies are from animals which haven’t produced antibodies with good efficacy. 

Taking this into consideration, alternative antibodies were sought. A monoclonal 

antibody against H3K9ac, shown to work by Guo et al (2008), was considered a good 

antibody to use because it is monoclonal, thereby reducing problems regarding the lot 

of the antibody. Since the start of this project, the authors had additionally shown that 

H3K9ac marks are associated with light signalling in Arabidopsis.

Despite the use of these new antibodies there was still no recovery of DNA. An 

alternative purification method was therefore sought. Previously, a chelex method to 

recover DNA had been attempted; however, it had yielded no DNA. Due to the lack of 

success using the NaCl recovery method it was deemed that it was worth re-trying the
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chelex method. Using the chelex method and the H3K9ac and H3ac antibodies DNA 

was successfully recovered and a signal was generated on the qPCR machine. The 

amount of DNA recovered was, however, still low.

A vital part of the entire procedure was considered the antibody-chromatin-bead 

interaction. The ratio and absolute amount of antibody and chromatin were considered 

important variables that could influence the recovery of DNA. The ratio of antibody to 

chromatin was varied as was the amount of chromatin and antibody. Work by Guo and 

colleagues (2008) used a specific ratio of antibody to beads and chromatin. These ratios 

were used for the H3K9ac antibody. This increase in antibody and hence and increase 

in antibody to chromatin ratio was found to increase the yield of DNA.

It was still felt that the recovery of DNA could be increased further. In pursuit of this, 

length of cross-linking was varied. Cross-linking of DNA to proteins has the effect of 

denaturing proteins and linking them to the DNA. Excessive cross linking could 

therefore theoretically denature the epitope regions to which the antibody binds, hence 

decreasing antibody binding. A range of cross-linking times were compared: 10 minutes 

(which had been used up until this point), 5 minutes and 3 minutes. Although no real 

difference was observed using the different cross-linking times it was felt that 3 minutes 

would involve the least denaturation and was used. Length of cross-linking could affect 

sonication efficiency; therefore, the sonication step was calibrated again. It was found 

that 15 cycles on the Bioruptor still produced the desired sonication.

Finally, the length of the time the antibody-chromatin complexes were incubated with 

the beads was varied. Previously, 1 hour incubation had been used and it was 

considered that this may not have been long enough to permit antibody-bead binding. A
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2 hour incubation was therefore tried. This increase in incubation time resulted in an 

increase in recovery of DNA.

These combined alterations in the ChIP procedure further improved the recovery of the 

DNA and meant that DNA was recovered with the H3ac, H3K9ac and at very low 

levels with the H3K4me2 antibodies. Experiments with high and low R:FR-treated 

tissue were subsequently performed with antibodies raised against H3ac and H3K9ac.
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4.1.5 ChIP primers

Following the results in section 3.1, two R:FR-regulated genes were focused upon in 

the ChIP study. These were ATHB2 and PILl. XTH15 was also studied, but to a much 

lesser degree. Regions of the ACTIN2 and PIF3 gene were also studied as negative 

controls. The region of PIF3 studied is shown in figure SI.3 and the region of ACTIN2 

studied is shown in figure SI.9.

The primers used in section 3.1 in the analysis of ATHB2 and PILl were also used to 

study ChIP modifications. Additional primers were also designed, so that the majority 

of these genes and their immediate upstream regions were covered. The DNA 

sequences these primers covered are shown in figures SI.7 and S I.8 and the relative 

positions of the primers used are shown in figures 4.3 and 4.4.
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Figure 4.3: Diagram showing the positions of the primers designed against ATHB2. 

Upstream and downstream; exon, intron and untranslated regions (UTR) are shown. 

Primers are shown by black arrows, with the numbers adjacent to the arrows 

representing the bp (relative to the ATG) which the primer anneals to. The positions 

relative to the ATG of the exon and introns are also shown.
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Figure 4.4: Diagram showing the positions of the primers designed against PILl. 

Upstream and downstream; exon, intron and untranslated regions (UTR) are shown. 

Primers are shown by black arrows, with the numbers adjacent to the arrows 

representing the bp (relative to the ATG) which the primer anneals to. The positions 

relative to the ATG of the exon and introns are also shown.
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4.1.6 Confirming up-regulation of R:FR-regulated gene transcription

Before the ChIP experiments were conducted, a portion of the harvested tissue was 

removed and used to test the transcript levels of a number of R:FR-regulated genes. The 

purpose of this experiment was to confirm that the low R:FR treatment was resulting in 

a change in gene transcription of R:FR-regulated genes. If no change in transcript levels 

of these genes was observed, then a change in histone modifications would not be 

expected.

PILl ATHB2 XTH15

Gene

Figure 4.5: Fold increases in transcript abundance for PILl, ATHB2 and XTH15 in 

response to a 4 h, low R:FR ratio treatment. Data are relative to high R:FR controls and 

are normalised to ACTIN2. Data represent mean values from three separate biological 

repeats. All plant tissue was grown in LD and harvested at 4 h after dawn.

Figure 4.5 shows that the low R:FR treatment resulted in an increase in transcription of 

the shade avoidance genes PILl, ATHB2 and XTH15. PILl demonstrated the largest 

increase in transcript, followed by ATHB2 and XTH15. This tissue was then used in 

ChIP experiments.
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4.1.7 Data representation

Data from all the ChIP experiments was in the form of Ct values from the qPCR 

machine. Ct values represent the amount of template DNA present (3.1.1.2). The 

amount of DNA present in each precipitation is represented as a proportion of the DNA 

present in the respective input sample. This referred to as ‘enrichment of input’ on 

graphs .Data is shown for primer combinations which worked efficiently in ChIP 

experiments with good immunoprecipitation and DNA extraction.
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Amplicon = 71 bp   Upstream/Promoter

Coding Region

Downstream
QPCR PIF3 F: - 1436 ATG

QPCRPIF3 R: - 1365

Antibody

Figure 4.6: Fold enrichment of precipitated DNA using antibodies H3ac and H3K9ac 

and primers against PIF3 (region shown in figure SI.3). Blue bars represent plants 

treated with high R:FR ratio and red bars represent plants treated with low R:FR ratio. 

The relative enrichment of each treatment is relative to input (input representing 1). 

Data are from three separate biological repeats. Each biological repeat consists of two or 

three qPCR repeats. Standard error bars are shown. Above the graph is a cartoon 

displaying the particulars of the primer set used.

155



'■' Upstream/Promoter

Am plicon =  121 bp —  Coding Region

ACTIN2 F: + 847 Downstream
ATO

ACTIN2 R: + 968

Antibody

Figure 4.7: Fold enrichment of precipitated DNA using antibodies H3ac and H3K9ac 

and primers against ACTIN2 (region shown in SI.9). Blue bars represent plants treated 

with high R:FR ratio and red bars represent plants treated with low R:FR ratio. The 

relative enrichment of each treatment is relative to input (input representing 1). Data are 

from two separate biological repeats. Each biological repeat consists of two or three 

qPCR repeats. Range bars are shown. Above the graph is a cartoon displaying the 

particulars of the primer set used.
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4.1.8. PIF3 and ACTIN2 results

Figures 4.6 and 4.7 show that these two regions of PIF3 and ACTIN2 did not show any 

increased enrichment with acetylated histones in response to a low R:FR treatment. For 

the PIF3 region, both antibodies showed a similar degree of enrichment (about 3 -  4% 

of input), but there is no difference between low and high R:FR treatments. The 

ACTIN2 region shows a higher enrichment of input after precipitation with the H3K9ac 

antibody than the H3ac antibody, but again there is no difference between high and low 

R:FR treatments. The transcript abundances of both of these genes is not regulated by 

R:FR ratio (Salter et al., 2003) so no change in their association with modified histones 

would be expected in response to a low R:FR signal.

The PIF3 data was analysed with a t-test to determine if the mean enrichments were 

significantly different at the 5 % level. P/F3, for both antibodies, was not significantly 

different.
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Amplicon =  158 bp —  Upstream/Promoter

Coding Region
QPCR ATHB2 INTERNAL F: + 1014

Downstream
ATG

 1 ____________

QPCR ATHB2 INTERNAL R: + 1172

Antibody

Figure 4.8: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against ATHB2 exon 4 (ATHB2 internal). Blue bars represent 

plants treated with high R:FR ratio and red bars represent plants treated with low 

R:FR ratio. The relative enrichment of each treatment is relative to input (input 

representing 1). Data are from three separate biological repeats. Each biological 

repeat consists of two or three qPCR repeats. Standard error bars are shown. Above 

the graph is a cartoon displaying the particulars of the primer set used.
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Amplicon = 113 bp   Upstream/Promoter

Coding Region

ATG

ATHB2F1: - 12
Downstream

ATHB2R1: + 101

Antibody

Figure 4.9: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against ATHB2 exon 1 (.ATHB2 Fl/Rl). Blue bars represent 

plants treated with high R:FR ratio and red bars represent plants treated with low 

R:FR ratio. The relative enrichment of each treatment is relative to input (input 

representing 1). Data are from two separate biological repeats. Each biological 

repeat consists of two or three qPCR repeats. Range bars are shown. Above the 

graph is a cartoon displaying the particulars of the primer set used.
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Am plicon =  130 bp
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ATHB2 F3: + 431

U pstream/Promoter

Coding Region

Downstream

ATHB2 R3: + 561

Antibody

Figure 4.10: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against ATHB2 exon 2 (ATHB2 F3/R3). Blue bars represent 

plants treated with high R:FR ratio and red bars represent plants treated with low 

R:FR ratio. The relative enrichment of each treatment is relative to input (input 

representing 1). Data are from three separate biological repeats. Each biological repeat 

consists of two or three qPCR repeats. Standard error bars are shown. Above the 

graph is a cartoon displaying the particulars of the primer set used.
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Amplicon = 1 8 5  bp   Upstream/Promoter

11 1 Coding Region
QPCR ATHB2 UPF3: - 1256

Downstream
ATG

QPCR ATHB2 UPR3: - 1071

Antibody

Figure 4.11: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against an upstream region of the ATHB2 promoter (ATHB2 

UPF3/UPR3). Blue bars represent plants treated with high R:FR ratio and red bars 

represent plants treated with low R:FR ratio. The relative enrichment of each 

treatment is relative to input (input representing 1). Data are from three separate 

biological repeats. Each biological repeat consists of two or three qPCR repeats. 

Standard error bars are shown. Above the graph is a cartoon displaying the particulars 

of the primer set used.
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4.1.9 ATHB2 results

These figures show data for four regions of ATHB2. The primers UPF3/UPR3 cover a 

region approximately 1000 bp upstream of the ATG. It corresponds to a region analysed 

in section 3.1 which was shown to undergo chromatin remodelling in response to a low 

R:FR signal. Figure 4.11 shows that immunoprecipitations with the H3K9ac antibody 

appear to show no difference in enrichment of this region between low and high R:FR 

treatments. The H3ac antibody experiments perhaps shows a marginally higher 

enrichment in high R:FR ratio compared to low R:FR ratio. Enrichment is low, at 

approximately 1 -  2 %, for both antibodies.

The ATHB2 internal primers were used in section 3.1 and cover a region where 

chromatin remodelling was found not to occur in response to low R:FR ratio treatment. 

The ATHB2 internal region covers a region near the 3’ end of the coding region, 

spanning part of an intron and exon. Figure 3.8 demonstrates that both antibodies have 

precipitated DNA to a similar extent, in the region of 8 -  10 % of input and show no 

difference in the amount of enrichment between low and high R:FR ratio treatments.

Figure 4.9 shows data for a primer set called ATHB2 F l/R l, which spans the start 

codon of ATHB2 and extends into the first exon. Both antibodies show a similar amount 

of enrichment, approximately 3 -  6 %. The H3ac antibody does not appear to show any 

enrichment of this sequence in response to a low R:FR ratio treatment. The H3K9ac 

antibody shows a very slight increase in enrichment of this sequence in the high R:FR 

ratio treatment.
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Figure 4.10 shows data for a primer set called ATHB2 F3/R3 which covers an exon in 

the middle of the gene and part of an intron. The H3K9ac antibody shows similar 

enrichment for this sequence in both high and low R:FR treatments, with an enrichment 

of input of about 4 %. The H3ac antibody shows an enrichment of about 4% in the low 

R:FR treatment but an enrichment of about 8 % in the high R:FR treatment. The error 

bars, are however, large.

Experiments with a minimum of 3 biological repeats were analysed with a students t- 

test to determine if the mean enrichments were significantly different at the 5 % level. 

None of the ATHB2 regions, with either antibody, were significantly different using this 

analysis.
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A m plicon = 90 bp   Upstream/Promoter

—  Coding Region
QPCRPIL1 UPF3: -624

Downstream
ATG

_________________________ I ____________________________________

QPCRPIL1 UPR3: - 534

Antibody

Figure 4.12: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against a region of the PIL1 promoter (PIL1 UPF3/UPR3). Blue 

bars represent plants treated with high R:FR ratio and red bars represent plants treated 

with low R:FR ratio. The relative enrichment of each treatment is relative to input 

(input representing 1). Data are from two separate biological repeats. Each biological 

repeat consists of two or three qPCR repeats. Range bars are shown. Above the graph 

is a cartoon displaying the particulars of the primer set used.
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Figure 4.13: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against a region containing PIL1 exons 4 and 5 (PIL1 

F2.1/R2.1). Blue bars represent plants treated with high R:FR ratio and red bars 

represent plants treated with low R:FR ratio. The relative enrichment of each treatment 

is relative to input (input representing 1). Data are from three separate biological 

repeats. Each biological repeat consists of two or three qPCR repeats. Standard error 

bars are shown. Above the graph is a cartoon displaying the particulars of the primer 

set used.
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—  Upstream/Promoter
A m plicon =  126 bp

Coding Region
PIL1 FI: + 1703

Downstream
ATG

PIL1 Rl: + 1829

Antibody

Figure 4.14: The fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against a region of exon 6 of PIL1 (PIL1 Fl/Rl). Blue bars 

represent plants treated with high R:FR ratio and red bars represent plants treated 

with low R:FR ratio. The relative enrichment of each treatment is relative to input 

(input representing 1). Data are from three separate biological repeats. Each 

biological repeat consists of two or three qPCR repeats. Standard error bars are 

shown. Above the graph is a cartoon displaying the particulars of the primer set used.
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— — Upstream/Promoter
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PIL1 F3: + 341 ____ Downstream
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PIL1 R3: + 422
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S5 0.01
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■ High R:FR

■ Low R:FR

Figure 4.15: Fold enrichment of precipitated DNA using antibodies H3ac and 

H3K9ac and primers against a region of PIL1 exon 2 (PIL1 F3/R3). Blue bars 

represent plants treated with high R:FR ratio and red bars represent plants treated 

with low R:FR ratio. The relative enrichment of each treatment is relative to input 

(input representing 1). Data are from three separate biological repeats. Each 

biological repeat consists of two or three qPCR repeats. Standard error bars are 

shown. Above the graph is a cartoon displaying the particulars of the primer set used.
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4.1.10 PILl results

Four regions of the PIL1 gene were analysed for altered association with modified 

histones in low R:FR. Firstly, the primers PIL1 UPF3/UPR3 were used. These primers 

were used in section 3.1 and amplify a region found to undergo chromatin remodelling 

in response to a low R:FR ratio. This region is approximately 600 bp upstream of the 

PIL1 ATG. Figure 4.12 shows that both antibodies exhibited low enrichment of input, 

with approximately 1 % of input precipitated. There were no signs of differential 

enrichment between low and high R:FR ratio treatments.

Figure 4.13 shows data from a primer set called PIL1 F2.1/R2.1, which span a region 

comprising two exons and an intron in the middle of PILl. The H3ac antibody showed 

enrichment of approximately 1.5 % of input in high R:FR ratio and an enrichment of 

slightly over 4 % in low R:FR ratio. The H3K9ac antibody showed enrichment of 

approximately 2 % in high R:FR ratio and enrichment of over 6 % in low R:FR ratio. 

These data suggest that this region of the PILl coding sequence is enriched for 

acetylated histone H3 at region K9 and possibly region K14 in response to a low R:FR 

treatment and that enrichment is about 3 fold of that observed in high R:FR ratio 

conditions.

Another region of the PILl promoter was analysed, shown in figure 4.14. The primers 

used were PILl F l/R l and they cover a region at the 3’ end of the region, comprising 

the final exon. The H3ac antibody in high R:FR ratio showed enrichment of 

approximately 2 % and in low R:FR ratio, almost 5 %. The H3K9ac antibody shows 

enrichment in high R:FR ratio of slightly over 1 % and enrichment of almost 4 % in low
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R:FR ratio. Therefore, both antibodies are in agreement that this region of the PILl 

coding region is enriched for acetylation of histone H3, as for region PILl F2.1/R2.1.

A final region of PILl was analysed. Primers PILl F3/R3 cover a region of the second 

exon in the 5’ coding region. Figure 4.15 shows that H3ac antibody precipitated 

approximately 1 % of input in high R:FR ratio and in low R:FR ratio precipitated over 6 

% of input. The H3K9ac antibody had levels of enrichment of almost 2 % of input in 

low R:FR ratio and almost 6 % of input in low R:FR ratio. This is another region of the 

PILl coding region which is shown to be enriched for H3 acetylation in response to a 

low R:FR signal.

Experiments with a minimum of 3 biological repeats were analysed with a students t- 

test to determine if the mean enrichments were significantly different at the 5 % level. 

The regions PILl F2.1/R2.1 using H3ac, PILl F l/R l using H3K9ac; and PILl F3/R3 

using H3K9ac and H3ac were all significant. None of the other immunoprecipitations 

for PILl were significant with this analysis.
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4.2 TSA experiments

Perlaes and Mas (2007) investigated the effects of using histone deacetylase (HDAC) 

inhibitors on gene expression. Having shown that TOC1 undergoes rhythmic 

association with acetylated and de-acetylated histones and that these associations are 

tightly coupled with changes in gene expression, they reasoned that HDAC inhibitors 

should be capable of disrupting this regulation. It was considered that a similar 

approach could be adopted here. If histone acetylation is important in the regulation of 

gene expression responses to low R:FR ratio, then inhibition of HDACs should 

modulate these.

The experiment involved transferring seedlings into Petri dishes containing either the 

HDAC inhibitor, Trichostatin A (TSA), in buffered Dimethyl sulfoxide (DMSO) or a 

control solution of DMSO. These were left to incubate for an hour before half were 

transferred to low R:FR ratio. At particular time-points, plants were removed, RNA 

extracted and gene expression assessed. The experimental procedure is detailed in

2.2.13. All data is normalised to the 0 time-point of the control high R:FR ratio treated 

seedlings.
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4.2.1 Plant growth conditions

WT Arabidopsis Col plants were grown on soil for 14 days in LD at 22°C high R:FR.

tHOne hour after dawn on the 15 day (Zeitgeiber Time 1: ZT1), seedlings were treated 

with TSA before transfer to low R:FR at ZT2.

4.2.2 Primers used

Primers used are ATHB2 internal F and R and PILl F3 and R3, they are shown in

2.2.14.
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Figure 4.16: Relative transcript abundance of PILl compared to control high R:FR 

ratio treated seedlings at time point 0. Seedlings were either treated with high or low 

R:FR ratio and with or without TSA (10 pM). Data is from one biological repeat and 

three technical qPCR repeats.
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Figure 4.17: Relative transcript abundance of ATHB 2 compared to control high R:FR 

ratio treated seedlings at time point 0. Seedlings were either treated with high or low 

R:FR ratio and with or without TSA (10 pM). Data is from one biological repeat and 

three technical qPCR repeats.
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4.2.3 TSA results

The data shown in figures 4.16 and 4.17 demonstrate that the addition of TSA has a 

clear effect on the expression of both ATHB 2 and PILl at the time-points analysed. 

Figure 4.16 shows data for expression of PILl and demonstrates that TSA abrogates the 

up-regulation of PILl expression in response to a low R:FR treatment. The seedlings 

treated with low R:FR and TSA exhibit an almost identical PILl expression profile to 

that of seedlings grown in high R:FR ratio. This suggests that preventing de-acetylation 

results in PILl expression not being up-regulated in response to a low R:FR treatment. 

At first, this seems counter intuitive because the findings from the ChIP experiments 

suggest that PILl is acetylated in response to a low R:FR ratio treatment and TSA, 

which inhibits de-acetylation, might be expected to result in heightened and prolonged 

acetylation of PILl (as is seen in TOC1 (Perales and Mas 2007)), resulting in increased 

PILl expression in response to low R:FR ratio. The fact that this is not seen suggests 

that the regulation of PILl is more complicated than this. One hypothesis is that PILl is 

negatively regulated under high R:FR conditions and addition of TSA prevents the 

normal de-acetylation and down-regulation of this negative regulator in low R:FR ratio 

and hence PILl up-regulation is prevented.

ATHB2 expression in response to a TSA treatment is somewhat different. In contrast to 

P IL l, figure 3.17 shows that ATHB2 expression is increased in both magnitude and 

duration and is slightly phase shifted (as seen in TOC1 (Perales and Mas 2007)) in 

response to TSA treatment and low R:FR ratio treatment. This seems to suggest a 

different mechanism of regulation of ATHB2 compared to PILl. The ChIP data for 

ATHB2 suggests that the regions analysed are not acetylated at the residues studied.
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This does not mean, however, that ATHB2 is not acetylated at other regions. Another 

possibility is that ATHB2 is not itself acetylated but TSA treatment promotes 

acetylation of a positive regulator. Until more is known about the regulation of ATHB2 

it is not possible to determine what is occurring. All that can be said is that it appears 

that acetylation is important in the regulation of ATHB2, either directly or indirectly. 

The enhanced expression of ATHB2 with TSA treatment in low R:FR additionally gives 

confidence that the abrogation of PILl signalling is biologically meaningful and not an 

artefact due to chemical toxicity.
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4.3 Discussion

Following the results obtained in the DNasel sensitivity experiments, an analysis of 

histone modifications in response to a low R:FR ratio treatment was undertaken. The 

results of the ChIP investigation show that low R:FR treatment results in an altered 

association of acetylated H3 with shade avoidance marker genes.

The levels of enrichment obtained were compared to other studies that had performed 

ChIP in Arabidopsis. Guo et al (2008) showed clearly that the level of enrichment 

relative to input can vary widely for different antibodies and their paper shows 

enrichment levels of input from 0.1 % to 15 %. The enrichment obtained here, is well 

within this range, with the lowest levels of enrichment of input being in the region of 

0.5 % and the highest levels of enrichment of input around 10 %. Guo et al (2008) also 

found that in response to a particular treatment, enrichment can increase at a particular 

location for a specific modification by up to about 5 fold. Here, the highest enrichment 

in response to treatment is approximately 6 fold. The numbers obtained from this 

investigation are therefore similar to those of published results and this provides further 

confidence in the data.

The R:FR regulated genes PILl and ATHB2 and the control gene PIF3 and ACTIN2 

were investigated for histone modifications in response to a low R:FR ratio signal. 

Figures 4.6 and 4.7 show the data for PIF3 and ACTIN2, respectively. They 

demonstrate that the regions of these genes analysed do not show enrichment of H3 

acetylation of residues K9 and K14 in response to a low R:FR ratio signal. One region 

of each of these control genes was studied. The region of the PIF3 promoter analysed is
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approximately 1500 bp upstream of the ATG. Previous work has suggested that the 

promoter regions of genes are modified (Bastow et al., 2004). However, other work has 

suggested that it is the coding regions that exhibit the greatest enrichment of histone 

modifications (Pokholok et al. 2005). Given the conflicting data, a coding region of 

ACTIN2 was analysed. The region of ACTIN2 analysed is in exon 2, in the 3’ coding 

region of the gene. Future experiments should involve the addition of controls with 

additional regions of ACTIN2 and PIF3, being analysed.

Ideally in the ChIP investigation, the entire promoter and coding regions of PILl, 

ATHB2 and XTH15 would have been covered with overlapping primers. This wasn’t 

done for XTH15 because of time constraints. The entire sequences of ATHB2 and PILl 

were not investigated as a number of the designed primer combinations failed to 

produce a product. Primer design programmes could be utilised to design primers with 

better efficacy. This should be performed to determine if there are regions of ATHB2 

which are modified in response to a low R:FR signal and also to accurately map the 

regions of PILl which are modified. Other antibodies could also be tested as it might be 

the case that ATHB2 associates with histones containing different modifications in low 

R:FR.

Four regions of ATHB2 were analysed, shown in figures 4.8 -  4.11, comprising 3 

coding and 1 promoter regions. Results demonstrate that none of these regions are 

enriched for acetylation on histone H3 at residues K9 or K14 in response to a low R:FR 

signal. Two regions of the ATHB2 coding region, shown in figure 4.10 and 4.11, do 

show minor increases in enrichment in the high R:FR treatment, however, the 

difference is small and not significant using the t test method. It therefore appears that

176



the regions of ATHB2 analysed do not undergo acetylation at H3K9 or H3K14 in 

response to low R:FR signal.

In total, four regions of PILl were analysed. These data are shown in figures 4.12 -  

4.15. Figure 4.12 shows data for a region of the PILl promoter. This region is not 

modified on H3 at regions K9 or K14 in response to a low R:FR signal. This is in 

contrast to the three different coding regions shown in figures 4.13 -  4.15, which all 

show modifications of H3 at position K9 and possibly at position K14 (although they 

are not all significant at the 5 % level). From the data, it is only possible to conclude 

that H3K9ac association increases in response to a low R:FR signal at these regions. It 

is possible that H3K14ac association is also increasing as the H3ac antibody also 

recognises H3K14ac. With more time, this could be investigated through ChIP 

experiments using antibodies raised against H3K14.

Studies in yeast have suggested that in actively transcribed genes, H3K9ac acetylation 

is particularly prominent at the 5’ end of the coding region with a slightly less 

prominent H3K9ac peak at the 3’ end of the coding region (Pokholok et al., 2005). 

Furthermore, regions of H3K9ac were found to strongly correlate with H3K14ac marks, 

except that the H3K14ac was not as prominent in the 3’ coding region of genes. H4ac 

marks (the antibody used recognised acetylated K5, K8, K12 and K16 so it was not 

possible to tell which exact marks) and H3K4me3 also correlated with the presence of 

H3K9ac. This broadly agrees with the results found for a low R:FR treatment, with 

acetylation of PILl found in the 5’ and 3’ coding regions This study also found that 

there was a strong correlation between transcription rates and enrichment of 

modifications. It was shown that highly expressed genes were frequently enriched for
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H3K9ac and K3K14ac across the entire coding region; however, genes that were 

transcribing at lower levels were enriched at the 5’ coding regions, but across the rest of 

the coding region enrichment was no higher than background (Pokholok et al., 2005). 

Different levels of gene expression could potentially explain some of the differences 

observed between PILl and ATHB2 acetylation. From the data obtained, it is not 

directly possible to determine whether PILl is expressed at a higher level that ATHB2. 

However, if assumptions are made then estimations can be made to the relative 

expression of PILl and ATHB2. The mRNA raw data demonstrates that PILl has a Ct 

value at least 3 - 4  cycles lower than ATHB2 (data not shown) for the same low R.FR 

treated samples. Given that both sets of primers used to measure PILl and ATHB2 

expression have a similarly high efficiency and if it can be assumed that PILl and 

ATHB2 have similar RNA stability/RNA extraction rates, then PILl is transcribed 

somewhere in the region of 10 times (23-4) more than ATHB2. Pokholok et al (2005) 

have demonstrated, in yeast, that a 10 fold difference in transcription rates between two 

genes could be sufficient to produce a significantly different enrichment profile. They 

showed that a highly-expressed gene could exhibit a 4-fold H3K9ac/H3K14ac 

enrichment at the 5’ of the coding region and approximately 2 - 3  fold enrichment 

across the rest of the coding region; whereas, a gene expressed 10 fold lower than this 

could exhibit a 1.5 fold H3K9ac/H3K14ac enrichment at the 5’ coding region and no 

enrichment in the rest of the coding region. This could be exactly what is occurring here 

with PILl and ATHB2. PILl demonstrates enrichment of H3K9ac/H314ac in the range 

of 3 -  6 fold at a number of sites across its coding region. This is in contrast to A THB2, 

which does not show an enrichment in response to a low R:FR treatment. An 

enrichment of 1.5 could well be below the resolution of the ChIP experiments 

performed here. If so, then ATHB2 could be being enriched for these modifications, but
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just at such a low level that it is not easily detected. The work by Pokholok et al (2005) 

also demonstrates the variability in enrichment exhibited across a gene. It could well be 

that ̂  77/52 is enriched at precise regions and the primer sets used missed these regions. 

The data here shows that PILl is strongly associated with H3K9ac (and possibly 

H3K14ac) in low R:FR but ATHB2, is not. The mRNA expression data suggest that 

both genes are strongly up-regulated in response to a low R:FR signal; however, only 

one time-point was analysed and therefore both genes may subtly exhibit different 

regulation. Perales and Mas (2007) found that TOC1 expression was correlated with H3 

acetylation and that H3 acetylation was slightly advanced of TOC1 expression. It is also 

therefore possible that the histone acetylation profile of ATHB 2 is already beginning to 

be removed at the time of harvesting, despite high levels of gene expression. If histone 

modifications directly induce transcription then these would be expected to be relatively 

tightly coupled. One caveat, in this line of reasoning, is that the stability of mRNAs are 

regulated by a number of processes (Fabian et al., 2010) and an abundance of mRNAs 

does not necessarily mean that they have been recently transcribed. It is possible that 

that the high levels of ATHB2 mRNA observed in these experiments are from prior 

transcriptional events. Histone marks would have therefore been completely removed at 

the time of harvesting

Another complicating matter is the fact that ATHB2 may regulate its own transcription. 

Previous work has suggested that ATHB2 acts as repressor (Steindler et al., 1999). 

Furthermore, it has been demonstrated in vitro and intimated in vivo that ATHB2 is 

capable of binding its own promoter (Ohgishi et al., 2001). If ATHB2 can bind its own 

promoter then its expression can be rapidly regulated in a small feedback loop. It is 

possible that ATHB2 regulates its own promoter by recruiting deacetylases, thereby
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reducing transcription. Rapid increases in expression of ATHB2 mRNA (and hence 

protein) would therefore rapidly de-acetylate the ATHB2 promoter.

A more simple explanation for the results observed is that ATHB2 is not regulated by 

H3K9/H3K14ac. It is possible that other histone marks and/or histones are important 

and these modifications should be investigated. Alternatively, ATHB2 mRNA 

expression could be regulated by means other than chromatin modifications, such as by 

microRNAs or recruitment of transcription factors. A low R:FR ratio treatment may 

result in down-regulation of a microRNA that is negatively regulating ATHB2 mRNA 

stability, consequently resulting in an increase in ATHB2 mRNA expression (Bartel, 

2009). However, it seems more likely that ATHB2 is regulated at the transcriptional 

level given the fact that changes in DNasel sensitivity of the ABTH2 promoter are 

observed in response to low R:FR treatment.

The exact purpose of the histone acetylation marks investigated in this study is 

unknown. One theory is that acetylation could result in a signal that enhances protein 

recruitment and binding (Dion et al., 2005). Alternatively, acetylation could reduce the 

positive charge of histones which results in reduced affinity to negatively charged DNA 

(Hong et al., 1993) and disruption of local and higher-order chromatin structures (Dion 

et al., 2005). If this simple explanation were true it would presumably mean that 

regions that become acetylated also become more open in structure, translating into 

increases in DNasel sensitivity. Unfortunately, none of the regions analysed in this 

study underwent both histone acetylation and increases in DNasel sensitivity. The 

reason for this was that the DNasel experiments were performed first and then the ChIP 

experiments were performed. Some of the regions shown to exhibit increased DNasel
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sensitivity were tested for changes in histone acetylation states but none were found. 

Conversely, none of the regions which exhibited changes in histone acetylation were 

analysed in the DNasel sensitivity study. Given more time, the regions which 

demonstrated changes in acetylation would be studied for changes in DNasel sensitivity 

as this would determine if histone acetylation of these regions is associated with 

DNasel sensitivity, which would indicate an association between acetylation and 

unwrapping of nucleosome-DNA contacts.

A key question is how changes in histone acetylation and DNsael sensitivity relate to 

increased transcription. Studies in yeast have found that it is common feature for the 

DNA at promoter regions of genes to associate weakly with nucleosomes compared to 

other regions of the genome. This results in a relative paucity of nucleosomes at 

promoters and increased accessibility to transcription factors compared to regions with 

higher nucleosome density (Sekinger et al, 2005). Promoter regions, where 

transcription factors bind, are therefore intrinsically more accessible than the rest of the 

genome. This may allow binding of transcription factors/activators to these regions of 

lower histone density and this in turn results in recruitment of co-activators in the form 

of histone remodelling factors and HATs. These co-activators may either directly move 

nucleosomes or result in modifications that open up the DNA further, thereby 

enhancing binding of the transcriptional apparatus. Histone modifications may also 

result in the recruitment of certain factors involved in transcription and may aid and 

stabilise their binding. Previous work, in yeast, has suggested that elements of the 

transcriptional machinery can bind in the absence of chromatin remodelling but for the 

binding of RNA pol II and TFIID and initiation of transcription, nucleosome 

displacement is required. This has led to suggestions that this mechanism could
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function when converging signals are required. It is possible that one signal permits the 

recruitment of chromatin remodelers and RNA pol II and the other signal permits 

formation of the other factors involved in transcription (Zanton and Pugh, 2006). 

Conflictingly, another study, again in yeast, found that a number of elements of the 

transcriptional complex, including TFIID and RNA pol II are required for the proper 

binding of chromatin remodelling complexes, as opposed to the other way round, but 

are not required for binding of HAT proteins. This highlights the complexity of the 

situation and suggests that there is probably some degree of heterogeneity in 

recruitment of factors to different promoters (Sharma et al., 2003; Li et al., 2007).

The results here demonstrate that for P IL l, both histone acetylation and a more open 

chromatin structure, as determined by DNasel sensitivity, are correlated with increases 

in transcription in response to a low R:FR treatment. In contrast, ATHB2, was found to 

adopt a more open chromatin structure in response to a R:FR induced increase in 

transcription but did not undergo the same histone modifications as PILl at the regions 

analysed. This could represent a different regulation of PILl and ATHB2 or it could 

represent a failure to identify the modifications of ATHB2. Further experiments will 

have to be performed to determine which the case is.
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Chapter 5: Results 

SHL, GCN5 and HD1

5.1 SHL, GCN5 and HD1

Having identified chromatin remodelling processes to be associated with R:FR ratio 

signalling, an attempt was made to identify and characterise some of the factors 

involved. The aim of this part of the project was to over-express and knock- 

down/knock-out expression of genes which are either known to be, or suspected to be, 

involved in chromatin remodelling in Arabidopsis and investigate whether they are also 

involved in low R:FR signalling. The three genes to be investigated were: SHORT LIFE 

(SHL), GENERAL CONTROL NON-REPRESSIBLE 5 (GCN5) and HISTONE 

DEACETYLASE 1 (HD1).

Work by Mussig and Altman (2003) found that over-expression and antisense 

knockdown of SHL resulted in alteration of R:FR regulated genes. This combined with 

the fact that SHL contains a PHD and BAH domain, both of which are associated with 

proteins that associate with chromatin, means that SHL could play a role in chromatin 

remodelling and plant light signalling (Mussig et al., 2000). A homolog of SHL, EARLY 

BOLTING IN  SHORT DAYS (EBS), also contains a PHD and BAH domain and is 

involved in regulating flowering time by repressing FLOWERING LOCUS T (FT), 

which is known to be regulated at the chromatin level (Pineiro et al., 2003; Adrian et 

al, 2010).
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HD1 encodes a protein which has been shown to be involved in modifying histones 

(Tian et al., 2003). In a number of light treatments hdl mutants exhibit shorter 

hypocotyls than WT controls (Benhamed et al., 2006). Additionally, plants mutant for 

hdl have been shown to display aberrant histone modifications profiles in response to 

light signals (Guo et al., 2008). Given this information, it was considered that HD1 

might also be involved in histone modifications in response to low R:FR ratio.

Mutation of GCN5, which encodes a HAT, results in a host of phenotypic abnormalities 

and reduction in acetylation levels of H3 (Bertrand et al., 2003; Vlachonasios et al., 

2003). GCN5 has also been found to interact with factors involved in acclimatising 

plants to cold temperature (Stockinger et al., 2001). It has also been shown to be 

involved in light signalling, as gcn5 mutant plants grown under a number of light 

conditions exhibited longer hypocotyls than WT. Interestingly, the gcn5/hdl double 

mutant displayed WT hypocotyl lengths when grown under a range of light conditions, 

suggesting that GCN5 and HD1 may function antagonistically (Benhamed et al., 2006). 

GCN5 was therefore investigated to see if it was involved in regulating histone 

modifications in response to R.FR treatments.
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5.2 Restriction enzyme cloning over-expression of SHL, GCN5 and HD1

The aim was to over express SHL, GCN5 and HD1 coding regions in Col Arabidopsis 

plants. Briefly, this would entail making cDNA of these genes from mRNA and PCR 

amplifying the cDNA, which could then be ligated into a vector. The insert would then 

be transferred to a plant specific vector and transformed into Arabidopsis plants. 

Seedlings from transformed plants would be selected for to identify those containing the 

construct. The expression of the constructs would then be measured by qPCR and those 

with suitable expression would be propagated. Plants would then be selected for those 

which contained a single insert and those that were homozygous for the insert. If time 

permitted, these plants would then be analysed for a range of shade avoidance 

phenotypes.

5.2.1 Plant growth conditions

To obtain tissue for cDNA synthesis, WT Arabidopsis Col plants were grown in 

continuous W at 22°C in high R:FR ratio for 3 weeks. Whole shoots were harvested, 

transferred to liquid nitrogen and stored at - 80°C.
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5.2.2 Primer design

Primers were designed against the region surrounding the start and stop codons. The 

SHL, GCN5 and HD1 coding regions are shown in figure SI. 10, SI. 13 and SI. 14, 

respectively. These genes would be cloned into pDRIVE, shown in figure SI. 12, and 

the transferred to the plant specific vector, pROK2, shown in figure S1.11.

The restriction sites which could be used were constrained by the fact that restriction 

sites needed to be present in the cloning site of pROK2 and yet absent from the 

sequences of the genes to be cloned. This meant that the only available motif available 

for GCN5 was Smal, which therefore had to be cloned on to both the 5’ and 3’ end. In 

the case of HD1, Smal was used at the 5’ end of the gene and Kpnl was used at the 3 ’ 

end. A Kpnl site was incorporated into the primer designed against the start codon and a 

SacI site was incorporated into the primer designed against the stop codon of SHL.

Primers used are shown in 2.2.14 and are labelled SHL over F and SHL over R, for 

SHL; GCN5 over F and GCN5 over R, for GCN5; and HD1 over F and HD1 over R, for 

HD1.
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5.2.3 Amplifying SHL

Cloning of SHL was performed first, to ensure that the procedure could be successfully 

performed. RNA was extracted from the harvested tissue as and cDNA made from the 

RNA, as described in 2.2.9. Using this cDNA and the primers described in 5.2.2 a PCR 

reaction was set up using Phusion polymerase as outlined in 2.2.8.2. The PCR reactions 

were run on a 1% agarose gel and the gel imaged as described in 2 .2 .8.3.

800bp 

600bp

1 2 3 4 5 6

Figure 5.1: Five separate PCR reactions were performed with the SHL primers and 

cDNA. 5ul of each sample was run on the gel. Lanes 4 and 5 show a band of 

approximately 700bp. Lanes 2, 3 and 6 do not show any band. Lane 1 contains 3ul 

DNA hyperladder I.
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5.2.4 Cloning SHL into pDRIVE

Lanes 4 and 5 of figure 5.1 show that the PCR reaction produced a band of 

approximately 700bp, which is the expected size of SHL. The band shown in lanes 4 

and 5 were gel extracted as described in 2.2.8.4.I. The gel extracted DNA was 

incubated with pDRIVE as outlined in the p DRIVE handbook 

(http://www.qiagen.com). The pDRIVE vector map is shown in SI. 12. The reaction 

was transformed into bacteria and plated as outlined in 2.2.3.1. Colonies were picked 

from the plate and the plasmids extracted as described in 2.2.8.4.2.

Using the primers used to amplify SHL and the extracted plasmids, PCR reactions were 

set up and the products run on an agarose gel as outlined in 2.2.8.2 and 2.2.8.3, with the 

aim of confirming that SHL was cloned into pDRIVE. As a further confirmation of SHL 

being cloned into pDRIVE, the restriction enzymes Kpnl and SacI were used to restrict 

SHL from pDRIVE as outlined in 2.2.8.5.3 and the products run on a gel as described in

2 .2 .8 .3 .

800bp

600bp

1 2

Figure 5.2: Lane 1 is 3pl of DNA hyperladder I. One of the purified plasmids from a 

positive colony was restricted with Kpnl and SacI and this is shown in lane 2. A band of 

approximately 700bp is shown.
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Figure 5.2 demonstrates that SHL had been successfully cloned into pDRIVE. PCR 

amplifications also confirmed that SHL was in PDRIVE (data not shown).

5.2.5 Cloning of SHL into pROK2

After confirming the presence of SHL in pDRIVE, the SHL-pDRIVE construct was sent 

off for sequencing as outlined in 2.1.7.

One of the constructs which contained SHL, without mutation, was then used as a 

template to remove SHL and incorporate it into pROK2. pROK2 and 57/L-PDRIVE 

were incubated in a double digest reaction with the enzymes SacI and Kpnl as outlined 

in 2.2.8.5.3. The 57/L-pDRIVE reaction was run on a gel as described in 2.2.8.3 and the 

SHL -sized band was excised and extracted as outlined in 2.2.8.4.I. The pROK2 vector 

was incubated with SAP as outlined in 2.2.8.5.I. pROK2 and SHL were then ligated 

together as outlined in 2.2.8.5.2. Following ligation, the products were transformed into 

bacteria as outlined in 2.2.2.1. Some of the colonies were used for a template in a 

colony PCR reaction as described in 2.2.8 .2. Of these, some which produced a SHL - 

sized band were cultured and the plasmid extracted as described in 2.2.8.4.2 (data not 

shown) These extracted plasmids were then used as a template in a restriction digest 

reaction as outlined in 2.2.8 .5.3, shown in figure 5.3.
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800 bp

600 bp

SHL

pROK2

Figure 5.3: Putative S//L-pROK2 plasmids were extracted and restricted using Kpnl 

and SacI and run on a gel. Both lanes show a faint band of approximately 700bp and a 

higher molecular weight band. The far left of the gel is 3ul of DNA hyperladder I

Figures 3.41 and 3.42 both show that SHL has been successfully cloned into pROK2. 

The band of approximately 700 bp in figure 3.36 is SHL and the higher molecular band 

is pROK2.
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5.2.6 Plant transformation of the SHL-pROK2 construct

The 5//L-pROK2 construct was transformed into A. tumefaciens as outlined in 2.2.3.3. 

Positive colonies were selected and used to transform WT Arabidopsis plants as 

outlined in 2.2.6. Seeds were harvested as described in 2.2.4 from these primary 

transformants (To) and sterilized as described in 2.2.5. These seeds were plated on LE 

media containing 40 pg/ml kanamycin, to create the first generation (Ti) of plants. A 

total of 8 seedlings survived and they were transferred to fresh plates. Tissue samples 

were taken from the surviving plants and RNA was extracted and cDNA was made 

from the RNA. This cDNA was then used in a qPCR reaction as described in 2.2.9, to 

determine the expression of SHL in individual plants. Seeds were then harvested as 

described in 2.2.4 from plants which displayed increased expression of SHL. The seeds 

from these plants were plated on LE media plates containing 40 jig/ml kanamycin, to 

create the second generation (T2) of transformed plants. Those that produced seed with 

a 3:1 ratio of surviving seedlings to dying seedlings were assumed heterozygous with a 

single insertion. Seeds from these plants were plated onto LE media plates containing 

40 pg/ml kanamycin and those that produced 100% of plants surviving were deemed to 

homozygous for the insert (T3).
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SHLB4 SHLB6

SHL line

Figure 5.4: Two SHL over expressing lines tested for expression of SHL transcript 

relative to WT. Data is normalized to ACTIN2. Data is from three qPCR repeats.

Figure 5.4 shows SHL expression data from tissue harvested from two of the eight 

isolated Ti lines. Both lines were later found to contain single insertions of the SHL 

plasmid and seeds were bulked. Both lines in figure 5.4 show an increase in SHL 

transcript.
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Figure 5.5: SHL line B4 plated at 2 weeks old. Plants are from the second generation of 

plants transformed with SZ/L-pROK^. The plate contains 40 pg/ml of kanamycin. The 

seedlings are segregating with a ratio of 3:1 in regards to resistant and non-resistant 

seedlings, respectively.

Figure 5.5 shows T2 seedlings containing SHL-pROK2. Seedlings are segregating with 

ratio of 3:1 with regards to resistant and non-resistant seedlings, indicating that this line 

contains a single insertion of the SHL-pROK2 construct.
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5.2.7 Amplifying GCN5 and HD1

Once cloning of SHL had successfully been achieved, GCN5 and HD1 were cloned. 

The HD1 and GCN5 coding regions are shown in figures SI. 13 and SI. 14. RNA was 

extracted from the harvested tissue as described in 2.2.9.1. Using this cDNA and the 

primers described in 5.2.2, the PCR reactions were run a 1% agarose gel and the gel 

imaged as described in 2.2.8.3.

1.5 kb

1 2 3 4 5

Figure 5.6: PCR amplification of GCN5 and HD1. Lane 1 is 3 ju.1 of DNA hyperladder I. 

Lanes 2 and 3 are GCN5 and lanes 4 and 5 are HD1. GCN5 is approximately 1.5kb and 

HD1 1.7 kb.

Figure 5.6 shows that GCN5 and HD1 were successfully amplified. Lanes 2 and 3 show 

a band of approximately 1.5 kb, which corresponds to the expected size of GCN5. 

Lanes 4 and 5 show a band of approximately 1.7kb, which is the expected size of HD1.
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5.2.7.1 Cloning GCN5 and HD1 into pDRIVE

The bands shown in figure 5.6 were gel extracted as described in 2.2.8.4.I. The gel 

extracted DNA was incubated with pDRIVE as outlined in the pDRIVE handbook. The 

reaction was transformed into bacteria and plated as outlined in 2.2.3.1. Colonies were 

picked from the plate and the plasmids extracted as described in 2.2.8.4.2.

Using the primers used to amplify GCN5 and HD1 and the extracted plasmids, PCR 

reactions were set up and the products run on an agarose gel as outlined in 2 .2 .8.2 and

2.2.8 .3, with the aim of confirming that GCN5 and HD1 were cloned into pDRIVE. As 

a further confirmation of GCN5 and HD1 being cloned into pDRIVE, the restriction 

enzymes Kpnl and SacI were used to restrict GCN5 and HD1 from pDRIVE as outlined 

in 2.2.8.5.3 and the products run on a gel as described in 2.2.8 .3. Both of these tests 

showed that GCN5 and HD1 had been cloned into pDRIVE (data not shown).
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5.2.7.2 Cloning of GCN5 and HD1 into pROK2

After confirming the presence of GCN5 and HD1 in pDRIVE, the constructs were sent 

off for sequencing as outlined in 2.1.7. One of the constructs which contained GCN5 

and one which contained HD1, without mutation, were then used as a template to 

remove GCN5 and HD1 and incorporate each into pROK2. pROK2 and GCN5- 

pDRIVE were incubated in a single digest reaction and HD1-pDRIVE and PROK2 

were incubated in sequential single digest reactions as outlined in 2.2.8 .5.3. The GCN5- 

pDRIVE and 77D/-pDRIVE reactions were run on a gel as described in 2.2.8 .3 and 

GCN5 and HD1 -sized bands were excised and extracted as outlined in 2.2.8.4.I. The 

pROK2 vector was incubated with SAP was outlined in 2.2.8.5.I. pROK2 and GCN5\ 

and pROK2 and HD1 were then ligated together as outlined in 2.2.8 .5.2. Following 

ligation, the products were transformed into bacteria as outlined in 2.2.2.1. Very few 

colonies were produced and those that were small and similar to those produced on the 

negative control (these colonies only grew after several days in 37°C and did not 

represent genuine transformed bacteria). The cloning procedure was repeated multiple 

times but no positive colonies could be produced.
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5.2.8 Results of restriction enzyme cloning

Transgenic plants over-expressing SHL were obtained using the pROK2 vector. These 

plants were checked to ensure they over-expressed SHL and were also checked to 

ensure that they contained single insertions.

It was attempted to generate GCN5 and HD1 over-expressing plants by a similar 

method. Both genes were successfully cloned into pDRIVE. Despite repeated attempts 

to clone GCN5 and HD1 into pROK2, this was not achieved. The reasons for 

unsuccessful cloning were unclear so an alternative was employed.
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5.3 Gateway cloning

A traditional restriction enzyme based approach to over-express GCN5 and HD1 proved 

unsuccessful. An alternative method was sought using with Gateway cloning 

(Invitrogen). Gateway cloning uses a recombination approach instead of restriction 

enzymes to clone inserts into vectors. The Gateway approach entails using PCR to 

attach recombination sites to the inserts, which can then be used to recombine the insert 

into a vector with complimentary recombination sites. PCR products are recombined 

with a donor vector to form an entry vector. The entry vector is then used as donor 

vector which can be incubated with a variety of destination vectors, resulting in transfer 

of the insert from the donor to the destination vector. The destination vector can then be 

transformed into Agrobacterium which can be used to transform Arabidopsis.

The aim was to over express GCN5, HD1 and SHL using the Gateway system. It was 

also decided that three SHL RNAi constructs would also be made in parallel to observe 

the effects of reducing the expression of SHL. Additional SHL over-expressing 

constructs were made so that they could be analysed in parallel with the GCN5 and 

HD1 constructs.
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5.3.1 Plant growth conditions

To obtain tissue for cDNA synthesis, WT Arabidopsis Col plants were grown in 

continuous W at 22°C in high R:FR ratio for 3 weeks. Whole shoots were harvested, 

transferred to liquid nitrogen and stored at - 80°C.
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5.3.2 Primer design

Primers were designed against regions of interest in each gene, with the addition of 

bacterial attachment (attB) sites. These allow the recombination of inserts into the 

donor vector. All PCR reactions used in the Gateway cloning approach required a two 

step cloning reaction. Gene specific primers were used initially and this was followed 

by a second PCR using generic Gateway linker primers. This was because the region to 

be added to the 5 ’ and 3 ’ end of each insert sequence was considered too long to do in 

one PCR reaction so, it was therefore achieved in two PCR reactions. These Gateway 

linker primers are called: GAT adaptor F and GAT adaptor R.

Three different sets of primers were designed to make 3 different RNAi constructs, one 

against the middle of SHL (SHL RNAi -  primers used: GAT SHL RNAi central F and 

GAT SHL RNAi central R), one against the N terminal region of SHL (RNAi N -  

primers used: GAT SHL RNAi N F and GAT SHL RNAi N R) and a final one against 

the C terminal region of SHL (SHL C -  primers used: GAT SHL RNAi C F and GAT 

SHL RNAi C R). Primers were also designed to make over expressing constructs: HD1 

-  primers used: GAT HD1 OVER F and GAT HD1 OVER R; GCN5 -  primers used: 

GAT GCN5 OVER F and GAT GCN5 OVER R; and SHL -  primers used: GAT SHL 

OVER F and GAT SHL OVER F. All primer sequences are shown in 2.2.14. The SHL 

RNAi regions are shown in SI. 15.
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5.3.3 Amplifying insert sequences and cloning into donor vector

RNA was extracted from the frozen tissue and cDNA made from RNA as outlined in

2.2.9.1 and 2.2.9.2. Following the Gateway cloning protocol described in 2.2.10, the 

inserts were PCR amplified and run on an agarose gel (figure 5.7), the bands of the 

relevant size were gel extracted and run again on an agarose gel (figure 5.8).

HD

  GCN5

1 2 3

Figure 5.7: Agarose gel showing HD1 and GCN5 following PCR amplification. Lane 

1 is 3 pi of hyperladder I, lane 2 is HD1 and lane 3 is GCN5. GCN5 and HD1 are of the 

expected size.

1 2 3 4 5

Figure 5.8: Gel purified PCR. Lane 1 is 3 pi of hyperladder I, lane 2 is RNAi C, lane 3 is 

RNAi central, lane 4 is RNAi N and lane 5 is SHL over. The SHL N and C are both about 

550bp, the RNAi insert is about 200 bp and the SHL over insert in approximately 700bp. 

All inserts are of the correct size.
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The PCR products were then recombined into pDONOR 221, shown in SI. 16, using BP 

clonase II. An overnight reaction was set up and they were transformed into E. coli. In 

the Gateway system, the control of cell death B (ccbB) gene is situated between the 

recombination sites of both the entry and destination vector. This prevents growth of 

transformed bacteria unless the vector has had the insert recombined into it. Colonies 

were picked from the plate and grown overnight and plasmids extracted from them as 

described in 2.2.8.4.2. Plasmids were then sent for sequencing as described in 2.1.7.

Donor vectors carrying inserts without mutations were recombined into destination 

vectors. The RNAi constructs were cloned into the destination vector pB7GWIWG2, 

shown in figure SI. 17. The over expressing constructs were cloned into the destination 

vector pBGW7, shown in figure SI. 18. All destination vector cloning was achieved 

using LR clonase II. Each reaction was transformed into bacteria and then plated out as 

described in 2.2.3.1. Positive colonies were picked and plasmids extracted as described 

in 2.2.8.4.2. These were then purified and run on a gel as detailed in 2.2.8 .3 to ensure 

inserts were in the destination vector. Again, due to the presence of the ccbB gene, 

colonies would only grow if they had been transformed with a plasmid that has had an 

insert recombined into it. All inserts were successfully cloned into the destination 

vector.
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5.3.4 Transformation of destination vectors

The destination vectors with inserts were transformed into A. tumefaciens as outlined in

2.2.3.3. Positive colonies were selected and were used to transform WT Arabidopsis 

plants as outlined in 2.2.6. Seeds were harvested as described in 2.2.4 from the 

transformed (To) plants and sterilized as described in 2.2.5. These were plated on LE 

media containing 40 pg/ml kanamycin to create the Ti generation of plants. Seedlings 

that survived were transferred to fresh plates. No seedlings survived for the SHL over 

expressing Gateway construct, the SHL RNAi N Gateway construct or the GCN5 over 

expressing. Only a few, weak seedlings were present for the SHL RNAi central, SHL 

RNAi C and HD1 over expressing Gateway constructs. Tissue samples were taken from 

the surviving plants and RNA was extracted as described in 2.2.9.1. cDNA was made 

from the RNA (2.2.9.2). This cDNA was then used in a qPCR reaction as described in

2.2.9.3, to determine the expression of the inserts or target genes to which the inserts 

were designed to knockdown. Unfortunately, transcript levels of SHL were not reduced 

and HD1 was not over expressed in any of the plants tested (data not shown).

5.3.5 Gateway cloning results

All of the constructs: SHL-, GCN5- and HD 1-over expressers and three RNAi 

knockdown constructs were successfully obtained in destination vectors. Attempts were 

made to transform the constructs into plants but unfortunately, none of the constructs 

were successful within the time-frame of this project.

203



5.4 Isolation of shl, gcn5 and hdl SALK lines

The aim was to isolate shl, gcn5 and hdl plants homozygous for T-DNA insertions. 

This would entail ordering the SALK lines and relevant primers, extracting DNA from 

individual plants and testing, using PCR, for the presence of T-DNA insertions. If 

plants homozygous for T-DNA insertions were not isolated, heterozygotes would be 

propagated until the next generation and tested again for plants with homozygous 

insertions. Homozygous plants would then be analysed for a range of R:FR-mediated 

responses.

5.4.1 Plant growth conditions

WT Arabidopsis Col plants were grown in parallel with SALK lines in either 

continuous W or LD at 22°C in high R:FR ratio for 3 weeks. Leaves were harvested, 

transferred to liquid nitrogen and stored at - 80°C.
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5.4.2 Primer design

Primers were designed on the website: http://signal.salk.edu/tdnaprimers.2.html. The 

unique codes of the SALK lines to be investigated were entered on the website and 3 

primer sequences were returned. Two of the sequences returned are called left primer 

(LP) and right primer (RP). These two primers are designed to span the region 

putatively containing the SALK insertion and should produce a product of 

approximately 900 -  1100 bp if the SALK insertion is absent. The third primer is 

designed to anneal to the left border (LB primer) of the SALK insert. The LB primer in 

combination with the RP should produce a band of approximately 700 bp, if the insert is 

present. Consequently, two PCR reaction need to be set up for each plant: one 

containing the LP and RP primers and one containing the RP and LB primers. A WT 

plant should produce a band in the LP + RP reaction; a heterozygote should produce 

two bands, one band in the LP + RP and one in the RP + LB reaction; and a plant 

homozygous for the SALK insertion should produce a band in the RP + LB reaction.
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5.4.3 PCR SALK reactions

The following SALK lines were ordered:

SHL: 112541, 053996, 514363 

HD1: 639443, 639445 

GCN5: 606557, 526954

DNA was extracted from the frozen plant tissue as described in 2.2.8.1 and PCR 

reactions were performed as described in 2.2.8.2. These were run on a 1% agarose gel 

and the gel imaged as described in 2.2.8.3.

Despite repeated attempts to obtain shl homozygous lines, this could not be achieved. 

Heterozygous lines were obtained for all three SALK lines, however.

Repeated attempts to isolate hdl homozygous lines were also unsuccessful, with only 

heterozygotes obtained. However, a hdl homozgous line (639445) was later received as 

a kind gift from the Deng lab (Guo et al., 2008).This was checked using the same 

SALK test and homozygosity was confirmed, suggesting that the test procedure itself 

was not the problem with previous attempts.

The gcn5 SALK line 606557 was successfully obtained as a homozygote. Line, 526954, 

could only be obtained as a heterozygote.
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SALK
insertion

Lanes 2 -  
9 LP + RP

Lanes 10 -  
17LB + RP

Figure 5.9: SALK test of hdl line 639445. The first lane, on the far left, is 3 pi of 

hyperladder I. The 8 lanes adjacent to this (2 -  9) comprise two WT plants (2 -  3) 

followed by 6 test plants (4 -  9). All of lanes 2 - 9  have been tested with primer LP 

and RP. Adjacent to this (lane 10 -  17) are the same samples, in the same order,

tested  w ith  n rim ers T R and R P

Figure 5.10: SALK test of gcn5 line 606557. The first lane, on the far left, is 3 pi 

of hyperladder I. The 8 lanes adjacent to this (2 -  9) comprise one WT plants (2) 

followed by 7 test plants (4 -  9). All of lanes 2 - 9  have been tested with primer 

LP and RP. Adjacent to this (lane 10 -  17) are the same samples, in the same 

order, tested with nrimers LB and RP.

Lanes 2 -  
9 LP + RP

Lanes 10 -  
17 LB + RP
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5.4.4 SALK line results

The failure to obtain homozygous shl SALK lines is not entirely surprising as Mussig et 

al (2000) found that SHL RNAi plants with the highest levels of knockdown of 

transcript did not produce flowers. It could be the case that SHL is an essential gene and 

although heterozygous plants are viable, demonstrating that happloinsufficeny is not a 

problem, it could be that homozygous SALK plants are not viable.

The failure to obtain hdl SALK lines and homozygous gcn5 SALK line 526954 is 

surprising. It could be that the growth conditions being used were not particularly 

conducive to plants with these mutations. Consequently, mutant plants may have had a 

higher chance of not germinating or died during propagation.

hdl and gcn5 SALK lines were eventually obtained. These lines will be analysed in the 

future.
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5.5 SHL, GCN5 and HD1 discussion

The aim of this part of the project was to generate transgenic plants for three genes: 

GCN5, HD1 and SHL, that were suspected, or known to be involved, in chromatin 

regulation and considered possible factors involved in chromatin regulation in response 

to low R:FR treatment. A number of constructs were generated; however, there was 

insufficient time to analyse them. Given more time, a number of experiments would 

have been performed. Ideally, either each mutant would have been analysed by 

Southern blotting to ensure that only a single T-DNA insertion event was present in the 

genome. Alternatively, two knockout lines for each gene would have been obtained and 

verified against one another. All lines would have, initially, been investigated for the 

effect of a R:FR treatment on their hypocotyl and cotyledon growth. Lines would be 

grown in high R:FR ratio conditions for 3 days and then either maintained in high R:FR 

ratio or transferred to low R:FR ratio for 4 days. Hypocotyl length and cotyledon area 

would then have been compared to WT controls. This would have provided a quick 

experiment to determine if SHL, GCN5 or HD1 are involved in seedling shade 

avoidance. High R:FR controls would be analysed in parallel to ensure that any 

phenotypes observed were due to the low R:FR ratio treatment and not constitutive 

differences. Adults plants would also have been analysed for petiole length, leaf area, 

chlorophyll content and flowering times (the number of rosette leaves present at 

bolting) in both high and low R:FR. If these experiments generated any data indicating 

that these genes were involved in responses to low R:FR ratio then gene expression 

time courses of shade avoidance marker gene (e.g. PIL1, ATHB2 and XTH15) would be 

performed in mutant and transgenic plants. Chromatin experiments could additionally 

be performed (discussed in chapter 6).
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Chapter 6

General Discussion

6.1 General Discussion

The primary aim of this project was to determine if low R:FR treatment can elicit 

changes in chromatin structure in Arabidopsis. The results clearly demonstrate that 

there is chromatin regulation around shade avoidance genes in response to a low R:FR 

treatment. Treatment with low R:FR resulted in gross changes in chromatin, as shown 

by changes in DNasel sensitivity, and changes in histone modifications, as shown by 

increased histone acetylation.

Three shade avoidance genes, ATHB2, PIL1 and XTH15, all known to R:FR regulated, 

were investigated. All three genes were shown to undergo gross changes in chromatin 

structure in their promoter regions in response to a low R:FR treatment. Two of these 

genes, ATHB2 and PIL1, were investigated for association with acetylated histones in 

response to a R:FR treatment, using ChlP. The coding region of PIL1 was found to 

display enhanced association with histones acetylated at residues H3K9 and possibly at 

H3K14 in response to low R:FR treatment. The ChlP experiments were all performed 

with plants grown in LD cycles, with the R:FR treatment beginning at dawn and plants 

being harvested at ZT4, the point of maximal gene expression (Salter et al., 2003). The 

DNasel experiment used plants treated in an identical manner, additionally, however, 

separate DNasel experiments were performed in which plants were grown in 

continuous light and treated with a 24 hour low R:FR treatment. Interestingly, there
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were no changes in DNasel sensitivity in these plants grown in continuous light and the 

increases in gene expression were less. These results are the first evidence that 

chromatin structure is important in the regulation of shade avoidance genes, both in 

regards to gross changes in chromatin structure and histone modifications.

One explanation for the different responses to light treatments observed in the DNasel 

sensitivity experiments is that the transcriptional drivers of PIL1, ATHB2 and XTH15 

could be differentially expressed between the two light treatments. PIF4 and PIF5 have 

both been shown to be involved in regulating shade avoidance genes and to be 

negatively regulated by Pfr (Lorrain et a l, 2008). Furthermore, PIF4 and PIF5 are both 

known to be circadian regulated (Nozue et a l, 2007). It could be that in constant light 

conditions, the disruption of the circadian clock and/or the increase in Pfr (due to no 

dark period) could result in down-regulation of PIF4 and PIF5, which results in reduced 

transcription of PIL1, ATHB2 and XTH15. This reduced transcription of these three 

genes could then account for the differences in chromatin structure, rather than 

chromatin structure being responsible for the differences in transcriptional profiles 

between the two light treatments.

An alternative explanation for the data from the DNasel sensitivity experiments is that 

there could be a circadian component, in addition to a low R:FR component, in the 

regulation of chromatin structure and gene expression of these shade avoidance genes. 

The work here also suggests that chromatin modifications are co-incident with changes 

in gene expression. Previous work has shown that the expression of shade avoidance 

genes in response to a low R:FR ratio treatment are gated by the circadian clock (Salter 

et al, 2003). Circadian gating is where the response to the same stimuli elicits a
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differential response which is dependent on the circadian clock. Gene expression 

responses to other environmental stimuli, such as temperature, have also been shown to 

be gated by the circadian clock, for example those of the CRT/DRE Binding Factor 

(CBF) family, which are involved in cold acclimation (Fowler et al., 2005). 

Furthermore, low R:FR ratio can induce the expression of the CBFs, but again, this 

response is gated by the circadian clock at the same temporal window as that for 

temperature (Franklin and Whitelam, 2007). The fact that it has been shown here that 

gene expression is associated with changes in chromatin structure and genes which 

respond to multiple environmental signals are circadian gated in the same manner, 

suggests that there could be an underlying, co-ordinated mechanism at play. Given the 

results found here, there is a possibility that this underlying mechanism involves 

changes to chromatin structure.

The results generated here provide a suitable set of tools to investigate the effect of 

circadian gating on chromatin structure. The DNasel sensitivity data and the histone 

acetylation data can both be used as markers to assess how gross changes in chromatin 

structure and histone modifications are affected by the circadian clock. Experiments 

could be performed where plants are grown in LD conditions for 3 weeks and then 

transferred to continuous light conditions at ZTO of the 22nd day, therefore 

recapitulating the experimental conditions used previously. Beginning at ZTO of the 

22nd day, plants would be transferred to low R:FR ratio and then harvested 4 hours later. 

This process would be repeated every 4 hours for 3 days. Plant would be harvested and 

used for gene expression, DNasel sensitivity and ChIP experiments. The PIL1 histone 

acetylation modifications and the PIL1 and ATHB2 DNasel sensitivity regions 

previously identified, could be used as positive control regions and could be examined
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to see how they vary over the time-course. These experiments will hopefully provide 

answers to a number of questions. Firstly, they should address the question as to 

whether low R:FR induced changes in gene expression are indeed correlated with 

changes in histone acetylation and changes in gross chromatin structure across multiple 

time-points. Additionally, they should address whether these changes in chromatin 

structure and histone modifications are circadian gated. These experiments will not 

answer more detailed questions about whether gross changes in chromatin structure or 

histone modifications come first or about the precise kinetics of the chromatin changes 

in relation to the changes in gene expression. These questions could, however, be 

addressed if a time-course with smaller intervals was used. The same tissue samples 

could also be used to investigate whether low R:FR treatment also results in chromatin 

changes around CBF genes. Furthermore, plants could be treated in an identical time- 

course with the exception that they are exposed to cold temperature treatments instead 

of low R:FR treatments and the changes in chromatin structure and histone 

modifications examined. This would provide an opportunity to examine whether 

responses to multiple environmental stimuli: temperature and light quality; are 

regulated by a conserved, chromatin mechanism.

Ancillary to the investigation of chromatin changes in response to low R:FR, a number 

of constructs were made to investigate three genes thought to be involved in regulating 

chromatin. These three genes were SHL, GCN5 and HD1. Over-expression constructs 

of all three constructs were made. RNAi knockdown constructs of SHL were made in 

addition to obtaining knockout lines of GCN5 and HD1. Two different cloning methods 

were utilised. One used a traditional, restriction enzyme based approach and the other 

used the Gateway cloning system, which uses a recombination approach. SHL was
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successfully cloned using the restriction enzyme based approach. Three separate SHL 

RNAi constructs were cloned using the Gateway approach in addition to SHL, GCN5 

and HD1 over-expression constructs. O f all of these constructs, only the SHL over

expression construct, generated using a traditional restriction enzyme based approach, 

was successfully transformed into plants. One GCN5 SALK line and one HD1 SALK 

line were additionally isolated.

Future aims would be to transform the rest of the constructs and analyse the transgenic 

plants. Shade avoidance phenotypes of the transgenic plants would be examined. These 

would include, amongst others, the measurement of hypocotyls, cotyledons and 

flowering times. Additionally, gene expression changes in response to changes in low 

R:FR ratio would be examined. The identification of aberrant molecular and phenotypic 

profiles in transgenic lines would suggest that these chromatin remodelling factors are 

involved in R:FR signalling. Transgenic plants could then be analysed with ChIP and 

DNasel sensitivity assays to determine if there was aberrant chromatin regulation. 

Using the regions identified as undergoing chromatin remodelling and histone 

modifications, abnormal chromatin regulation in response to low R:FR could be 

examined in these transgenic plants. If chromatin structure was abnormal then 

antibodies could be purchased or raised (depending on whether antibodies are available) 

against SHL, GCN5 and HD1. Alternatively, tagged constructs could be made and 

transformed into plants. Tagged constructs would benefit from the fact that they would 

be easier to generate (if antibodies are unavailable), however would suffer from the fact 

that the tag may interfere with the protein and therefore may not faithfully recapitulate 

the behaviour of the native protein. ChIP could be used with these tagged constructs, or 

antibodies, to determine if these proteins do actually bind to shade avoidance genes and
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this would provide further validation for their role in regulating chromatin structure. 

Further down the line, if these proteins are identified as being involved in regulating 

and binding shade avoidance genes, then the interacting partners of these proteins could 

be identified. Initially, pull-down assay could be used to determine whether chromatin 

remodelling proteins complex with the known shade avoidance regulators, PIF4 and 

PIF5 (Lorrain et al, 2008; Homitschek et al, 2009) Co-immunoprecipitations could 

then be performed to determine whether other proteins interact with these chromatin 

remodelling proteins. This approach would have the potential to identify the 

transcription factors involved in regulating the expression of shade avoidance genes and 

in co-ordinately recruiting chromatin remodelling and modifying proteins. Together, the 

above experiments would provide a more complete picture of how signalling pathways 

operate to transduce changes in low R:FR ratio into changes in gene expression.
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Appendix

5 '
c t t g t t c a t g g t a a c t t a c t a a t t t a t a t g c t t t a t t a g t t g c a g a t a g t g a t a t a t a
t c g a a a a a t g a a a g a t c t a a t t c c a a t a a t t g t c a a a g a g g a t t t c t a a a t t t c t g t t
t g a c t a g g t c a t a t a t t c t c a c g a c t c a a c g a t c t a a c c a a t c a c c t a c a a c a g a a a a
t t t g g t t g a a a t a a a a c g a a a a g t g a t a a g t c c a a a t g t t t a a a a c a a a a a a a a a g t a
a a c a a a a g g c a a a a t a a g a t a a c t a c g a t t a g a t t t t g t t c t c g c c t t a t g a a t a t c c
t a a a a a t t a t c t a t t a g t g a t a g t t t g a t a a t c a t c t t t g a c t g a g a a a a t t g a t g t c
a c a t a a a c a t t a a t a t a g t a t c a a c a t t a a t c a t t a a t g a t g c g a c t a t a a t t a t t a t
t t t a t c a c a a t t t c t t a g a t t t g a t a a t t t g t t t a g g t t t g a g a g a g t t a t a t a g a g g
g g g a c a a a g a a g c a a a g t t t g t g a t t a t a a a a t t a t t t c c a t t g a a c t a a a g t t t t c a
a t a g t t t a t t c t t g a c t t t a a t a a t a a t a a c t a t t t t g c c c c c a g c t a g t c a c a t a c t
c a t g a t t g c a a a a t c t c t c t c t c t c t c t g c c t c t c t a t a t a t t a a c c t t t c t t c t t c c
t t t a c t t t c t c a t c t t c t a t c t c t c a a a a g a a a a g c a g a c a a c t t t a t t t g c a a a a a c
a g a g t t t t t t t t t c t t a t c t t g a g a a a g t t c a a c a g a a g A T G T T C G A G A A A G A C G A T C
TGGGTCTAAGCTTAGGCTTGAATTTTCCAAAGAAACAGATCAATCTCAAATCAAATCC
ATCTGTTTCTGTTACTCCTTCTTCTTCTTCTTTTGGATTATTCAGAAGATCTTCATGG
AACGAGAGTTTTACTTCTTCAGGTACTTCATCGCTTTCTTCGTTCCTCTGTTTTTTTT
TATTTTTCCCCGGAAAAAACCTTAAAGGTCTCACCTTTTACTCTACTTTTCAATCTTA
TGCATGCAGTTCCAAACTCAGATTCGTCACAAAAAGAAACAAGAACTTTCATCCGAGG
AATCGACGTGAACAGACCACCGTCTACAGCGGAATACGGCGACGAAGACGCTGGAGTA
TCTTCACCTAACAGTACAGTCTCAAGCTCTACAGGGAAAAGAAGCGAGAGAGAAGAAG
ACACAGATCCACAAGGCTCAAGAGGAATCAGTGACGATGAAGATGGTGATAACTCCAG
GAAAAAGCTTAGACTTTCCAAAGATCAATCTGCTATTCTTGAAGAGACCTTCAAAGAT
CACAGTACTCTCAATCCGGTAATTTTTTTCTTCTTTTACTTATTGTTTCACCCGAGAA
AGTTTGGTTTTACTGGGAAAATTAATGGCTATGATAAATTGTGGAAACGAAAAAAGAA
CGCGTTAATGAAATATTCACATTAAAATGACTATTGTTACATGTTGACCAAAGAAAAA
ACATTACTACTACTATTTGTTTCGGTCTCTCATAAATGCAGATATTAATTTATAAATG
GCATTTTGGTAAATGTAGACTGATATCAAGGTTTTTTTCAACTTTTTTTCACAGAAGC
AGAAGCAAGCATTGGCTAAACAATTAGGGTTACGAGCAAGACAAGTGGAAGTTTGGTT
TCAGAACAGAGGAGCAAGGTAAATAAAACACACACAAACAAAAGATCTCTCTATTTGC
CTGATTTATCTATTTTCTTATAAGGGTATTTTGGTAAATGTTTAACAGAACAAAGCTG
AAGCAAACGGAGGTAGACTGCGAGTTCTTACGGAGATGCTGCGAGAATCTAACGGAAG
AGAACCGTCGGCTACAAAAAGAAGTAACGGAATTGAGAGCACTTAAGCTCTCTCCTCA
GTTCTACATGCACATGAGCCCACCCACTACTTTGACCATGTGCC
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Figure S l.l :  Part of the coding and promoter region of ATHB2. Lower case type 

represents the ATHB2 promoter region and upper case type represents ATHB2 coding 

region. In black bold and underlined is the start codon of the coding region of ATHB2. 

The orange sequence which is not underlined is the ATHB2 promoter probe F primer and 

the orange underlined sequence is the ATHB2 promoter probe R primer. These two 

primers produce a product of 783 bp that is referred to as the ATHB2 promoter probe. The 

red sequence which is not underlined is the ATHB2 coding probe F primer and the red 

underlined sequence is the ATHB2 coding probe R primer. These two primers produce a 

product of 654 bp that is referred to as the ATHB2 coding probe. This was used in the 

Southern blot approach to DNasel sensitivity assays.
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5'
t g g a a t g a t g t a t t a t t a g c t t t t c t a t c c t c a c t c t a a a a a c a a t a c t a t a g t g a g t  
t a a a t a a t t t g a t c a t t t c a a t g t a g a t t a a a a t t t t a t t a a a a g a a g a a a a a t t t a a  
a a g c c t a t a a c a a a a t a a a a a a g g a g  rctcgaggt a g c a g a a g a g c t
g g c a a c a g c t a t c g a c t g a g t g a t t a c g a a c t c a g t a c t c a g t g t t c t c a g c t c a c a c  
a c t c t t t t t t t g t t c t c t t t c t t t t g g a c a g c t t t c a t t t t c t c t t t t c t t t t t t c t a  
t t t t g t t t c a a a a t t c c a t c c a t a t t a a a a t a g g c c t g a t c a t g a g a a t a a a g g a a a t  
a c t a a t g a t g a g t t t c t c a a t a a t g c a a t a a g a t g c a a t t a t t a t g a g c t a t t t a c t a  
t t g a a a a t g a g c a a a t a a a t g t c a a a a c a c a a t c t g g t t a a g t t a g a g c a a c t c c a t t  
g t a t a g g a t t c a t g t a g t t t c t a a g a a a a c a a a a t g t a t t a a t a t t t t a c t t t t a c a t  
c c a a a a a a c c a a c t t a t a t g a g t a a t a g a a a c g a t c c t a a t a t t a g g a a t t t t a g a g a  
t t t t c t c t c a t c t g t t t c t t a a c t t t t c a a t a t t t t t a t t t t t t a a a a t t g t a t g a g t  
t t c t a c t a a g a a a c t a c t g c t g g a g t t g g t c t t a g c t t c c c a a t g c t t c t c c a c c t a t  
a t a t a t g c a t a t c t c c t t c t t a a a a c t c a t c t c a c a c c a a a a c a c a a a g c t c t c a t c t  
t c t t t t a g t t t c c a a a c t c a c c c c c a c a a c t t t c a t t t c t a t c a a c c a a a c c c a a A T G  
GGTCCAAGTTCGAGCCTCACCACC C TGGCGACTGTTCTTCTTGTGACATTGTTCG 
GTTCGGCCTACGCAAGCAACTTCTTCGACGAGTTTGACCTCACTTGGGGTGACCACAG 
AGGCAAAATCTTCAACGGAGGAAATATGCTGTCTTTGTCGCTGGACCAGGTTTCCGGG 
TCAGGTTTCAAATCCAAAAAAGAGTATTTGTTCGGTCGGATCGATATGCAGCTCAAAC 
TTGTCGCCGGAAACTCGGCCGGCACCGTCACTGCTTACTACGTAGCGTTTTCAAACTC 
ACACTCACTCATAATGTTGCTAAAACTGAAGAGACTCTTTTCTAAATTTGTTTGAACG 
TACATGTTTGCAGTTGTCTTCACAAGGAGCAACACATGACGAGATAGACTTTGAGTTT 
CTAGGTAACGAGACAGGGAAGCCTTATGTTCTTCACACCAATGTCTTTGCTCAAGGGA 
AAGGAGACAGAGAGCAACAGTTTTATCTCTGGTTCGACCCAACCAAGAACTTCCACAC 
TTACTCCATTGTCTGGAGACCCCAACACATCATGTAAACATCCATCGATCTATTTTCT 
CTAACAATAAGTGAAAGACGTAGATCTTGACTCTCTTGTTCTTGTCTCTGCAGATTCT 
TGGTGGACAATTTACCCATTAGAGTGTTCAACAATGCAGAGAAGCTCGGCGTTCCTTT 
CCCAAAGAGTCAACCCATGAGGATCTACTCTAGCCTGTGGAATGCAGACGATTGGGCC 
AC GAGAGGT GGT C TAGTCAAGACTGACTGGTCCAAGGCTCCTTTCACAGCTTAC TACA 
GAGGATTCAACGCTGCGGCTTGCACAGCCTCTTCAGGATGTGACCCTAAATTCAAGAG 
TTCTTTTGGTGATGGTAAATTGCAAGTGGCAACCGAGCTCAATGCTTATGGCAGGAGG 
AGACTCAGATGGGTTCAGAAATACTTCATGATC
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Figure SI.2: Part of the coding and promoter region of XTH15. Lower case type 

represents the XTH15 promoter region and upper case type represents XTH15 coding 

region. In black bold and underlined is the start codon of the coding region of XTH15. 

The orange sequence which is not underlined is the XTH15 promoter probe F primer and 

the orange and red underlined sequence in the middle of the figure is the XTH15 

promoter probe R primer. These two primers produce a product of 714 bp that is referred 

to as the XTH15 promoter probe. The red sequence which is partially underlined is in the 

middle of the figure is the XTH15 coding probe F primer and the red underlined sequence 

is the XTH15 coding probe R primer. These two primers produce a product of 766 bp that 

is referred to as the XTH15 coding probe. This was used in the Southern blot approach to 

DNasel sensitivity assays.
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5’
t t a a a t t a t t c a t a g a c a c a c c a t g a a t t a a t t g t a a t a a t g c g a a g g a c c t g t a t c a
t q t a a c a g a g a c a g a c g a a g t g t g c a g a q q t c q q t q a g a a q c a a t t t q q t c a c c a t g c
t c c a a c t c t c t t c t c t a g g t c c c t t t t g c t t t a a t t t t c t c g t t t a a t a a c a a t a t c t
t a t g a a a g c a g t t a c c a t a t c a a t t g a a g g a t t g t a t a a t a c c g t a a t t t a t t t a t a t
a t a g t a c a t c t a a t t a a a c a t t a a t t a t t t c t a c t a a t a g c c t a a a a c c a c t a c t a a t
a c a a c a a c t a g t a c t t g t t t a c g a t a a t t a t t a a a c t t g t c t c g a t a c c t a c a a c a t g
c c c a a a a a a g t a a t c a a t a c t t t g t t t a a t c a c a a a g a t c t c a g t g a g a t g g t t c t a t
a g a t a g t a t t t c t g a t t t g t t a g t a t a t t a g a g a a t t g a c c a t c t a t t a a a a t a a g a g
a a t g a a c a c t a t t t g a t a a a a c a a t a c a t a c g c a a t t a t c a t t g t c t t t a a t t t t t a t
c a a a g t a a t c a t a c g a t c g a c t a t t t g t a t g c a a a a a t t c a t c a t t t t a t t t g c a a a a
a a a a a c a a a c a a a c a t g g t a g a a t t g t a t t t g g t g t g t g t t t t a a c a a a t t g t t g c a a
t g t t t a g t g c a a c a t a t a t a a t c c a c t a t a t a t a a t c a t t g a c a t a a t t a a t a t t t g a
t t a t a t g a a g c a a t t t c t c t t t a a t t a t g t g t t t a t a a a t a t a g g g a g a a a a g a a a a a
t a g a g a g a a a g g t a a a g a g t a g a g c t a a t g a t t c g g g c g a c g c t a a a a g g t t g a a t g t
t c g a g a g a a a c g g a g t c t c a g a g a c t g t g a a a a c a a a a a a t c a a a a t c c t c a g t t a c a
g a c g a t t t g g t c c c c t c t c t t c t c t c t c t g c g t c c g t c t t g t g c g t c g a t t t g t c t c c
a t c t c c t t c t c t c t c c g c c t a c t t t c t c a g g a c t a c t c c a a t t c g c c g a c t t t t t c t c
c t c t g t t c t c t g c a t t t g g a t t g a t g c c a c t t t a a t a c t t t g a g g t t c t c a c t c t c t c
t t t c t c t c t t c g c t g a c t t c g a t t g c t t c a g t a c c c t t t t t c t c a g g t c a g c t a c g a t
g a t a g c t t t a t t c a g a c a a g a a g a t c a a a g t t t t g a t c t t t t t g t t t t g g t t t t c t t a
a g a g a t g g t t a a t t a g g t c t t g a g t g c g c t g t t t t g a a t c g t t c t t c a g t g t g a t t a a
a c a a t t g g t t t t g a t t t g a c t a a t c a t g t t g c c a t t a a a c t a a g t g a a a a t c t c t g c t
t t t t t t a t a t t g c a t a t t g a t g a t t g a g a c a t t g a t t t c t t t t c t a t t t c t t t a t t t c
c c a g t t t c t a a t t t g g g a a c t g a a a a g t t t t c t a a t t t a a g c a t t a c a a a g t g t a c a a
t t t t t g t t t c t g g c a a g t t t t t c t t g g c c t a a t t c g t c t a t t t t a t g a a t t c a c c t t t
t t a g g a t c a a g a c t t c g t a a a a g a t t g t t t c t g t a a a a c g c a a c a c c  C C T C T G T T
T G A G C T T T T C A

Figure SI.3: The coding region and part of the promoter region of PIF3. Lower case 

type represents the PIF3 promoter region and upper case type represents the PIF3 coding 

region. In black bold and underlined is the start codon (ATG) of PIF3. Highlighted in red 

are the sequences of the PIF3 primers used in the qPCR approach for the DNasel 

sensitivity assay. Red underlined sequences indicate forward primers and red not 

underlined indicate reverse primers, they are called QPCR PIF3 F and QPCR PIF3 R, 

respectively.
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5’
a c t t a t q g t a t a t q a t q a t a c t c t c t c a a c a t c c t c a t t a a c a t c a t c a c t a t t a a q t
t a a c a a a a a g a a a a a g a a a a c a t c a t t a t a a g t t a t t a a t a a g t t t a a a t a g t a g t a t  
t t t a t a t t c t g g t a c a a t g t a c t g t t t t t g g t c a t t a a g t g g t t c a a c g a c a a a a g t a  
a a a c t c a t g c g g t c g a c c c a t g c g t t a g a a g a a g a a a a t c t g a a a a g a a g t t t g a a t t  
c t t t a a t t t t t t c a t a a a a a g a a g t t t g a a t t c a a t t c a a c c g t t t t t g t t t a g t t c t  
t c t t t a a t t a a c t t t a t c a c t a a t q t t t a a a a q t a a a a q q t t t t t a a a g t g t g c a a c a  
a q c g t q a c t c t t t q q c c t t t a g a q t c a t c a a q a a q q q t a a t c a t t t t t t t t a c t c t t t  
c t c g a c a a t a g c a a t c a a a t t a t c a t t c c c a c t t t t a a t a a t c t c a t a a a a t a a a g t c  
a a t c a t a g t t a a a a t t t g a t a a a t t c c a t g g a a a t g a t a a a a a t t t g a t t t t a c t a t t  
g t t g g a t g t g c a a t t g t t c a t g g t a a c t t a c t a a t t t a t a t g c t t t a t t a g t t g c a g a  
t a g t g a t a t a t a t c g a a a a a t g a a a g a t c t a a t t c c a a t a a t t g t c a a a g a g g a t t t c  
t a a a t t t c t g t t t g a c t a g g t c a t a t a t t c t c a c g a c t c a a c g a t c t a a c c a a t c a c c  
t a c a a c a g a a a a t t t g g t t g a a a t a a a a c g a a a a g t g a t a a g t c c a a a t g t t t a a a a c  
a a a a a a a a a g t a a a c a a a a g g c a a a a t a a g a t a a c t a c g a t t a g a t t t t g t t c t c g c c  
t t a t g a a t a t c c t a a a a a t t a t c t a t t a g t g a t a g t t t g a t a a t c a t c t t t g a c t g a g  
a a a a t t g a t g t c a c a t a a a c a t t a a t a t a g t a t c a a c a t t a a t c a t t a a t g a t g c g a c  
t a t a a t t a t t a t t t t a t c a c a a t t t c t t a g a t t t g a t a a t t t g t t t a g g t t t g a g a g a  
g t t a t a t a g a g g g g g a c a a a g a a g c a a a g t t t g t g a t t a t a a a a t t a t t t c c a t t g a a  
c t a a a g t t t t c a a t a g t t t a t t c t t g a c t t t a a t a a t a a t a a c t a t t t t g c c c c c a g c  
t a g t c a c a t a c t c a t g a t t g c a a a a t c t c t c t c t c t c t c t g c c t c t c t a t a t a t t a a c  
c t t t c t t c t t c c t t t a c t t t c t c a t c t t c t a t c t c t c a a a a g a a a a g c a g a c a a c t t t  
a t t t g c a a a a a c a g a g t t t t t t t t t c t t a t c t t g a g a a a g t t c a a c a g a a g A T G A T G T  
TCGAGAAAGACGATCTGGGTCTAAGCTTAGGCTTGAATTTTCCAAAGAAACAGATCAA 
TCTCAAATCAAATCCATCTGTTTCTGTACTCCTTCTTCTTCTTCTTTTGGATTATTCA 
GAAGATCTTCATGGAACGAGAGTTTTACTTCTTCAGGTACTTCATCGCTTTCTTCGTT 
CCTCTGTTTTTTTTTATTTTTCCCCGGAAAAAACCTTAAAGGTCTCACCTTTTACTCT 
ACTTTTCAATCTTATGCATGCAGTTCCAAACTCAGATTCGTCACAAAAAGAAACAAGA 
ACTTTCATCCGAGGAATCGACGTGAACAGACCACCGTCTACAGCGGAATACGGCGACG 
AAGACGCTGGAGTATCTTCACCTAACAGTACAGTCTCAAGCTCTACAGGGAAAAGAAG 
CGAGAGAGAAGAAGACACAGATCCACAAGGCTCAAGAGGAATCAGTGACGATGAAGAT 
GGTGATAACTCCAGGAAAAAGCTTAGACTTTCCAAAGATCAATCTGCTATTCTTGAAG 
AGACCTTCAAAGATCACAGTACTCTCAATCCGGTAATTTTTTTCTTCTTTTACTTATT 
GTTTCACCCGAGAAAGTTTGGTTTTACTGGGAAAATTAATGGCTATGATAAATTGTGG 
AAACGAAAAAAGAACGCGTTAATGAAATATTCACATTAAAATGACTATTGTTACATGT 
TGACCAAAGAAAAAACATTACTACTACTATTTGTTTCGGTCTCTCATAAATGCAGATA 
TTAATTTATAAATGGCATTTTGGTAAATGTAGACTGATATCAAGGTTTTTTTCAACTT 
T T T T TC AC AGAAGC AGAAGC AAGC AT T GGC T AAAC AAT T AGGGT T AC GAGC AAGAC AA 
GTGGAAGTTTGGTTTCAGAACAGACGAGCAAGGTAAATAAAACACACACAAACAAAAG 
ATCTCTCTATTTGCCTGATTTATCTATTTTCTTATAAGGGTATTTTGGTAAATGTTTA 
ACAGAACAAAGCTGAAGCAAACGGAGGTAGACTGCGAGTTCTTACGGAGATGCTGCGA 
GAATCTAACGGAAGAGAACCGTCGGCTACAAAAAGAAGTAACGGAATTGAGAGCACTT 
AAGCTCTCTCCTCAGTTCTACATGCACATGAGCCCACCCACTACTTTGACCATGTGCC 
CTTCATGTGAACACGTGTCGGTCCCGCCACCACAACCTCAGGCTGCTACGTCAGCGCA 
CCACCGGTCGTTGCCGGTCAATGCGTGGGCTCCTGCGACGAGGATATCTCACGGCTTG 
ACTTTTGACGCTCTTCGTCCTAGGTCCTAA
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Figure SI.4: The coding region and part of the promoter region of ATHB2. Lower case type 

represents the ATHB2 promoter region and upper case type represents the ATHB2 coding 

region. In black bold and underlined are the start codon (ATG) and the stop codon (TAA) of 

the coding region of ATHB2. Highlighted in red are the sequences of the ATHB2 primers used 

in the qPCR approach for the DNasel sensitivity assay. Red underlined sequences indicate 

forward primers and red not underlined indicate reverse primers. From 5’ to 3’ the first pair of 

forward and reverse primers are QPCR ATHB2 UPF1 and QPCR ATHB2 UPR1 

respectively. The second pair of forward and reverse primers are QPCR ATHB2 UPF2 and 

QPCR ATHB2 UPR2 respectively. The final set of forward and reverse primers, which lie in 

the coding region, are QPCR ATHB2 INTERNAL F and QPCR ATHB2 INTERNAL R 

respectively. Highlighted in yellow are an additional pair of primers, the most 5’ of the two 

highlighted yellow primers is QPCR ATHB2 UPF3 and the most 3’ one is QPCR ATHB2 

UPR3.
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5 '

a t a a a t a t t a g t a a c c c t t t a t g a t t t c t c g t t t t t g t c c t g c a a a c t a t t a t t a t a t a c a g a a  
c a a t a t g g a t t t g a t t g g t t t c a a t a g a c g a t c c t t g t a t a t t a c a t a g a a t a g t t t t c t a g t t  
c c a t t a c a a t t t c c a a a t g a t t t g t t a c a a a g c t a c a a g a t t a t t c g a a a t a g g a t t t c a t c c a  
t a a g a g a g a a t g g t g t g g t c g a c g c t a c a a t g t t g a t t t a t t g g t t g t g g t t t g c a t c t t g g g g  
a t g t c a a a t c c t a a g t t t c a a g t t c t t g t a a a a a c g t t t t c a g g t t t c t t t a a t a t a t t t t a a t  
a t t a a t g t a a a a a g a a a a g a t a t a g c t t t t g t a c a a a a a a a t t t g t t t a a t c a c t a t g t a g g a g  
g a t g c g a t c a a a t t c a t g g a a t g a t g t a t t a t t a g c t t t t c t a t c c t c a c t c t a a a a a c a a t a c  
t a t a g t g a g t t a a a t a a t t t g a t c a t t t c a a t g t a g a t t a a a a t t t t a t t a a a a g a a g a a a a a t  
t t a a a a g c c t a t a a c a a a a t a a a a a a g g a g g c t c g a g g t a t g a t g g g t g t a g c a g a a g a g c t g g  
c a a c a g c t a t c g a c t g a g t g a t t a c g a a c t c a g t a c t c a g t g t t c t c a g c t c a c a c a c t c t t t t  
t t t g t t c t c t t t c t t t t g g a c a g c t t t c a t t t t c t c t t t t c t t t t t t c t a t t t t g t t t c a a a a t  
t c c a t c c a t a t t a a a a t a g g c c t g a t c a t g a g a a t a a a g g a a a t a c t a a t g a t g a g t t t c t c a a  
t a a t g c a a t a a g a t g c a a t t a t t a t g a g c t a t t t a c t a t t g a a a a t g a g c a a a t a a a t g t c a a a  
a c a c a a t c t g g t t a a g t t a g a g c a a c t c c a t t g t a t a g g a t t c a t g t a g t t t c t a a g a a a a c a a  
a a t g t a t t a a t a t t t t a c t t t t a c a t c c a a a a a a c c a a c t t a t a t g a g t a a t a g a a a c g a t c c t  
a a t a t t a g g a a t t t t a g a g a t t t t c t c t c a t c t g t t t c t t a a c t t t t c a a t a t t t t t a t t t t t t  
a a a a t t g t a t g a g t t t c t a c t a a g a a a c t a c t g c t g g a g t t g g t c t t a g c t t c c c a a t g c t t c t  
c c a c c t a t a t a t a t g c a t a t c t c c t t c t t a a a a c t c a t c t c a c a c c a a a a c a c a a a g c t c t c a t  
c t t c t t t t a g t t t c c a a a c t c a c c c c c a c a a c t t t c a t t t c t a t c a a c c a a a c c c a a A T G r  G T C  

C A A G T T C G A G C C T C A C C A C C A T C G T G G C G A C T G T T C T T C T T G T G A C A T T G T T C G G T T C G G C C T A  

C G C A A G C A A C T T C T T C G A C G

Figure S1.5: Part of the coding region and promoter region of XTH15. Lower case type 

represents the XTH15 promoter region and upper case type represents XTH15 coding region. 

In black bold and underlined is the start codon (ATG). Highlighted in red are the sequences 

of the primers used in the qPCR approach for the DNase I sensitivity assay. The red 

underlined sequence is the QPCR XTH15 UPF1 primer and the red sequence which is not 

underlined is the QPCR XTH15 UPR1 primer.
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5’
c g g t c g g t a a a a g a a t t t a g a a t g t g t c g a g a g g g t a a a a a t g g a g a a g a c g a c a a g a
t a g t a g c a g t c g t t a g a a a c a a a c a a g a a a g a a g g g a g g g a g a c a a a a t a a c a c a a a g
g g g t g g a t g a a t c a c g c g g c a t t c a c g t g a a g t g c a c g t g a a c t t g g c c a a a a a a a g c
c t a a t t g t g g g t c c c a t t t a a a g a g a a a a c t a a a g c c t t t a a g a a a g g g c c c a t c c a t
a t a t g t c t t a a t a a t g g c g t g a a g g t t c t t t c c g c t c a c g t g g g c c t t t t g t g c c c g t
c t c t c t c g c a t g t c a c t c a c t a c a g t t t t a c t a g t g t t t t g t t t t a t t t t t g a t a a c a
a c a t t a t t g a t t t t t t t t c g g t c t a c c t a a g t t t t g a c c t t t c t t t t t t a a t t g t g a a
c a a t t g a a c a t g c g t a t t a c t t a t t g a t a a t a c t t t t a t c t t c a a t a a a a a a a a t a a c
a c a c g a a c a t a a t a t a g a a a t a g t g t g t t c c a a t a c t g g a g a t t a t t t a g t a a g t t c a
g t t g g a c g c t t t g t c a t t g c a t a g t t t g g a a t t t a t t c c t a a a c t t t c t a a g a a c a c g
t t c t t a t a g g a a t t t g c a t g a c g a a a a a a t c a a t a c t a g t t g c a t t a t t g t t g g a g c a
t c a t c g g g a g t g a t t t t t t t t g t g t t t t c c t a t t t a c t a c a t t g t g t t t t c c t g a c c t
t t t a a a t a a a a a g g a a a t a c a c a a a a c c a t a t a t a a a t a t a t g t a t a t a t a t a t c t g a
c t g t g c t c a a g t a a a a t t c a c g g a t c a g a c g t t a a a a a a a t g a t c a t g c t t a a t a t t t
t c t c a t t t t a g a t g a a g a c a a a a a a a a a a a a a a g g a a t t g c a a t c g t a g a t t t g a c t t
t a t t t t t a t t t a a t t t t t c t a t t c t t t t t c c g a a a g c a g a g a a a a a t g g a g c g g t g g a
g a g t a g a g a a g t c g g t c a t a a g a a t g t c t c t c t c t c t a t t t c t t t g t c t t t c a c t a t c
g c c c a t a c a t t a t c t t g c t t c t t t c a t t t a t t c c a t c a a t a t t t t t g t t t t a a a a t g a
a a g a t t t a c a c a t t a a c a t g a a t a c t t a t a c t a c t c t t t a t c g c g t a t a t a t a g t a t a
g t c t a t g t t a t t a t g a a t t t a t g a t t a t a t t t t t t c t a t a a a a c g t g c g a a a a c t c a t
t t c a c a t a t a c a a a c a a a t a t a t a c g t t t t g t a t t a a a a a a a a g c a a c t g t a a a t t t t
a t a a a t c t g a a a t g t a a c a t t t g a a g t c g a c c a a a g t t t g t a a g g t a a t a a t t t g t a c
t a a t t c t c c a t a c t g t g t c a t a a t c a c g a t t c a a g g a t a a a t a t a t g a g t t g t g g a c c
a a a a c a a a t c c t c c a t a t c a a t c a a t c a t a a a t g a a a t a a g c g a a t a t a c a t a t a t a c
a a c c g a c t a t a t a t a t a t a t a t a t g c t g c t c t t c a t t a a c c c c a a g a a a g a a a a c c a a
a g t g t g a a g t c c g a a t c t c t c t g a t t c t a c a a t t c a c a a a a a c c g g a a a a a a a a a a a g
a c a a g t a a a g a a a g c t t t g t t c a g t t t a c t t c a A T G G A A G C A A A A C C C T T A G C A T
C A T C A T C A T C T G A A C C A A A C A T G A T T T C T C C A T C A T C A A A C A T T A A A C C A A A
g t a a g t t t a t t a t g g t t t c a t c t a c a c t t t t t g c g a c t t c t a t a a a c a t a

Figure S1.6: Part of the coding region and promoter region of PILl. Lower case type 

represents the PILl promoter region and upper case type represents PILl coding region. In 

black bold and underlined is the start codon (ATG). Highlighted in red are the sequences of 

the primers used in the qPCR approach for the DNase I sensitivity assay. The red 

underlined sequence is the QPCR PILl UPF3 primer and the red sequence which is not 

underlined is the QPCR PILl UPR3 primer.

224



5’
a c a t g c a c a t a a t t c t a c a t t t t t a a t t a a t t t t a t t a g t t t a a t a a t a a t a a t t a a t t t t c t t t t t t t a
c a c t t g t t a t a g g t g a g a a a t g a a a g t t a t c a t a a t a c a a a a c a t c a g t t t t t a t ^ a a a c c a a a t a a a a c

tcaaaaatcattcagacaaataagtttatggacttatggtatat^atgatactctctcaacatCCtca
ttaacatcatcactattaagttaacaaaaagaaaaagaaaacatcattataagttattaataagttta
a a t a g t a g t a t t t t a t a t t c t g g t a c a a t g t a c t g t t t t t g g t c a t t a a g t g g t t c a a c g a c a a a a g t a a

aactcatgcggtcgacccatgcgttagaagaagaaaatctgaaaagaagtttgaattctttaatttt
t t c a t a a a a a g a a g t t t g a a t t c a a t t c a a c c g t t t t t g t t t a g t t c t t c t t t a a t t a a c t t t a t c a c t a

a tg t t ta a a a g ta a a a g g t t t t ta 'a a g tg ltg c a a c a a g c g tg a c tc t t tg g c c t t ta g a g tc a tc a
a g a a g g g t a a t c a t t t t t t t t a c t c t t t c t c g a c a a t a g c a a t c a a a t t a t c a t t c c c a c t t t t a a t a a t
c t c a t a a a a t a a a g t c a a t c a t a g t t a a a a t t t g a t a a a t t c c a t g g a a a t g a t a a a a a t t t g a t t t t a c

t a t t g t m U B B H ^ H ^ H H J g t i a a c t t a c t a a t t t a t a t g c t t t a t t a g t t g c a g a t a g t
g a t a t a t a t c g a a a a a t g a a a g a t c t a a t t c c a a t a a t t g t c a a a g a g g a t t t c t a a a t t t c t g t t t g a c
t a g g t c a t a t a t t c t c a c g a c t c a a c g a t c t a a c c a a t c a c c t a c a a c a g a a a a t t t g g t t g a a a t a a a a
c g a a a a g t g a t a a g t c c a a a t g t t t a a a a c a a a a a a a a a g t a a a c a a a a g g c a a a a t a a g a t a a c t a c g a

t t a g a t t t m m H I H H H H H H I I H I a a a a a t ta tc ta t ta ?t 9a ta 9t t t , ?a ta a tc a tc
t t t g a c t g a g a a a a t t g a t g t c a c a t a a a c a t t a a t a t a g t a t c a a c a t t a a t c a t t a a t g a t g c g a c t a

taattattattttatcacaatttcttagatttgataatttgtttaggtttgagagagttataj^gaggg
U ^ ^ ^ ^ j m § | a a g t t t g t g a t t a t a a a a t t a t t t c c a t t g a a c t a a a g t t t t c a a t a g t t t a t t c

t t g a c t t t a a t a a t a a t a a c t a t t t t g c c c c c a j p ' b a g t c a c a t .a c t . c a t .g a ' b ' b g gaaaat c t c t c
t c t c t c t c t g c c t c t c t a t a t a t t a a c c t t t c t t c t t J j ^ U ^ ^ ^ ^ m m i j j ^ ^ H H ^ c t c a a
a a g a a a a g c a g a c a a c t t t a t t t g c a a a a a c a g a g t t t t t t t t t c t t a t c t t g a g a a a g t . t . c a a c a g a
a  g ATGA TG TTCG

C C A T C T G T T T C T G T T A C T C C T T C  CAGAAGAT
m m m m m r T T T A C T T C T T C A G g ta c t t c a tc g c t t t c t t c g t t c c tc tg t t t t t t t t t  
a t t t t t c c c c g g a a a a a a c c t t a a a g g t c t c a c c t t t t a c t c t a c t t t t c a a t c t t a t g c  m ^ C a g T T
CCAAACTCAGATTCG AAACAAGAACTTTCATCCGAGGAATCGACGTGAi

: g g c g a c g a a g a c g c t g g a g t a t c t t c a c c t a a c a g t a c a g t c t c a a g c t c t a c  
AGGGAAAAGAAGCGAGAC GAGATCCACAAGGCTCAAGAGG GATGA
AGATGGTGATAACTCQAGGAAAAAGCTTAGACTTTCCAAAGATCAATCTGCTATTCTTGAAGAGACCTTC

i g t a a t t t t t t t c t t c t t t t a c t t a t t g t t t c a c c c g a g a a a g  
t t t g g t t t t a c t g g g a a a a t t a a t g g c t a t g a t a a a t t g t g g a a a c g a a a a a a g a a c g c g t t a a t g a a a t  
a t t c a c a t t a a a a t g a c t a t t g t t a c a t g t t g a c c a a a g a a a a a a c a t t a c t a c t a c t a t t t g t t t c g g t  
c t c t c a t a a a t g c a g a t a t t a a t t t a t a a a t g g c a t t t t g g t a a a t g t a g a c t g a t a t c a a g g t t t t t t t  
c aa c t t t t t t t c acagAAGCAGAAGCAAGCATTGGCTAAACAATTAGGGTTACGAGCAAGACAAGTGGAA 
G T T T G G T T T C A G A A C A G A C G A G C A A G g t a a a t a a a a c a c a c a c a a a c a a a a g a t c t c t c t a t t t g c c t g a  
t t t a t c t a t t t t c t t a t a a g g g t a t t t t g g t a a a t g t t t a a c a g A  CGGAGGTA
GACTGGGAGT'TG C TGC g  AG a a t c  t  a a c g g a a g  a g a a c  c  g  t  c  GGCT ACAAAAAGAAGT

AACGGAATTGAGAGCACTTAAGCTCTCTCCTCAGTTCTACATGCACATC A C TTTG A C
C A TG TG C C C TTC  \ t g t  g a a  c  a c g t  <:: r c  g g  r c  c c  g  c : c  a c : c  a c  a a  c  c  t  c  a  g g c  t  g c  t  a c g  t c
ACCGGTCGTTGCCGGTCAATGCGTGGGCTCCTGCGACGAGGATATCTCACGGCTTGACTTTTGACGCTCT
T C G T C C T A G G T C c U | g t c t t t t t a c t t g c a a c c a a a g g g c a t t t t g g t c g t t t t t t a a g t t t c a t g g a c
c a g a t a t g c a t g t a g t t g t t a a c a t g t a t g t a t t t t c t t a g a a a g a a a g a a a a a c a g a t t a a t a t t t t t c
t a g c t t a a a c c a a c a t a t a t g t g t c a t g c t a a c a a g t a a c a a c a a a t a t t t a g a g c c a a t g c t a t c a g a t
a t t a t g a c t t t g a a a t c a t t t t g t t t t g t t t t g t t g c a a t a a a t a t t t t g g a c a a a a c t a t c a c a a g a a a
c t t t a t t g c a a t a a t a t t t a t a g t g t c t a g c g a g t a g c c a c a a a c c a a g a a g t a c a a t t g a t g t a g g a a a
t g c a a a
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Forward

ATHB2 UPF1 -  t c a a c a t c c t c a t t a a c a t c a t c a  
ATHB2 UPF2 -  a a g tg tg c a a c a a g c g tg a c
ATHB2 UPF3 — g a tg a ta c tc tc tc a a c a t
A T H B 2  FI -  t g t t c t c g c c t t a t g a a t a t c c i

g t t c a a c a g a a g A T G A T G T T C <  
a tg c a g T T C C A A A C T C A G A T T C ( 
CAGATCCACAAGGCTCAAGJ

TAGACTGCGAGTTC

CHIPATHB2F1 -  
CHIPATHB2F2 -  
CH1PATHB2F3 -  
ATHB2IntemalF 1 
CHIP ATHB2F 1.1 -

Reverse

ATHB2 UPR1 -  T C G A C C G C A TG A G TTTTA  RC -  t a a a a c t c a t g c g g t c g a  
ATHB2 UPR2-C A TG A A C A A TTG C A C A TC C A  RC -  t g g a t g t g c a a t t g t t c a t g  
ATHB2 UPR3 -  C G CATGGGTCGACCGCATGAG RC - C tc a tg c g g tc g a c ccatgcg 
ATHB2 R 1 -T G C T T C T T T G T C C C C C T C T A  RC -  t a g a g g g g g a c a a a g a a g c a  
CHIPATHB2R1 GAAGGAGTAACAGAAACAGATGG RC -  
C C A T C T G T T T C T G T T A C T C C T T C
CH1PATHB2R2 G T C T C G T T C C A TG A A G A TC TTC TG  RC -  
CAGAAGATCTTCATGGAACGAGAG_____________
CHIPATHB2R3 -  G GATTGAGAGTACTGTGATC RC -G A T C A C A G TA C TC TC A A TC C  
ATHB2IntemalF2 - |
A C TTTG A C C A TG TG C C C TTC
[CHIPATHB2R1.1 -  g^TAGAAGATGAGAAAGTAAAGG R C  -  
c c t t t a c t t t c t c a t c t t c t a t c

Figure SI.7: The primers designed against ATHB2 (AT4G16780) for use in ChIP. 

Primers are colour coded to help identification of their location. The start and stop codons 

are highlighted in blue. Ignoring the highlighted primer sequences, lower case black type 

indicate upstream/downstream regions; lower case red type indicates UTR regions; upper 

case yellow type represents exons, lower case purple type represents introns. Reverse 

primers are written first with their 5’ orientation and then their reverse complement (RC).
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5’
t a a c a g a g a t g t a t t t c a t a t t g a a t a t c a a a a c c a a a c t g a a c a a a g a a t g g t c a c a a t t c g a t a t c a a
t c g a a t g a a a c a g a a a a t a a a a t g t t g g a c c c a a c a a t t t t a c t g t g a t g a t a a a a a c a t g g t a g a g a t a
a t t t t g t t t g t a a a t a g a g a g a t c t c a a a t c a c a g a g g a t t c t t t t t t t a c g g t c g g t a a a a g a a t t t a g
a a t g t g t c g a g a g g g t a a a a a t g g a g a a g a c g a c a a g a t a g t a g c a g t c g t t a g a a a c a a a c a a g a a a g a
a g g g a g g g a g a c a a a a t a a c a c a a a g g g g t g g a t g a a t c a c g c g g c a t t c a c g t g a a g t g c a c g t g a a c t
tg g c c a a a a a a a ^ c c ta a t tg tg g g tc c c a t t ta a a g a g a a a a c ta a a g c c t t ta a g a a a g g g c c c a tc c
a t a t a t g t c t t a a t a a t g g c g t g a a g g t t c t t t c c g c t c a c g t g g g c C t t t t g t g c c c g t c t c t c t c g c a
f P ^ j j ^ a c t a c a g t t t t a c t a a t a t t t t a t t t t a t t t t t g a t a a c a a c a t t a t t g a t t t t t t t t c g a t
c t a c c t a a g t t t t g a c c t t t c t t t t t t a a t t g t g a a c a a t t g a a c a t g c g t a t t a c t t a t t g a t a a t a c t
t t t a t c t t c a a t a a a a a a a a t a a c a c a c g a a c a t a a t a t a g a a a t a g t g t g t t c c a a t a c t g g a g a t t a t
t t a j j t a a g t t c a g t t g g a c g q t t t g t c a t t g c a t a g t t t g g a a t t t a t t c c t a a a c t t t c t a a g a a c a c g

t t c t t a t a g g a a t t t g c a t g a c g a a a a a a t c a a t a c t a g t t g c a t t a t t g t t g g a g c a t c a t c g g g a
g t g a t t t t t t t t g t g t t t t c c t a t t t a c t a c a t t g t g t t t t c c t g a c c t t t t a a a t a a a a a g g a a a t a c
a c a a a a c c a t a t a t a a a t a t a t g t a t a t a t a t a t c t g a c t g t g c t c a a g t a a a a t t c a c g g a t c a g a c g t
t a a a a a a a t g a t c a t g c t t a a t a t t t t c t c a t t t t a g a t g a a g a c a a a a a a a a a a a a a a g g a a t t g c a a t

gagagtagagaag1 
tatcttgcttc' 1 1

c g t a g a t t t g a c t t t a t t t t t a t t t a a t t t t t c t a t t c t t t t t c c g a a a g c a g a g a a a a a t
: c g g t c a t a a g a a t g t c t c t c t c t c t a t t t c t t t g t c t t t c a c t a t c g B B g t a c a t  

| t t t c a t t t a t t c c a t c a a t a t t t t t g t t t t a a a a t g a a a g a t t t a c a c a t t a a c a t g a a  
t a c t t a t a c t a c t c t t t a t c g c g t a t a t a t a g t a t a g t c t a t g t t a t t a t g a a t t t a t g a t t a t a t t t t t  
t c t a t a a a a c g t g c g a a a a c t c a t t t c a c a t a t a c a a a c a a a t a t a t a c g t t t t g t a t t a a a a a a a a g c a  
a c t g t a a a t t t t a t a a a t c t g a a a t g t a a c a t t t g a a g t c g a c c a a a g t t t g t a a g g t a a t a a t t t g t a c
t a a t t c t c c a t a c t g t g t c a t a a t c a c g a t t c a a g g a t a a a t a t a t g a g t t g t B B ^ B B I ^ B ^ ^ B !
J J U t c a a t c a a t c a t a a a t g a a a t a a g c g a a t a t a c a t a t a t a c a a c c g a c t a t a t a t a t a t a t a t a t  
g c t g c t c t t c a t t a a c c c c a a g a a a g a a a a c c a a a g t g t g a a g t c c g a a t c t c t c t g a t t c t a c a a t t c a  
c a a a a a c c g g a a a a a a a a a a a g a c a a g t a a a g a a a g c t t t g t t c a g t t t a c t t c a j g m g  AGCAAAACCC 
TTAGCATCATCATCATCTGAACCAAACATGATTTCTCCATCATCAAACATTAAACCAAAgtaagtttatt 
a t g g t t t c a t c t a c a c t t t t t g c g a c t t c t a t a a a c a t a t a c a c a t g c g t g g t t t t g a a a t a a t g g g c g c  
t t a t g g t t c t g t c g g t g c t t g a a a c a a t t t t g t c t t c t c c t g a c t a t t t t t t t t t t g t t a a t a g g t t a t t  
tatacgtgactcttttcttgcagATTAAAAGATGAAGATTATATGGAGCTGGTGTGTGAAAATGGGCAGA  
TTCTTGCAAAGATTCGAAGACCAAAGAACAACGGTTCTTTTCAAAAGCAACGTAGGCAATCTCTCCTGGA 
Tt t GTATGAGACCGAGTACAGCGAGGGTTTCAAGAAAAACATCAAGATTCTTGGAGACACACAAGTTGTT 
CCGGTGAGTCAGTCTAAGCCACAACAAGATAAAGAAACCAATGAACAAATGAACAACAATAAGAAGAAGC 
TAAAGTCCTCCAAAATCGAATTTGAGAGAAATGTTTCGAAAAGCAACAAATGTGTTGAATCATCAACATT 
AATTGATGTTTCTGCTAAAGGTCCAAAGAATGTTGAAGTTACTACAGGTCCTCCTGATGAGCAATCTGCA 
GCTGtTGGTAGATCCACGGAATTGTATTTTGCTTCTTCATCGAAGTTT
TAAGTTGTTGTTCTTTAAAGAGGAAGTATGGAGATATTGAAGAAGAAGAATCAACCTATTTAAGTAATgt 
a a g a g a a a t t a a t t a g c t g c t t g t c t t a g t t c t t t c a c a t g g t a g a t c a t t a a t t g t c t t t t t c t t a t t g  
CttatgcagAATTCAGATGATGAATCAGATGATGCGAAGACACAAGTTCATGCGAGAACAAGAAAGCGGG 
T G A C T A A A A G A A A A C G A A G C A C A G A A G T C C A T A A G T T A T A T G A A A G A g t g a g t t t a t a t g t a t g a a a a t t  
t c a c c t t a g t t a g t a g a a a a a a a a t a a t g t a t g a a a a t t a a t g c t a a t t a a g g a t t t g t t a a c a g A A A C G  
AAGAGATGAATTCAACAAGAAAATGCGTGCTTTGCAGGACCTACTACCAAATTGTTACAAGgt t tgagat  
t a a c t t a a a t c a c a t t a c a t t g t t t a c t t a g t c t t a g a g a g t t a a t t a a t t t i t c t c t t t g t g g a g a t t t c  
t g a a t a t c t  g t a a  t  t g t t g a t g a t a g G A T G A T A | m U ^ d i m m C T A T C A A A T A T A T G C G  
G A C C C T T C A A C T T C A A G T T C A G g t a t t c a a a a t a a t a c a c c a a t t c a a t a a a a t t t c a t t g a g a g a t a a t  
a a a a t g a t t c a g g t g t t a a t t a t t t a a a c a c a g a c t t g t g t t t a t a t t t a c a t a t a a a t t t g t t t t t t a a  
c a t t a a a a t a t a c t t t g t a a a g t g t t t t t g t t a t c a a a t a t t a t t g c g t t t g g c t t t t a c c t t t a c g a a t  
g a t g c t t g a t a a a g t c a c t a g a a a c t a g t t t c a t a a g a g a a a c c a a a a c a a a t t a t a a a c g t a a t t a a a c  
a c t a a t c a a t a a a c a a t c a a a a g t t t a t t c c t t a t t t a t t t t a c t a c a a a t t t t t t t a c a t a t a t a t a a g  
a t t c t t a a t t a a c a t g c t c t a a t a a t t a t t t a c a g A T G A T G A G T A T G G G A A A T G G A T T A A T A A G A C C A C C  
TACGATGTTGCCAATGGGTCATTACTCTCCCATGGGTCTAGGAATGCATATGGGTGCAGCAGCAACACCA 
ACATCAATACCGCAATTCCTGCCTATGAATGTTCAAGCAACCGGTTTTCCGGGGATGAACAATGCACCAC 
CACAAATGCTAAGCTTTCTTAATCACCCAAGTGGACTAATTCCAAACACTCCTATCTTTTCTCCATTGGA 
AAATTGCTCTCAGCCATTCGTGGTGCCTTCGTGTGTTTCTCAGACTCAGGCTACTTCTTTTACTCAATTC 
CCAAAGTCTGCGTCCGCCTCAAACTTAGAAGATGCAATGCAATATAGAGGAAGCAACGGTTTTAGTTATT 
ATCGCTCGCCAi . a t t t g t a g a a a g t t g a t g t t t t c t c c a a c t a a c t a a c t t t a a g c a a a a a a a

aatgatcgtctactctgtgttgttagtctatgggcttttgggm m j^H H ^B atttGaactta
a t t c c a a c t a t t t t c a a a g t g g a t g t a c a a a g t a a a a t a t a a c a a a t a t a a g t t a t c a t a g a c t c t a t a a
c a a a g t t a t a a m ^ m im i im im a t a a t g a t g g a t g a t g a t g a g t g t t c a a t t a c g a t a
a a c c g a t t t t a a c g c a a a c c c a a c t a a g a
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Forw ard

P IL 1 U P F 1  - 

P IL l  U P F 1 .1  

P IL 1 U P F 2  - 

P IL 1 U P F 3  - 

CHIP P IL l  F I  

CHIP P IL l  F2 

CHIP P IL l  F3 

CHIP P IL l  F l . l  

CHIP P IL l  F 2 .1  

CHIP P IL l  F3.1

Reverse

P IL l  U PR 1 -  c c t c t g t g a t t t g a g a t c t c  RC -  g a g a t c t c a a a t c a c a g a g g  

P IL l  U P R 1 .1  -  c a t g c g a g a g a g a c g g g c a c  RC -  g t g c c c g t c t c t c t c g c a t g  

P IL l  U PR 2 -  g c g t c c a a c t g a a c t t a c  RC -  g t a a g t t c a g t t g g a c g c  

P IL l  UPR 3 - g a a g c a a g a t a a t g t a t g g g

CHIP P IL l  R1 -  

CHIP P IL l  R2 -  

CHIP P IL l  R3 -  

CHIP P IL l  R l . l  -  

CHIP P IL l  R 2 .1  -

G C A ATTG CACG TCCTG TAC

R C _ _ _ c c c a t a c a t t a t c t t g c t t c
CACCACCACAAATGCTAAGC

RC -

RC -  g t a g a g g a c g t g c a a t t g c

Figure S1.8: The primers designed against PILl (AT2G46970) for use in ChIP. Primers 

are colour coded to help identification of their location. The start and stop codons are in 

highlighted in blue. Ignoring the highlighted primer sequences, lower case black type 

indicate upstream/downstream regions; lower case red type indicates UTR regions; 

upper case yellow type represents exons, lower case purple type represents introns.
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5’
J^ G C T G A G G C T G A T G A T A T T C A A C C A A T C G T G T G T G A C A A T G G T A C C G G T A T G G T G A A G G C T G G A T T T G
C A G G A G A T G A TG C T C C C A G G G C TG TTTTTC C C A G TG TTG TTG G TA G G C C A A G A C A TC A T G G TG TC A TG G T
TGG G ATG A A C C A G A A G G A TG C A TA T G TT G G TG A TG A A G C A C A A TC C A A G A G A G G TA TTC TTA C C TTG A A G
T A TC C T A T T G A G C A T G G T G TT G T T A G C A A C T G G G A TG A T A TG G A A A A G A T C T G G C A T C A C A C TT TC T A C A
A T G A G C TT C G TA TT G C T C C T G A A G A G C A C C C T G T T C T T C TT A C C G A G G C T C C TC T T A A C C C A A A G G C C A A
C A G A G A G A A G A T G A C T C A A A TC A TG T T T G A G A C C T T T A A C T C T C C C G C T A T G T A TG T C G C C A TC C A A G C T
G T T C T C T C C T T G T A C G C C A G T G G T C G T A C A A C C G g t t a g t a c a t t t t a g g c t t t t t g t t t a t a c t c a t t g
a t c a t t a t t t g a a c t g a g c t c t g a t t a t c t t c c a t t g a a c a g G T A T T G T G C T G G A T T C T G G T G A T G G T G T
G T C T C A C A C T G T G C C A A T C T A C G A G G G T T T C T C T C T T C C T C A T G C C A T G C T C C G T C T T G A C C T T G C T G G A
CG TGA C C TT A C TG A T TA C C TC A TG A A G A TC C TTA C A G A G A G A G G TTA C A TG TT C A C C A C A A C A G C A G A G C
g g g a a a t t g t a a g a g a c a t c a a g g a g a a g c t c t c c t t t g t t g c t g t t g a c t a c g a g c a g Ga g a t g g a a a c

CTCAAAG ACCAG C TC TT C C A T C G A G A A G A A C T A TG A A T TA C C C G A TG G G C A A G T C A T C A C G A T'TG G TG C T  
GAGA' TCAGATGCCCAGAAGTCTTGTTCC iC C C T C G T T T G T 1 '-GAAGCTGCTGGAATCCACG
A G A C A A C C TA T A A C T C A A TC A TG A A G T G TG A T G T G G A TA TC A G G A A G G A T C TG T A C G G TA A C A TT G TG C T
c a g t g g t g g a a c c a c t a t g t t c t c a g g t a t c g c t g a c c g t a t g a g c a a a g a a a t c a c a g c a c t t g c a c g a

a g c a g c a t g a a g a t t a a g g t c g t t g c a c c a c c t g a a a g g a a g t a c a g t g t c t g g a t c g g t g g t t c c a t t c

t t g c t t c c c t c a g c a c a t t c c a g c a g g t a a a a a t t g a t c a g a t t t t g t t t c g a a t t c t c t t a c a t g c a a a

Figure S1.9: The primers designed against ACTIN2 (AT3G18780) for use in ChIP. 

Primers are highlighted in red to help identification of their location. The start and stop 

codons are in highlighted in blue. Ignoring the highlighted primer sequences, upper case 

yellow type represents exons, lower case purple type represents introns. The primers are 

called ACTIN2 F and ACTIN2 R.
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5’
ATGCCCAAGCAAAAAGCTCCAAGGAAGCAGCTCAAGTCCTATAAACTCAAACACATCA 
ACAAGAGTATTCAAGAGGGAGATGCTGTGTTGATGCGGTCGTCGGAGCCTGGAAAACC 
GTCGTACGTAGCGAGGGTAGAGGCGATCGAGACGGACGCGCGTGGATCGCACGCGAAA 
GTTCGTGTGAGGTGGTATTATCGCCCTGAGGAATCTATCGGAGGGAGGAGACAATTCC 
ATGGAGCCAAGGAGGTTTTTCTCTCTGACCACTTCGATTTTCAAAGCGCCGATACGAT 
TGAAGGAAAGTGTAAGGTTCACAGTTTCAGTAGCTACACCAAACTTGACTCTGTTGGA 
AACGACGACTTCTTCTGTCGTTTCGAGTACAATTCCACTACCGGCGCGTTTGATCCTG 
ACAGAGTCACCGTGTTCTGCAAGTGTGAGATGCCGTATAACCCAGATGACTTGATGGT 
GCAATGCGAGGAGTGTTCTGAGTGGTTTCATCCTTCTTGTATAGGAACAACAATAGAG 
GAAGC TAAAAAGC C AG AT AAC T T C T AC T GC G AAG AGT GT T C C C C AC AAC AGC AG AAT T 
TGCACAACTCTAATTCAACTTCCAATAACAGAGATGCTAAGGTGAATGGAAAGCGCAG 
CCTGGAGGTAACTAAATCGAAGAACAAACACACTAAGCGACCAGGTTAA

Figure S1.10: SHL coding region. Highlighted in bold and underlined are the start and 

stop codons. The SHL coding region is 687 bp.
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Figure S l . l l :  pROK2 plasmid. NPTII represents a kanamycin resistance gene. SacI, 

Kpnl, Smal and BamHI sites are all labeled in the cloning site.
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17 promoter

Ace65l
ong«"

5,'ic;31
0<7mH!

pDrive Cloning Vector 
3.85 kb

Avrll/Sfyl

cco72l

cooOIOvl

SP6 promoter

Figure S1.12: pDRIVE cloning vector. Kanamycin and Ampicillin resistance genes 

are shown as is the U overhang site where inserts are cloned.
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5’

ATGGATACTGGCGGCAATTCGCTGGCGTCCGGACCTGATGGTGTGAAGAGGAAAGTTTGTTA
TTTCTATGACCCTGAGGTCGGCAATTACTACTATGGCCAAGGTCATCCCATGAAGCCCCATC
GCATCCGCATGACCCATGCCCTCCTCGCTCACTACGGTCTCCTTCAGCATATGCAGGTTCTC
AAGCCCTTCCCTGCCCGCGACCGTGATCTCTGCCGCTTCCACGCCGACGACTATGTCTCTTT
TCTCCGCAGCATTACCCCTGAAACCCAGCAAGATCAGATTCGCCAACTTAAGCGCTTCAATG
TTGGTGAAGACTGTCCCGTCTTTGACGGCCTTTATTCCTTTTGCCAGACCTATGCTGGAGGA
TCTGTTGGTGGCTCTGTCAAGCTTAACCACGGCCTCTGCGATATTGCCATCAACTGGGCTGG
TGGTCTCCATCACGCTAAGAAGTGCGAGGCCTCTGGCTTCTGTTACGTCAATGATATCGTCT
TAGCTATCCTAGAGCTCCTTAAGCAGCATGAGCGTGTTCTTTATGTCGATATTGATATCCAC
CACGGGGATGGAGTGGAGGAGGCATTTTATGCTACTGACAGGGTTATGACTGTCTCGTTTCA
TAAATTTGGTGATTACTTTCCCGGTACAGGTCACATTCAGGATATAGGTTATGGTAGCGGAA
AGTACTATTCTCTCAATGTACCACTGGATGATGGAATCGATGATGAGAGCTATCATCTGTTA
TTCAAGCCCATCATGGGGAAAGTTATGGAAATTTTCCGACCAGGGGCTGTGGTATTGCAATG
TGGTGCTGATTCATTGTCTGGTGATAGGTTGGGGTGCTTTAATCTTTCAATCAAAGGTCATG
CTGAGTGCGTCAAATTTATGAGATCGTTCAATGTTCCCCTACTGCTCTTGGGTGGTGGTGGT
TACACTATCCGCAATGTTGCCCGTTGCTGGTGCTACGAGACTGGAGTTGCACTTGGAGTTGA
AGTTGAAGACAAGATGCCGGAGCATGAATATTATGAATACTTTGGTCCAGACTATACACTTC
ACGTTGCTCCAAGTAACATGGAAAATAAGAATTCTCGTCAGATGCTTGAAGAGATTCGCAAT
GACCTTCTCCACAATCTCTCTAAGCTTCAGCATGCTCCAAGTGTACCATTTCAGGAAAGACC
ACCTGATACAGAGACTCCCGAGGTTGATGAAGACCAAGAAGATGGGGATAAAAGATGGGATC
CGGATTCAGACATGGATGTTGATGATGACCGTAAACCTATACCAAGCAGAGTAAAAAGAGAA
GCTGTTGAACCAGATACAAAGGACAAGGATGGACTGAAAGGAATTATGGAGCGTGGAAAAGG
TTGTGAGGTGGAGGTGGATGAGAGTGGAAGCACTAAGGTTACAGGAGTAAACCCAGTGGGAG
TGGAGGAAGCAAGTGTGAAAATGGAAGAGGAAGGAACAAACAAGGGTGGGGCGGAGCAGGCG
TTTCCTCCTAAAACATAA

Figure S I.13: HD1 coding region. Highlighted in bold and underlined are the start and 

stop codons. The HD1 coding region is 1506 bp.
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5’

ATGGACTCTCACTCTTCCCACCTCAACGCCGCCAATCGTTCCCGCAGTTCTCAGACTCCTTC
TCCTTCTCATTCCGCCTCCGCCTCCGTCACTTCTTCTCTCCACAAACGCAAACTCGCCGCCA
CCACGGCAGCGAATGCAGCCGCTTCTGAAGATCACGCCCCTCCTTCTTCCTCTTTCCCTCCT
TCCTCCTTCTCTGCCGATACTCGCGACGGCGCTTTAACCTCCAACGATGAACTCGAGAGCAT
CTCCGCTCGCGGCGCCGATACAGATTCAGATCCTGATGAATCAGAGGATATAGTCGTGGATG
ATGACGAGGACGAATTTGCTCCTGAACAGGACCAGGACTCTTCTATCCGCACATTCACCGCC
GCTCGACTCGATTCCAGCTCTGGAGTCAACGGTTCGAGTCGCAACACTAAACTTAAGACGGA
AAGCTCCACGGTGAAGCTTGAGAGCTCTGATGGTGGAAAAGATGGTGGATCATCTGTGGTTG
GGACTGGTGTGAGTGGCACTGTTGGAGGAAGCTCAATCTCAGGGCTCGTGCCAAAGGATGAG
TCTGTTAAGGTATTGGCTGAGAATTTCCAGACTAGCGGAGCTTACATTGCCAGAGAAGAGGC
TTTGAAAAGAGAGGAGCAAGCAGGACGACTCAAATTTGTTTGTTACTCAAATGATTCCATTG
ATGAGCATATGATGTGCTTGATTGGGTTGAAGAACATTTTTGCAAGACAGTTACCTAATATG
CCCAAGGAGTACATTGTTCGTCTTCTGATGGATAGGAAACATAAGTCTGTTATGGTACTAAG
AGGGAATCTAGTTGTAGGTGGTATCACGTATCGTCCATATCACAGTCAGAAGTTTGGGGAAA
TAGCATTTTGTGCAATCACAGCAGATGAACAAGTAAAAGGTTACGGTACCAGATTGATGAAC
CACTTGAAACAACATGCACGTGATGTTGATGGATTGACGCATTTTCTTACTTATGCTGACAA
CAATGCTGTTGGTTACTTCGTCAAGCAGGGTTTTACTAAAGAGATTTACTTGGAGAAAGATG
TATGGCATGGGTTCATTAAAGACTATGATGGTGGTCTCCTTATGGAATGCAAAATTGATCCA
AAGCTGCCATATACGGATTTGTCAAGCATGATACGCCAGCAAAGAAAGGCAATTGATGAAAG
GATAAGAGAGTTATCAAACTGTCAGAATGTGTATCCAAAAATTGAGTTTCTAAAGAATGAAG
CTGGAATTCCTAGAAAGATTATCAAAGTTGAGGAAATACGTGGCTTAAGGGAAGCTGGTTGG
ACCCCAGATCAGTGGGGGCACACTCGTTTCAAATTATTCAATGGTTCTGCTGATATGGTGAC
AAATCAAAAACAGTTGAATGCACTCATGCGTGCGCTTTTAAAGACAATGCAAGACCATGCTG
ATGCTTGGCCTTTCAAAGAACCAGTGGATTCTCGCGATGTCCCTGATTACTATGACATCATT
AAGGATCCCATTGATCTGAAGGTAATTGCAAAGAGGGTAGAGTCGGAACAGTATTACGTGAC
ATTGGATATGTTTGTTGCGGATGCGAGACGGATGTTTAACAATTGTAGAACTTACAACTCCC
CCGATACCATTTATTACAAATGTGCAACCAGGTTGGAAACACACTTCCATAGCAAAGTACAA
GCAGGTCTCCAATCTGGTGCTAAATCTCAATAG

Figure S1.14: GCN5 coding region. Highlighted in bold and underlined are the start and 

stop codons. The GCN5 coding region is 1707 bp.
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5 '
ATGCCCAAGCAAAAAGCTCCAAGGAAGCAGCTCAAGTCCTATAAACTCAAACACATCA
ACAAGAGTATTCAAGAGGGAGATGCTGTGTTGATGCGGTCGTCGGAGCCTGGAAAACC
GTCGTACGTAGCGAGGGTAGAGGCGATCGAGACGGACGCGCGTGGATCGCACGCGAAA
GTTCGTGTGAGGTGGTATTATCGCCCTGAGGAATCTATCGGAGGGAGGAGACAATTCC
ATGGAGCCAAGGAGGTTTTTCTCTCTGACCACTTCGATTTTCAAAGCGCCGATACGAT
TG AAGG AAAGTGTAAGGTTCACAGTTTCAGTAGCTACACCAAACTTGACTCTGTTGGA
AACG ACG ACTTCTTCTG TCGTTTCGAGTACAATTCCACTACCGG CG CG TTTGATCCTG
ACAGAGTCACCGTGTTCTGCAAGTGTGAGATGCCGTATAACCCAGATGACTTGATGGT
GCAATGCGAGGAGTGTTCTGAGTGGTTTCATCCTTCTTGTATAGGAACAACAATAGAG
GAAGCTAAAAAGCCAGATAACTTCTACTGCGAAGAGTGTTCCCCACAACAGCAGAATT
TGCACAACTCTAATTCAACTTCCAATAACAGAGATGCTAAGGTGAATGGAAAGCGCAG
CCTGGAGGTAACTAAATCGAAGAACAAACACACTAAGCGACCAGGTTAA

Figure S1.15: SHL coding region showing the regions to which RNAi knockdown 

constructs were designed. Highlighted in red is the RNAi N region, highlighted in 

yellow is the RNAi central region and underlined is the RNAi C region.
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Kan(R)
PDONR221

4 7 6  2  bp

M13 reverse primer

T7 primer ■ y ̂  

17 promoter

BsrG I (2 9 0 0 ) 

attP2

rmBT2 transcription terminator

rrnBTI transcription terminatoi 

M13 (-40) forward primer 

M13 (-20) forward primer

Bsr GI (6 5 2 )

attP1

/ ccdB

Bsr GI (1 4 4 2 )

Cm(R)

Figure S I.16: pDONOR221. The ccdB gene is shown and is flanked by attPl and 

attP2 sites, indicating the positions where the insert will recombine.
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X bal(1 )

Aoatfm

EcoRI (710) 

ccdB

X baf (2167)

pB7GWIWG2(l),0
13347 bp

p35S
Saci (5480) 

Hin dill (5482)

smSpR

Figure S I.17: pB7GWIWG2. The ccdB gene is shown and is flanked by attRl 

and attR2 sites, indicating the positions where the insert will recombine. This 

destination vector is used for generating hairpin constructs, hence the presence of 

two regions for the insert to be cloned into.
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Bam HI

pB2GW7,0
10882 bp

SmSpR

attR1

(1266)

BamHI (1969)

Sm al (2367) 

attR2

Figure S I.18: pB2GW7. The ccdB gene is shown and is flanked by attRl and 

attR2 sites, indicating the positions where the insert will recombine. This 

destination vector is used over-expressing constructs.
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