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Abstract

Matthew Knight James
ULF Waves Driven By Recently-Injected Energetic Particle

Populations

This thesis studies the characteristics of ultra low frequency (ULF) waves
driven by recently-injected energetic particle populations gradient-curvature
drifting azimuthally around the Earth.

A statistical study of 83 separate substorm-driven ULF waves is under-
taken in order to determine if the spatial proximity to the driving substorm
affects the characteristics of the observed waves, as suggested by Yeoman

et al. (2010). Waves were observed using Super Dual Auroral Radar Net-
work (SuperDARN) radars and substorms identified using the Far Ultra-
violet Imager (FUV) on-board the IMAGE spacecraft alongside a list of
substorms provided by Frey et al. (2004). Azimuthal wave numbers, m,
ranged in magnitude from 2 - 60 corresponding to particle energies, W ,
of ~1 - 70 keV. Phase propagation was always directed away from the lo-
cation of the substorm and predicted particle energies were highest when
closest to the substorm location in azimuth.

This thesis also includes the study of three individual substorms, each
with associated observations of multiple ULF waves using different Su-
perDARN radars. It is demonstrated that individual substorms are capable
of driving a number of wave events characterised by different azimuthal
scale lengths and wave periods, associated with different energies in the
driving particle population. Similar trends in m and W are found to exist
for multiple wave events with a single substorm as was seen in the single
wave events of the statistical study.

A recent case study event is included where substorm triggered ULF wave
activity observed by two SuperDARN radars and observations of the par-
ticle populations responsible for driving the waves were observed using



in-situ magnetospheric data from the Van Allen Probes. This conjunction
of the recently-injected cloud of energetic ions with the probes allowed
the study of the ion distribution functions which could then be compared
to particle energies estimated using the characteristics of the waves.
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Chapter 1

Introduction

Solar-terrestrial physics has its origins in the observation of the aurora and the discov-
ery of the geomagnetic field. The magnetic and auroral activity were first discovered
to be related in 1741 by Olef Hiorter, though it wasn’t until Kristian Birkland’s third
expedition to northern Norway in the early 1900’s that the aurora had been associ-
ated with currents flowing along magnetic field lines. We now know that perturbations
in the magnetic field are often due to currents driven by electric fields flowing in the
ionosphere. Solar-terrestrial physics forms a part of the larger subject of space plasma
physics where the main concern is the complex interaction of energetic charged parti-
cles with electric and magnetic fields. The complexity of this interaction arises from
the fact that the electric and magnetic fields which affect the motion of these particles
are in turn affected by the motion of the charged particles.

This thesis focuses on the pulsations in the Earth’s magnetic field that are driven
by populations of these energetic charged particles as they drift azimuthally around the
planet. These pulsations are called ultra low frequency (ULF) waves, which have a
typical range of frequencies of 1 mHz - 1 Hz. ULF waves are an important mechanism
in space plasma physics as they are responsible for transporting energy, momentum
and information around magnetised planets. At the Earth, ULF waves may be driven
by forces external to the magnetosphere directly related to the solar wind such as the
rippling at the magnetopause caused by a Kelvin-Helmholtz instability driving a field
line resonance deeper in the magnetosphere. Also, ULF waves driven indirectly by the
solar wind, by processes internal to the magnetosphere, are common at Earth and are
the mechanism to be studied in this thesis.
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1.1 The Sun and the Solar Wind

The remainder of this chapter will give a brief description of some of the important
systems involved in the study of solar-terrestrial physics. A brief description of the
Sun and the importance of the solar wind will be discussed. This will be followed by
an overview of the Earth’s magnetosphere. Finally there will be an introduction to the
ionosphere and its structure.

1.1 The Sun and the Solar Wind

The Sun is a ball of mostly ionised hydrogen (~90%) and helium (~10%) gas held to-
gether by its own gravity. It has a radius of ~109RE (696,000 km) and is about 330,000
times as massive as the Earth at 2 × 1030 kg. The centre of the Sun is hot enough to
fuse hydrogen into helium, further adding to the heat. The heat created by the Sun is
seen in the photosphere, the light emitting part of the Sun’s atmosphere, at tempera-
tures of about 4200 K. This temperature increases out through the chromosphere and
the corona to around 2 × 106 K at 75,000 km (Erdélyi and Ballai, 2007). The effec-
tive black body temperature of the Sun is approximately 5,785 K (Hanslmeier, 2007)
where, during active periods, there may be enhancements in the x-ray or the radio wave
end of the electromagnetic spectrum.

It is important to remember that most of the activity seen at Earth is powered by
our Sun. The Sun supplies energy to the Earth’s plasma environment through the
photoionisation of gases in the upper atmosphere and by coupling with the solar wind.

Due to the high temperatures present in the Sun’s corona, the hydrogen and he-
lium present can become completely ionised. This completely ionised gas experiences
pressures that are too high for gravity to contain it, causing it to stream out away from
the Sun, forming the solar wind. The solar wind’s properties are controlled by solar
activity and is a medium by which the solar activity can be transmitted to other objects
in the solar system such as comets and planets.

The solar wind is a hot, tenuous plasma which flows at highly supersonic speeds
which typically range from 200 km s−1 to greater than 1000 km s−1 at 1 Astronomical
Unit (~1.5 × 108 km). The electron and ion densities observed at 1 AU from the Sun
are typically about ~7 cm−3 each with an IMF field magnitude of approximately 7 nT.

Due to the high degree of ionisation, the solar wind is a highly conductive plasma.
The conductivity is high enough for the diffusion of the magnetic field to be negligible.
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1.1 The Sun and the Solar Wind

This results in the Sun’s magnetic field becoming bound to the plasma and is known
as the ‘frozen-in-flux’ theorem which will be discussed further in Chapter 2. Because
the magnetic field generated by the Sun is frozen in to the plasma, and the plasma is
streaming away from the sun, the magnetic field is dragged along with the solar wind
forming the interplanetary magnetic field (IMF).

Figure 1.1 shows what happens when the IMF is bound to the solar wind as it
streams away radially from the Sun. If a parcel of plasma were emitted from the Sun
and were to travel away from the Sun radially then, as the Sun rotates, the magnetic
flux tube which the plasma exists on becomes twisted causing the IMF to become more
azimuthal as it gets farther from the Sun. This is known as the Parker Spiral as it was
predicted by Parker (1958).

Figure 1.1: Spiral emission of solar wind plasma - Diagram showing the twisting of a
flux tube while several parcels of plasma are emitted from the Sun as it rotates. Figure
taken from Kivelson and Russell (1995).

As the solar wind drags the Sun’s magnetic field outward, this leads to the IMF
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1.2 Earth’s Magnetosphere

being almost parallel to the Earth’s ecliptic plane when measured close to the ecliptic
plane. The field lines that have a footprint in the northern hemisphere of the Sun
are anti-parallel to those with a footprint in the southern hemisphere of the Sun, thus
forming an interplanetary current sheet. The current sheet forms a ‘ballerina skirt’
shape like that shown in Figure 1.2 due to the complex nature of the Sun’s magnetic
field structure and its offset from the rotational dipole.

Figure 1.2: Parker spiral - Artist’s impression of the variation in the location of the
interplanetary current sheet. Figure taken from NASA

Due to the shape of the interplanetary current sheet, the Earth often switches be-
tween being above or below the current sheet and therefore the IMF at Earth frequently
changes polarity. This frequent variation of the direction of the IMF near Earth coupled
with the natural variability in the solar wind makes the plasma environment near Earth
very dynamic, allowing for interesting interactions with the Earth’s magnetosphere.

1.2 Earth’s Magnetosphere

1.2.1 Magnetospheric Cavity

The concept of the Earth’s magnetosphere was first conceived by Chapman and Fer-

raro (1931) with the idea that the solar wind and IMF would not mix with the Earth’s
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1.2 Earth’s Magnetosphere

magnetic field and its associated plasma environment. The two different fluids would
not mix due to the plasma in both environments being considered ‘frozen-in’ to their
associated magnetic fields, so the IMF would drape itself around the terrestrial field as
shown in Figure 1.3 to form a magnetic cavity containing the Earth and its own plasma
and magnetic field totally separate from the IMF and the solar wind.

Figure 1.3: Magnetic cavity formation - A visual representation of how the solar wind
would advance and surround the magnetic cavity carved out by the Earth’s magnetic field,
taken from Chapman and Bartels (1940).

The boundary where the two plasma populations meet, but do not mix, is called the
magnetopause. At the magnetopause currents named the Chapman-Ferraro currents
flow between the two plasmas. Figure 1.4 shows where these currents would flow in
the noon-midnight meridian when the assumption is made that the IMF is zero and
there is no interaction between the IMF and the terrestrial field. In this simplified case
the magnetosphere contains a completely closed set of currents.
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1.2 Earth’s Magnetosphere

Figure 1.4: Magnetospheric current cross section - Cross section of the magnetosphere
along the noon-midnight meridian, where there is no magnetic reconnection and all current
systems remain completely closed within the magnetosphere, from Kivelson and Russell
(1995).
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1.2 Earth’s Magnetosphere

The formation of the Chapman-Ferraro currents is explained by Kivelson and Rus-

sell (1995) using Figure 1.5 where the left of the diagram is the the solar wind, the cen-
tre is the magnetopause and the right is the Earth’s magnetosphere. In this example, the
IMF is assumed to be negligible, as is the plasma density within the magnetosphere.
The incoming solar wind particles (from the left) with a velocity u cross the boundary
and sense the magnetic field oriented in the z direction. When a charged particle moves
in a magnetic field it gyrates, the direction of which is dependent upon the charge of
the particle. As the electrons and ions sense the Earth’s magnetic field, they gyrate in
opposite directions within the magnetopause and return to the solar wind, resulting in a
net current within the magnetopause. The motion of plasma particles within magnetic
fields will be discussed in greater detail in Chapter 2.
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Figure 1.5: Chapman-Ferraro current - Simple illustration of the formation of the
Chapman-Ferraro magnetopause current.

The magnetospheric cavity is shaped by the interaction with the solar wind. The
day-side of the magnetosphere is forced towards the Earth by the plasma and mag-
netic pressures exerted upon the magnetopause by the solar wind, but is balanced by
pressures within the magnetosphere. At Earth, due to the low plasma pressure within
the magnetosphere close to the magnetopause and the insignificant magnetic pressure
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1.2 Earth’s Magnetosphere

provided by the IMF, this pressure balance can be approximated as

Psw =
B2

2µ0

, (1.1)

where Psw is the pressure exerted by the solar wind andB is the magnetic field strength
within the magnetopause. The balance of these pressures places the radial distance of
the Earth’s magnetopause at ~10 RE (Pisacane, 2005) along the Earth-Sun line. The
pressure balance for other parts of the magnetopause away from the Earth-Sun line
differ in the way that the component of the force provided by the solar wind that is
pushing towards the planet gets smaller, allowing the boundary to flare out. The pres-
sure from the solar wind on the magnetosphere is reduced on the night-side allowing
the magnetotail to become elongated.

As the highly supersonic solar wind approaches the Earth’s magnetosphere it forms
a shock wave known as the bow shock. The plasma in this region slows down to
subsonic speeds in order to be able to travel around the magnetosphere and as a result
becomes compressed and heated. The region of shocked plasma that surrounds the
magnetopause is known as the magnetosheath.

Figure 1.6 shows the structure of the Earth’s magnetosphere including the various
current systems, plasma regions and fields. The currents are presented as red arrows,
the magnetic field is represented by thin blue lines with arrows and the plasma pop-
ulations are the shaded grey areas all of which has been inferred from spacecraft ob-
servations (Kivelson and Russell, 1995). It is apparent from this figure that the Earth’s
magnetosphere can be divided up into regions with specific characteristics.

One such region present in the magnetosphere is the plasmasphere, where relatively
cold, dense plasma is held close to the Earth in the region of space occupied by the Van
Allen radiation belts. This region of plasma typically extends to just a few Earth radii
and contains particle densities around ~103 cm−3 Gallagher et al. (1988) and energies
of around 1 eV (Chang and Union, 1986). This region ends between 3 and 5 RE from
the Earth where there is a sharp boundary called the plasmapause.

Another region of plasma is the central plasma sheet which is typically hotter and
lower in density than the plasmasphere with typical densities of ~0.1-1 cm−3 and keV
electrons (e.g., Baumjohann et al., 1989; Huang and Frank, 1994; Wing and Newell,
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1.2 Earth’s Magnetosphere

Figure 1.6: Regions of the magnetosphere - Diagram of the different regions of the
Earth’s magnetosphere, from Frey (2007)
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1.2 Earth’s Magnetosphere

1998). The plasma sheet typically exists on closed field lines though it may contain
plasmoids.

The tail lobes of the magnetosphere contain very low densities of plasma. The
plasma density in this region is typically less than 0.1 cm−3 (Gosling et al., 1985)
though the particle energies typically range from 5 - 50 keV. Magnetic field lines in
the tail lobes are thought to be open to the solar wind and the composition of the ions
suggests that their origin is in the ionosphere (Kivelson and Russell, 1995).

Separating the tail lobes from the magnetosheath is the plasma mantle. In the
plasma mantle the bulk flow of the particles is tailward, parallel to the geomagnetic
field at speeds of 100 - 200 km s−1 where the speed of the flow has been shown to
correlate with the flow speeds within the magnetosheath (Rosenbauer et al., 1975).
The plasma that populates the plasma mantle is a mixture of magnetosheath particles
which would have entered the cusp along open field lines and ionospheric particles that
have flowed up field lines from the polar cap (Banks and Holzer, 1969; Rosenbauer

et al., 1975). This flow from the polar cap is known as the ‘polar wind’.

1.2.2 Dungey Cycle

It is often appropriate to assume that the frozen-in-flux approximation holds up well in
space plasmas, though there are some regions where this approximation breaks down.
One such area where the frozen-in-flux approximation breaks down is in regions where
there are anti-parallel magnetic fields present, such as the day-side magnetopause dur-
ing a southward pointing IMF as postulated by Dungey (1961). The regions where
this breakdown occurs are called neutral points and field lines are able to reconfigure
themselves in order to connect the two magnetic fields from the previously separate
fluids as demonstrated by Figure 1.7.

Dungey (1961) suggested that this reconnection of the IMF and the Earth’s mag-
netic field were likely to occur at neutral points both on the day-side magnetopause
and in the night-side magnetotail during a southward facing IMF. The day-side neutral
point in Figure 1.8 is the point along the magnetopause where the ‘closed’ field line
1 intersects the IMF field line. Closed field lines are defined as field lines with both
footprints in the Earth’s ionosphere and open field lines have only one footprint in the
ionosphere as the other is connected to the IMF. The closed field line at 1 becomes two
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1.2 Earth’s Magnetosphere

Figure 1.7: Magnetic reconnection - Demonstration of the magnetic configuration at a
neutral point or X-line, taken from Finn (2006).

open field lines 2 and 2’ which get dragged past the Earth by the solar wind. Eventu-
ally these field lines stretch in the magnetotail (field lines 4 and 5) until they become
anti-parallel, forming another neutral point where 6 and 6’ intersect. At this point re-
connection occurs, closing a field line (7) close to the Earth and releasing another field
line away from the neutral point 7’. The newly closed field lines dipolarise (8) and
convect around to the day-side magnetosphere for this process to repeat.

This process of opening flux on the day-side magnetosphere and closing flux in
the magnetotail is known as the Dungey Cycle. Figure 1.8 also shows that as the field
lines evolve from the reconnection on the day-side to forming a neutral point in the
night-side, they convect over the polar cap from noon to midnight. After reconnection
in the tail the field lines then convect azimuthally back to the day-side magnetosphere
forming a twin cell convection pattern. Due to the transport of flux across the polar
cap, an electric field E = vSW×BSW is sensed by the plasma in the polar cap directed
from dawn to dusk (Belmont et al., 2013).
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1.2 Earth’s Magnetosphere

Figure 1.8: Dungey cycle - Diagram showing the evolution of magnetic field lines that
make up Earth’s magnetosphere as they convect around the polar cap due to the Dungey
Cycle. Field lines are numbered in order from the field line which reconnects with the IMF
on the day-side magnetopause (1) where their associated ionospheric footprints are shown
in relation to the northern polar cap. (Taken from Kivelson and Russell (1995).
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1.2 Earth’s Magnetosphere

1.2.3 Substorms

The Dungey Cycle for times when there is a southward component of the IMF does
not always manifest in a constant rate of magnetic reconnection on both the day-side
and night-side of the magnetosphere. Often it requires there to be a large build up of
open flux within the magnetotail for the reconnection to occur. The reconnection in
the magnetotail is quite sudden and intense, closing large amounts of magnetic flux in
a relatively short period of time. This phenomenon is known as a substorm.

The near-earth neutral-line (NENL) model (McPherron et al., 1973; Russell and

McPherron, 1973; McPherron, 1991; Baker et al., 1996; Baumjohann and Nakamura,
2001) describes the different stages of a substorm in detail. The start of the substorm
occurs when there is a southward component to the IMF. While there is a southward
IMF, field lines are able to reconnect on the day-side magnetopause, adding open flux
to the polar cap. This open flux is then transported across the polar cap and stored
in the outer lobes of the magnetotail surrounding a distant neutral point (or X-line).
The flow of flux from the day-side to the night-side initiates convection towards the
reconnection region, but the flow is slowed by the finite conductivity of the ionosphere
so flux is forced to build up within the magnetotail. The build up of flux in the tail
and reduction of the day-side flux increases the flaring of the magnetosphere and thus
increases the dynamic pressure on the magnetopause. The pressure on the tail of the
magnetosphere causes the night-side plasma sheet to thin as shown in Figure 1.9a.
This stage is known as the growth phase of the substorm and can be associated with an
enlargement of the auroral oval due to the increase of flux within the polar cap.

According to the NENL model, near the end of the growth phase, the ions stop be-
having adiabatically in the cross-tail current sheet due to the lack of a vertical (North-
South) component in the magnetic field so magnetic reconnection can start at a new
X-line. As the field lines reconnect at the new X-line, closed loops of flux form a
plasmoid between the X-lines as shown by Figure 1.9b. As more field lines reconnect,
the central plasma sheet thins and the reconnection rate increases rapidly. If the re-
connection severs all of the field lines connected to the original distant X-line from the
ionosphere then the substorm expansion occurs, otherwise the event halts and is known
as a pseudo-breakup (Baker et al., 1996).
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1.2 Earth’s Magnetosphere
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Figure 1.9: NENL substorm model - (a) Diagram illustrating the thinning of the plasma
sheet due to the increase of flux being stored in the magnetotail during the growth phase
of a substorm. (b) Following the thinning of the plasma sheet, a near Earth neutral line
forms. (c) Magnetospheric configuration during the expansion phase of a substorm where
a plasmoid formed between the two X-lines starts to accelerate tailwards. Figure based on
Figures 13.21, 13.22 and 13.23 of Kivelson and Russell (1995)
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1.2 Earth’s Magnetosphere

During the Expansion phase of the substorm, the open field lines start reconnecting
at the new X-line as illustrated by Figure 1.9c. The magnetic tension on the recon-
nected field lines that surround the plasmoid act to accelerate the plasmoid tailward.
Field lines reconnected at the new X-line also act to create new closed field lines. The
X-line then proceeds to move tailward and the plasma sheet starts to thicken. Eventu-
ally the X-line will reach a distant location in the tail and auroral disturbances will die
off as the magnetosphere returns to its original state during the substorm’s recovery
phase.

The substorm has also been described in terms of the aurora produced during the
event. A study by Akasofu (1964) described the development of the auroral substorm.
Initially the aurora is calm and forms homogeneous arcs as shown in panel (a) of
Figure 1.10 where the auroral arcs are presented in a polar plot projected over the
north pole where noon is at the top and the concentric circles represent latitude. The
auroral substorm starts off with an initial sudden brightening of the aurora caused by
the injection of plasma particles into the inner magnetosphere as shown in panel (b),
shortly followed by the poleward expansion of the aurora for several minutes until
it reaches its highest latitude as yet more plasma is injected in panels (c) and (d).
Eventually, after the expansion phase, the recovery phase will start. During this phase
the aurora will move equatorward and reduce in brightness as shown in panels (e) and
(f).

During a substorm, there is diversion of the tail current into the ionosphere known
as the substorm current wedge (SCW). When the tail field collapses, the current flows
down the magnetic field lines to close in the ionosphere forming a westward auroral
electrojet as shown in Figure 1.11 (McPherron et al., 1973). This current system has
been shown to have a distinctive signature in mid-latitude ground magnetometer data
as presented in Figure 1.12. Between the two field-aligned currents, it is expected
that there would be a symmetric peak in the north-south component (H) and an anti-
symmetric perturbation in the east-west component (D) with a positive peak near the
westward field aligned current and a negative peak near the eastward field aligned cur-
rent. The HDZ coordinate system often used to express ground magnetometer data is
presented in Figure 1.13 with the geographically-oriented XY Z coordinate system. In
both coordinate systems, the Z component points downward, towards the centre of the
Earth. The X and Y components are oriented such that X points towards geographic
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1.2 Earth’s Magnetosphere

Figure 1.10: Auroral substorm - Diagram illustrating the development of the auroral sub-
storm from onset, through the expansion phase to the recovery phase by Akasofu (1964).
Each panel presents the aurora in a polar plot projected over the northern hemisphere
where the concentric circles represent the latitude and the orientation is such that noon is
at the top of the plot.
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1.2 Earth’s Magnetosphere

Figure 1.11: Substorm current wedge - Illustration of the formation of the substorm
current wedge due to the tail field collapse, diverting the tail current along field lines and
through the ionosphere. (Taken from Clauer and McPherron (1974).)

Figure 1.12: Magnetic bays - Diagram showing the ‘bays’ expected to exist in the North
(H) and East (D) components of the Earth’s magnetic field near to the substorm current
wedge by Clauer and McPherron (1974).
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1.2 Earth’s Magnetosphere

north and Y points geographically east. The H and D components are obtained by
rotating the X and Y components through the declination angle, θ, so that H points in
the direction of the local horizontal magnetic field.
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Figure 1.13: Ground magnetometer coordinate systems - The coordinate systems used
by ground magnetometers are typically given in either HDZ or XY Z coordinates. In
both systems, Z is orientated towards the centre of the Earth (see left of diagram). The
X and Y point to geographic north and east, respectively. In the HDZ system, the X
and Y components are rotated through the local declination angle, θ, such that H is in the
direction of the local horizontal field.

The detection of substorms using their auroral signature will be discussed more in
Chapters 4, 5 and 6. The use of ground magnetometer data and the Auroral Electro-
jet indices to detect and locate substorms using magnetic perturbations caused by the
substorm current wedge is described in detail in Chapters 6 and 7.

1.2.4 Geomagnetic Activity Indices

1.2.4.1 Auroral Electrojet Indices

A series of indices based on data from several auroral zone ground magnetometers
known as the Auroral Electrojet indices (Davis and Sugiura, 1966) are sensitive to sub-
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1.2 Earth’s Magnetosphere

storm activity. They monitor the global electrojet activity by observing perturbations
that ionospheric currents make to the H component of the magnetic field. In the event
of a substorm, the AU (upper) and AL (lower) indices both depart from their typical
background values where AU typically increases and AL decreases due to ionospheric
currents (Gjerloev et al., 2004). The AE index is the difference between AU and AL
(AU-AL) and provides a measure of the overall horizontal current strength while the
AO index is the average of AU and AL and provides a measure of the equivalent zonal
current.

Figure 1.14 shows a typical example of a substorm signature in the AU and AL
indices taken from McPherron and Manka (1985). The onset of the substorm in this
figure (10:54 UT) is marked by an increase in the rate of the decrease of AL, further
increases in the rate of AL after onset are intensifications. The AL index will con-
tinue to decrease during the expansion phase of the substorm. Once the AL index has
reached its minimum value and begins to return to its normal value, this is the start of
the substorm recovery phase.

Figure 1.14: Auroral Electrojet signatures of a substorm - Stages of a substorm in
terms of the AU and AL indices, taken from McPherron and Manka (1985).
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1.2 Earth’s Magnetosphere

1.2.4.2 DST Index

The Dst (Disturbance Storm Time) index is a measure of the perturbation in the H
component of the Earth’s magnetic field measured by several magnetometers near the
equator due to changes within the ring current. Enhancements in the Earth’s ring cur-
rent induce a magnetic field anti-parallel to that of the Earth causing a decrease in
the horizontal field strength, H , near the Equator. Reductions in ring current intensity
have the opposite effect, resulting in an increase in H near the equator. The DST in-
dex is calculated by averaging the departure of H from its baseline value for all of the
magnetometer stations used (WDC Kyoto Observatory).

During a geomagnetic storm, the DST index can provide a measure of the storm’s
intensity, where a more severe storm is marked by a larger decrease in the value of
DST . DST typically shows a sudden rise at the start of the storm indicating the ‘sudden
commencement’ of the storm. This sudden rise in DS is then immediately followed
by a sharp decrease as the ring current intensifies - signifying the main phase of the
storm which may last a few days. At the end of the main phase of the storm, the DST

index gradually returns to quiet-time levels as the ring current reduces in intensity, thus
marking the recovery phase (Hamilton et al., 1988).

1.2.4.3 KP Index

The Kp (a German acronym:‘planetarische Kennziffer’ or planetary index) index pro-
vides an indication of geomagnetic activity where oneKp value is produced every three
hours (Wing et al., 2005) from the degree of disturbance in the H and D components
of the magnetic field (GFZ Potsdam). It is calculated using 13 ground magnetometer
stations outside of the auroral zone and can have one of 28 values between 0 and 9
(0o, 0+, 1, 1o, 1+, 2-, 2o, 2+, ..., 8o, 8+, 9-, 9o) where values of Kp = 5 or more
correspond to storm-time levels of geomagnetic activity (National Geophysical Data

Center, NOAA).
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1.3 Earth’s Ionosphere

1.3.1 Structure

The Earth’s ionosphere forms part of the upper atmosphere from ~60 - 600 km altitude.
The ionosphere is a naturally formed, weakly ionised plasma, although it is ionised
enough to affect the propagation of radio waves. In 1901 Guglielmo Marconi made
use of the ionosphere’s ability to alter the propagation of radio waves by transmitting a
signal across the Atlantic ocean from Cornwall to Newfoundland. Arthur Kennelly and
Oliver Heaviside suggested that the radio waves transmitted by Marconi were reflected
by the highly conductive ionosphere. The ionosphere plays an important role in the
physics of ULF waves as it is considered as one of the main sinks of wave energy.

There are three main layers to the Earth’s ionosphere named D, E and F. The first of
these to be discovered was the E layer which had this letter as E was used to represent
the electric vector for the down-coming wave. When the next reflective layer was
discovered above the E layer, the letter F was used to symbolise the electric vector
of a down coming wave from this layer. It was therefore logical to name the layer
later discovered below the E layer to be D, leaving A, B and C for other potential
reflective layers. Figure 1.15 shows the typical electron densities of the three layers of
the ionosphere as a function of height for both night and day time.

The D layer of the ionosphere exists between approximately 70 and 90 km altitude
during the daytime. Ionisation of this layer is caused primarily by the absorption of
X-rays and Ly-α emissions. This region is relatively dense; dense enough for both 2
and 3 body collisions to be common. Negative ions may also form in this region at
night when there is little visible or UV light to break them down (Rishbeth, 1988).

The E layer of the ionosphere lies above the D layer at ~100 - 120 km. Photoionisa-
tion in this region is mainly due to X-rays and EUV, forming mainly NO+ and O+

2 ions.
The atmosphere is more rarefied here so only 2 body collisions would usually occur
at this altitude, so atomic ions cannot recombine as easily with electrons as molecular
ions can (Rishbeth, 1988).

The F layer is split into two - the F1 and F2 layers. The F1 layer consists primarily
of NO+ and O+

2 ions ionised by EUV radiation between 150 and 180 km. The F2 layer
lies above the F1 layer, but this layer does not absorb much ionising radiation so it
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1.3 Earth’s Ionosphere

Figure 1.15: Ionospheric electron densities - Typical electron density profiles in the
mid-latitude ionosphere for day and night, taken from Rishbeth (1988).
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1.4 Thesis Overview

consists mainly of ions created by the F1 layer. The larger peak in the electron density
in the F2 layer is due to the lower rate of electron loss (Rishbeth, 1988).

1.3.2 Ionospheric Current Systems

The ionosphere is considered a quasi-neutral plasma so there can be no divergence in j.
Its high conductivity due to the existence of free electrons and ions quickly neutralises
any electric field present by the flow of electric currents. The ionosphere has three
main associated conductivities - longitudinal conductivity, σ0; Pedersen conductivity,
σP and Hall conductivity, σH .

The longitudinal conductivity is in the direction of the electric field parallel to the
magnetic field (E‖) and is primarily carried by electrons as they are more mobile.
The Pedersen conductivity flows in the direction of the electric field perpendicular
to the magnetic field (E⊥) and is mainly carried by ions, peaking at around 125 km
altitude. The Hall conductivity is in the direction which is normal to both the electric
and magnetic fields and is carried primarily by electrons which form the main part of
all of the ionospheric currents. Ohm’s law for the ionospheric currents is (Rishbeth,
1988)

j = σ0E‖ + σPE⊥ + σH(
B× E⊥

B
). (1.2)

Figure 1.16 is a diagram of the current systems present within the magnetosphere.
All of the currents aside from the ring current (dotted line) close within the ionosphere.
Both region 1 and 2 Birkland currents are field-aligned currents, connected to the mag-
netopause current, and close across the polar cap as shown. Partial ring currents close
in the ionosphere as auroral electrojets. The dashed line illustrates the tail current di-
verted due to a substorm breakup, forming the substorm current wedge, which closes
within the ionosphere as a westward electrojet.

1.4 Thesis Overview

Chapter 2 of this thesis will introduce the theory behind ULF waves, beginning with
the basics of space plasmas. Chapter 3 will discuss in detail some of the results from
previous literature relevant to the study of ULF waves. Chapter 4 will give a description
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1.4 Thesis Overview

Figure 1.16: Schematic of magnetospheric current systems - Schematic showing the
current systems responsible for geomagnetic activity, from Kivelson and Russell (1995).

of the instrumentation and some of the data analysis techniques used in this thesis.
Chapter 5 explores the suggestion made by Yeoman et al. (2010) that the characteristics
of ULF waves may be related to the proximity to the substorms that drive them with a
statistical study of 83 substorm-driven waves. Chapter 6 examines the results obtained
in Chapter 5 further by looking at events where more than one wave was observed at
different locations relative to the location of particle injection. Chapter 7 makes use of
in-situ data to observe and study the particle populations as they drive this class of ULF
wave. Finally, Chapter 8 will provide a summary of this thesis and discuss potential
future work in this field.
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Chapter 2

Plasma Physics and
Magnetohydrodynamic Wave Theory

2.1 Individual Particle Motion in an Electromagnetic
Field

Plasma particles behave differently to their neutral gas counterparts in that electric and
magnetic forces dominate over thermodynamic forces. The equation of motion of such
a particle can be obtained by combining Newton’s second law, F = ma, with the
Lorentz forces, F = q(E + v × B), to give Equation 2.1 where m is the mass of the
particle, q is the charge, E is the electric field vector, B is the magnetic field vector and
v is the particle’s velocity vector.

m
dv

dt
= q(E + v ×B) (2.1)

In this section we discuss the motion of individual charged particles in various
steady electric and magnetic field configurations where E and B are assumed to vary
slowly in time.

2.1.1 Motion in a Constant Magnetic Field (E = 0)

In this situation we assume that there is no electric field present, a constant magnetic
field oriented in the ẑ direction, and the particle velocity vector, v, can be split up in to

25



2.1 Individual Particle Motion in an Electromagnetic Field

three Cartesian components as described in 2.2.

v = vxx̂ + vyŷ + vzẑ

B = Bẑ (2.2)

E = 0

Equation 2.1 can then be expressed in each of its Cartesian components as shown
in 2.3.

(a)
dvx
dt

=
qB

m
vy

(b)
dvy
dt

= −qB
m
vx (2.3)

(c)
dvz
dt

= 0

Equations 2.3 (a) and (b) can be combined to form Equation 2.4 - a one dimensional
equation of simple harmonic motion (SHM) where Ω defines the gyrofrequency of the
particle.

d2vx
dt2

= −
(
qB

m

)2

vx = −Ω2vx (2.4)

Equations 2.5 (a) and (b) are both solutions of Equation 2.4 where v⊥ is the com-
ponent of the particles velocity perpendicular to B and φ is the phase of the oscillation.

(a) vx = v⊥ cos(Ωt+ φ)

(b) vy =
1

Ω

dvx
dt

= −v⊥ sin(Ωt+ φ) (2.5)

where v⊥ =
√
v2
x + v2

y

Integrating Equations 2.5 (a) and (b) with respect to time provides use with Equa-
tions 2.6 (a) and (b). These equations show how charged particles with a velocity
component perpendicular to the magnetic field gyrate with a gyroradius of rg = v⊥

Ω

and a gyroperiod τ = 2π
Ω

around the field line at the position (x0, y0).
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2.1 Individual Particle Motion in an Electromagnetic Field

(a) x(t) = x0 +
v⊥
Ω

sin(Ωt+ φ)

(b) y(t) = y0 +
v⊥
Ω

cos(Ωt+ φ) (2.6)

As Ω is a function of mass, both rg and τ must be a function of mass too such
that the gyroradius and gyrofrequency of and electron would differ to that of a proton.
Also, the direction of the gyration is dependent upon q, so electrons and ions gyrate
in opposite directions, forming current loops which produce a magnetic field which
opposes that of the background field, B.

Also, it can be proven using Equation 2.1 whereE = 0 that, where there is a steady
magnetic field, the speed of a particle remains constant.

m
dv

dt
= q(v ×B) (2.7)

By taking the dot product of Equation 2.7 with v,

mv · dv
dt

= m
d

dt

(
1

2
v · v

)
=

d

dt

(
1

2
mv2

)
= qv · (v ×B) (2.8)

where v · (v ×B) = 0

∴
d

dt

(
1

2
mv2

)
= 0

we can show that there is no change in the total kinetic energy of the particle as it gy-
rates through the magnetic field. Due to the constancy of the particle’s kinetic energy,
the speed of the particle must also remain constant such that,

v =
√
v2
⊥ + v2

‖ = constant (2.9)

where v⊥ is the component of v perpendicular to B and v‖ is parallel to B.
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2.1 Individual Particle Motion in an Electromagnetic Field

2.1.2 Magnetic Mirroring (E = 0)

Figure 2.1 shows the scenario in which a steady magnetic field becomes stronger along
the path of a gyrating charged particle. In this diagram, the gradient of the magnetic
field and v‖ are both oriented along the z axis where there is a component of the Lorentz
force acting in the opposite direction. The component of the Lorentz force acting in
the −z direction must cause v‖ to reduce as the particle penetrates into the stronger
field, but as Equation 2.9 must remain true, v⊥ must therefore increase accordingly.
The increase leads to a larger component of the Lorentz force in the −z direction,
eventually leading to the mirroring of the particle.

qv×B
B

Converging
magnetic field

B1 B2

B2 > B1

r
z

ϕ̂

^
^

Figure 2.1: Magnetic mirroring - Diagram showing converging magnetic field lines in
the ẑ direction. The path of a particle gyrating around the z-axis with a component of its
velocity in the ẑ direction is presented as a dashed line, where the Lorentz force on the
particle is indicated by small arrows (Figure courtesy of S.E. Milan).

The location of the mirror point of the particle can be derived using the fact that
∇ ·B = 0 which can be expressed in cylindrical coordinates as

1

r

∂

∂r
(rBr) +

dB(z)

dz
= 0 (2.10)

where it is assumed that there is no twisting of B so Bφ = 0 and that Bz ≈ B(z).
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2.1 Individual Particle Motion in an Electromagnetic Field

Equation 2.10 can then be rearranged and integrated with respect to r to find that

Br = −r
2

dB(z)

dz
. (2.11)

If vφ = −v⊥ (for a positive particle) and vz = v‖, we can calculate the z component
of the Lorentz force as

Fz = −evφBr

= −ev⊥r
2

dB

dz
(2.12)

where r =
mv⊥
eB

which shows that the force is acting in the opposite direction to the gradient in B.
Using Newton’s second law we find that

dv‖
dt

=
Fz
m

= − v
2
⊥

2B

dB

dz

⇒ v‖dv‖ = d

(
v2
‖

2

)
= −v

2
⊥
2

dB

B

where d(v2
‖) = d(v2

⊥) (2.13)

⇒ d(v2
⊥)

v2
⊥

=
dB

B

when integrated becomes ln(v2
⊥) = ln(B) + constant

or
v2
⊥
B

=
v2
⊥0

B0

= constant

where the constant is known as the first adiabatic invariant, where the mirror point,

Bm, occurs when v‖ = 0 or Bm = B0

(
v
v⊥

)2

.
The pitch angle of the particle’s motion relative to the background magnetic field

is a function of both parallel and perpendicular components of the velocity where α =

arctan
(
v⊥
v‖

)
so v⊥ = v sin(α) and v‖ = v cos(α). The first adiabatic invariant can

then be expressed as,

v2 sin2 α

B
= constant

where v is constant so (2.14)

sin2 α

B
= constant
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2.1 Individual Particle Motion in an Electromagnetic Field

which can be used to locate the magnetic mirror point, where α = 90◦, therefore

Bm =
B

sin2 α
(2.15)

which shows that the mirror point depends only upon the pitch angle of the particle,
not its mass, energy or charge.

2.1.3 The Effect of Non-Zero Electric Fields

The previous two sections discussed the motion of individual particles moving in a
steady magnetic field with no electric field present, here we discuss the effect of a
non-zero electric field.

The effect of E parallel to that of B is relatively straight forward. If we consider
that B = Bẑ and E = E‖ẑ then the equation of motion of the particle becomes

dvz
dt

=
dv‖
dt

=
q

m
E‖ (2.16)

as the component of the velocity perpendicular to B would not be affected. This would
result in positive particles moving then the direction of E and negative particles in the
opposite direction in order to reduce the electric field.

The effect of E perpendicular to B is somewhat different to the parallel case. If
we consider that B = Bẑ and E = E⊥ŷ as portrayed in Figure 2.2 then the particle
initially at rest would be accelerated due to the electric field. As the particle gains
velocity, the particle starts to gyrate due to the qv × B term of Equation 2.1. As
the Lorentz force on the particle increases, the particle starts moving in the opposite
direction to the acceleration provided by the electric field, the motion along y will slow
and eventually reverse itself again such that the particle moves in the same direction as
the acceleration due to E, resulting in a hopping motion of the particle. The resultant
flow of particles is in the E × B direction irrespective of charge with a drift velocity
of,

VE×B =
E×B

B2
(2.17)

In a frame of reference which moves with the drift velocity, VE×B, the particles
would appear to be gyrating as ifE = 0 as described in section 2.1.1. This then implies
that the electric field that is felt by the particles is dependant upon what reference frame
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2.1 Individual Particle Motion in an Electromagnetic Field

Ion

Electron

B

E

VExB

Figure 2.2: E×B drift - This diagram shows the E×B drift of both electrons and ions
and the paths traced out by the particles as they gyrate.

the particles are observed in, thus where there is a plasma drift, V there must be an
electric field,

E = −V ×B. (2.18)

2.1.4 Gradient and Curvature Drifts

In space plasmas, such as those within a planet’s magnetosphere, it is often unrealistic
to consider the magnetic field as constant in strength and direction. Such plasmas
experience both gradients in B and curvature of B. Section 2.1.2 explained the effect
of a magnetic field gradient parallel to the field, this section is more concerned with
the effect produced when the gradient is perpendicular to B.

As discussed in Section 2.1.1, a particle in a uniform magnetic field with no electric
field present gyrates around its guiding centre with a radius of,

rg =
v⊥
Ω

=
mv⊥
qB

. (2.19)

As the gyroradius is clearly dependent upon the magnetic field strength, B, it is
obvious that if a particle gyrates in a field with a gradient perpendicular to B that its
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2.1 Individual Particle Motion in an Electromagnetic Field

instantaneous gyroradius must change with time. As the particle gyrates, the radius
will alternate causing the particle to drift with a drift velocity of (Bittencourt, 2013):

vg =
1

2
mv2
⊥
B×∇B
qB3

(2.20)

where the direction of the drift is perpendicular to both the magnetic field, B, and the
gradient in the magnetic field, ∇B. Equation 2.20 also shows that the direction of
vg depends upon the charge of the particles, implying that a current is induced by the
gradient drift of the plasma.

In a dipolar magnetic field, the gyrating particles that traverse the curved field lines
experience a centrifugal acceleration. The gyroradius of the particles increases away
from the curvature of the field and causes the particles to drift perpendicular to the field
and the radius of curvature with a drift velocity of (Bittencourt, 2013),

vc = −
mv2
‖

RcqB2
B× n̂, (2.21)

where Rc is the radius of the field line curvature and n̂ is the unit vector normal to the
curvature. Like the gradient drift, the curvature drift is charge dependant also implying
that a current will form in a plasma in a curved magnetic field.

In a dipolar, or near dipolar magnetic field such as a planetary magnetosphere,
particles are subject to both gradient and curvature drifts. Both of these particle drifts
occur in the same direction and, for the remainder of this thesis, will be considered
together as one gradient-curvature drift.

In the Earth’s magnetosphere, the gradient-curvature drifts are directed such that
electrons drift around the planet eastward and positive ions drift westwards. This
forms the westward flowing current known as the ring current which acts to reduce
the strength of the low latitude magnetic field.

Figure 2.3 shows the combination of the gyromotion described in Section 2.1.1
with the bouncing motion explained in Section 2.1.2 alongside the gradient-curvature
drift for an electron in a dipolar magnetic field. The motion of a positive ion is very
similar, only with a different gyroradius/gyrofrequency and the gradient-curvature drift
acts in the opposite direction.
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2.1 Individual Particle Motion in an Electromagnetic Field

Figure 2.3: Particle motion due to magnetic morphology - An illustration of particle
motion due to the morphology of the magnetic field. The left diagram shows an example
of a particle gyrating along a field line to which it is frozen-in. The middle diagram
shows the bounce motion of a particle trapped between two areas of increasing magnetic
field strength. The diagram on the right shows the drift motion of the particle due to the
gradient and curvature of a dipolar magnetic field, where the drift velocity, Vd, in this case
is eastward like that of an electron within the Earth’s magnetic field. Taken from Kivelson
and Russell (1995)
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2.2 Fluid Dynamics in a Plasma

2.2.1 General Equations

In order to describe a magnetised fluid it is necessary to introduce Maxwell’s equations.
The first of these, Equation 2.22, states that any divergence in an electric field is related
to some finite charge density. The second, Equation 2.23, states that there can be
no overall divergence in the magnetic field, i.e. there are no magnetic monopoles.
Equation 2.24 describes the electric field that is induced in the presence of a time-
varying magnetic field. Finally, Equation 2.25 is the Ampère-Maxwell relation which
relates a current system, j, to the magnetic field. When the electric field varies slowly
with time, the second term on the right hand side of Ampère-Maxwell relation (the
displacement current) may be neglected, leaving only the first term (the conduction
current), forming Ampère’s law.

(a)∇ · E =
ρq
ε0

(b)
∫

E · dS =
Q

ε0
(2.22)

(a)∇ ·B = 0 (b)
∫

B · dS = 0 (2.23)

(a)∇× E = −∂B
∂t

(b)
∫

E · dl = −
∫
∂B

∂t
· dS (2.24)

(a)∇×B = µ0j + µ0ε0
∂E

∂t
(b)
∫

B · dl = µ0I + µ0ε0

∫
∂E

∂t
· dS (2.25)

Equation 2.26 describes how the plasma density, ρ, varies in a plasma where there
are no sources or losses of particles. Here, the rate of change of plasma density is
related to the divergence of the mass flux.

∂ρ

∂t
+∇ · ρv = 0 (2.26)

Momentum in the system must be conserved and can be described by Newton’s
second law:

ρ(
∂u

∂t
+ u · ∇u) = −∇p+ j×B (2.27)

where the left hand side of this equation describes any change of momentum and the
right hand represents the pressure and magnetic forces on the particles.
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Ohm’s law relates the current density, j, to the electric and magnetic fields by

j = σ(E + u×B), (2.28)

where σ is the conductivity of the plasma.

2.2.2 The Frozen-in-flow Approximation

If Equation 2.28 is rearranged for E so,

E = −u×B +
j

σ
. (2.29)

Taking the curl of this equation and applying Faraday’s law gives the induction equa-
tion,

∂B

∂t
= ∇× (v ×B) +

∇2B

µ0σ
, (2.30)

where the first term is the convective term, and the second is the diffusive term. In
highly conductive, almost collisionless plasmas, σ →∞ so the diffusive term vanishes
implying that there is no plasma transport across field lines and it can therefore be
considered frozen into the magnetic flux.

The ratio of the first and second terms on the right hand side of Equation 2.30 gives
the magnetic Reynolds number,

Rm = µ0σuL, (2.31)

where L is a characteristic scale length of the system begin described. For many solar
phenomena, L is large soRm also becomes large implying that changes in the field and
flow of the plasma occur very slowly and the plasma remains frozen-in. Rm typically
becomes small enough for the plasma to be diffusive near current sheets such as the
dayside magnetopause of the Earth where there is a sharp change in the magnetic field
allowing plasma to particles to diffuse from their field lines.
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2.3 MHD Waves

ULF waves are magnetohydrodynamic (MHD) waves which have frequencies that are
lower than the plasma frequency and the ion gyrofrequency and can be created by both
mechanical and electromagnetic forces. They can also be classified by their frequency
and their spectra; quasi sinusoidal waves which have a well defined spectral peak are
known as continuous pulsations (Pc) while activity which has wave power over a range
of frequencies are known as irregular pulsations (Pi). Table 2.1 shows the frequency
bands defined for both continuous pulsations and irregular pulsations. This section will
discuss the physics behind ULF waves and how they may be driven, focusing on those
driven by the bump-on-tail instability.

Pc-1 Pc-2 Pc-3 Pc-4 Pc-5 Pi-1 Pi-2
Period (s) 0.2-5 5-10 10-45 45-150 150-600 1-40 40-150
Frequency 0.2-5 Hz 0.1-0.2 Hz 22-100 mHz 7-22 mHz 2-7 mHz 0.025-1 Hz 2-25 mHz

Table 2.1: Frequency bands for Pc 1-5 and Pi 1-2 waves (Jacobs et al., 1964).

Figure 2.4 shows an example of a Pc-5 pulsation (a) and a Pi-2 pulsation (b) with
their associated Fourier power spectra. The Pc-5 wave presented in the top panel of
Figure 2.4 (a) was detected using the Abisko ground magnetometer (part of the IMAGE
magnetometer network - see Section 4.4.1.1 on page 100) between 8:00 and 10:00 UT
on 29th August 2000. Red, green and blue traces correspond to the H , D and Z

components of the magnetic field, where wave activity is clearly visible in all three
components. The lower panel of Figure 2.4 (a) shows the Fourier power spectrum of
this wave where there are distinct peaks at three different frequencies. The Pi-2 pulsa-
tion presented in Figure 2.4 (b) was detected using the Pinawa ground magnetometer
(part of the CARISMA network - see Section 4.4.1.2 on page 101) on 2nd October
2013. The Fourier spectrum of this wave, shown in the bottom panel of (b), shows that
there is a large range of frequencies present within the Pi-2 pulsation - in contrast to
the Pc-5 class of waves, where waves are much closer to being monochromatic.
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Figure 2.4: Comparison of continuous and irregular pulsations - The top panel of (a)
shows the variations H , D and Z components of the magnetic field (red, green and blue,
respectively), as measured by the Abisko ground magnetometer, due to the presence of a
Pc-5 wave. The lower panel of (a) shows the Fourier spectrum of this wave where there
are peeks at three distinct frequencies. The upper panel of (b) shows the perturbations in
the magnetic field detected by the Pinawa ground magnetometer, in the same format as
(a), due to the presence of Pi-2 pulsations at the onset of a substorm. The Fourier power
spectrum of the wave, shown in the bottom panel, reveals a wide range of frequencies
present in this class of wave.

Following Kivelson and Russell (1995), waves can be described using small per-
turbations to the background magnetic field, plasma pressure and plasma density:

B→ B + b (2.32)

p→ p+ δp (2.33)

ρ→ ρ+ δρ (2.34)

which introduce finite but small E, j and u where

E = −u×B (2.35)

and j =
∇× b

µ0

. (2.36)
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The perturbations are small enough to neglect any non-linear terms, and must satisfy
the following equations,

∂δρ

∂t
+ ρ∇ · u = 0, (2.37)

ρ
∂u

∂t
= −∇δp+ (∇× b)× B

µ0

, (2.38)

∂b

∂t
= ∇× (u×B), (2.39)

∇ · b = 0, (2.40)

where Equation 2.37 is the continuity equation, Equation 2.38 is the modified momen-
tum equation, Equation 2.39 is Faraday’s equation and Equation 2.40 states that there
can be no divergence in the perturbation magnetic field, b. By taking the curl of Equa-
tion 2.39 and combining with Equations 2.35, 2.36 and 2.38 a wave equation can be
obtained:

∇× (∇× E) = − 1

v2
A

d2E

dt2
(2.41)

and vA =

√
B2

µ0ρ
(2.42)

where vA is the Alfvén velocity.

2.3.1 Cold Plasma Waves

In a cold plasma, defined by β � 1 where β is the ratio of the plasma pressure to the
magnetic pressure:

β =
P

B2/2µ0

, (2.43)

the plasma pressure is considered to be unimportant.
For a plane wave oscillating in the x-direction, the perturbed quantities mentioned

above vary proportionally to
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eikxe−iωt = ei(kx−ωt), (2.44)

k =
2π

λ
and ω = 2πf, (2.45)

where λ is the wavelength and f is the wave frequency. The phase speed of this wave
is vph = ω

k
.

In the cold plasma limit where wave is moving along in the x̂ direction, Equations
2.37, 2.38 and 2.39 become

i(ωδρ− kρux) = 0, (2.46)

i[ωρu− k(x̂(b ·B)−Bxb)/µ0] = 0, (2.47)

i[ωb + k(Bxu− uxB)] = 0, (2.48)

respectively, where ∂/∂t = −iω and ∂/∂x = −ik due to the exponential nature of the
waves. If B is assumed to lie in the x− z plane then B = (B cos θ, 0, B sin θ) where θ
is the angle between B and k. The variables in the above equations can be eliminated
to form

[(
w

k
)2 − v2

A sin2 θ]ux + vA sin θ cos θuz = 0 (2.49)

[(
w

k
)2 − v2

A cos2 θ]uy = 0 (2.50)

[(
w

k
)2 − v2

A cos2 θ]uz + vA sin θ cos θux = 0. (2.51)

These equations can be satisfied by two dispersion relations under certain condi-
tions,

(
ω

k
)2 = v2

A cos2 θ. (2.52)

(
ω

k
)2 = v2

A. (2.53)

In the case of a shear Alfvén wave, Equation 2.52 can satisfy the Equations 2.49,
2.50 and 2.51 for any value of uy but only if ux = uz = 0. This means that the
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shear Alfvén wave travels with a phase velocity of vA cos θ and sets the fluid in motion
perpendicular to the plane which contains the k and B vectors.

Figure 2.5a shows the direction of the perturbation vectors where B lies in the
x − z plane. With only small perturbations to the magnetic field, perpendicular to the
background field, the magnetic field strength remains almost constant implying that
there is no compression of field lines or plasma, so the shear Alfvén wave is a non-
compressional wave. As there can be no compression, the perturbed field lines must
remain in phase as presented in Figure 2.5c and the phase fronts of the wave travel in
the direction of B, shear Alfvén waves are therefore field-guided.

In order to satisfy the Equations 2.49, 2.50 and 2.51 with Equation 2.53, uy must
equal zero, while ux and uz automatically satisfy each other. In this case, the fluid is set
in motion in the plane containing B and k. The perturbation vectors for this wave are
displayed in Figure 2.5b, where the perturbation to the magnetic field has a component
parallel to B meaning that the magnetic field strength changes with the wave phase. If
the magnetic field strength changes with the presence of the wave, the magnetic and
thermal pressures must also change making this wave mode a compressional wave,
known as the ’fast mode’.

Figure 2.5d shows that the fast mode wave, unlike the shear Alfvén wave, has a
phase propagation oblique to B so the phase fronts travel in the direction of k rather
than being field-guided. If the wave propagation vector is anything other than parallel
to the background magnetic field, then the phase speed is greater for Equation 2.53
than for Equation 2.52, hence the label ’fast mode’.

The wave energy propagates in the direction of the Poynting flux vector,

S =
1

µ0

E× b, (2.54)

which is shown for both the Alfvén mode and fast mode in Figures 2.5a and 2.5b.
The Poynting flux vector points in the direction along ±B in the case of the shear
Alfvén wave, meaning that energy in information can only be transported along the
field lines with this mode, but the Poynting flux vector for the compressional wave is
in the direction of k enabling energy transfer across field lines.
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Figure 2.5: Alfvén and fast mode wave vectors - Panels (a) and (b) show the perturbation
vectors created by wave activity with respect to the background magnetic field, B, for a
shear Alfvén wave and a fast-mode compressional wave. Panel (c) shows an illustration
of the perturbations on the magnetic field lines in the case of an Alfvén wave where the
separation of the field lines remains constant, i.e. no change of pressure. Panel (d) shows
a similar diagram to (c) but for the fast mode wave, in this case field lines do not remain
parallel and the phase fronts are able to travel at oblique angles to B. Taken from Kivelson
and Russell (1995)
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2.3.2 Warm Plasma Waves

Waves that exist in warm plasmas must take into account the pressure of the plasma as
it cannot be considered negligible as with cold plasmas. The dispersion relation can
be derived in a similar way to that found for the cold plasma but provides a different
result (Kivelson and Russell, 1995):

(ω2 − cos2 θk2v2
A)[ω4 − ω2k2(c2

s + v2
A) + cos4 θk4v2

Ac
2
s] = 0, (2.55)

where cs is the sound speed within the plasma. This equation has three solutions,

(
ω

k
)2 = v2

a cos2 θ, (2.56)

(
ω

k
)2 =

1

2
(c2
s + v2

A ± [(c2
s + v2

A)2 − 4c2
sv

2
A cos2 θ]

1
2 ), (2.57)

where Equation 2.56 is the same solution used for the shear Alfvén waves in a cold
plasma, and Equation 2.57 is the pair of compressional solutions. The quantity in the
square brackets of Equation 2.57 is positive for the fast mode and negative for the slow
mode.

The fast and slow mode waves in the warm plasma are both compressional waves,
or magnetoacoustic waves. They vary the magnetic and thermal pressures as they travel
through a plasma. The difference between the fast mode and the slow mode is that the
total pressure (magnetic and thermal) varies locally to the wave as the perturbations to
the magnetic and thermal pressures are in phase (see Figure 2.6) whereas, in the slow
mode, the perturbations of the two pressures are out of phase.

Figure 2.7 shows the phase velocities and group velocities for fast, slow and inter-
mediate mode waves where the magnetic field direction is upwards in each panel, the
angle with the marked magnetic field direction is the angle that k makes with B and
the distance of the line from the origin represents the magnitude of the velocity. The
left panels are the phase velocities and the right panels are the group velocities while
the top panels represent when vA = 2cs and the bottom panels represent the velocities
when vA = 5

6
cs. The phase velocity of the fast mode wave in both top and bottom

panels is largest when the direction of propagation is perpendicular to the magnetic
field. The phase velocity of the slow mode is highest when the propagation direction
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Slow Mode

Fast Mode

p
,B

B p

p
,B

Figure 2.6: Comparison of thermal and magnetic pressures in compressional waves -
A comparison of the thermal pressure, p, and the magnetic field, B, in fast and slow mode
waves. In a slow mode wave, the magnetic and thermal pressure vary out of phase in order
to keep the total pressure constant while the pressures vary in phase for the fast mode.

is parallel to the field and disappears when it is perpendicular to the field. In the case
of both the group and phase velocities, the fast mode is the most isotropic, whereas the
slow mode wave is only able to carry energy over a small range of angles to B.

Compressional waves can be driven by changes in the total pressure of a system,
or a local pressure perturbation such as that caused on the magnetosphere by the in-
crease of solar wind pressure. The isotropic nature of fast mode waves allows them to
propagate in all directions away from their source, enabling them to carry away excess
pressure. The slow mode is very much field guided and travels along B keeping the
total pressure at a constant by varying magnetic and thermal pressures out of phase.
The slow mode is able to reduce pressure gradient along the magnetic field lines.

Figure 2.5a shows that there is a component of the induced current perturbation,
j parallel to the magnetic field. Field aligned currents (FACs) created by the Alfvén
wave act to reduce the bending of the magnetic field.
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Figure 2.7: Freidrich’s diagrams - Freidrich’s diagrams for the phase (left panels) and
group (right panels) velocities of a fast (F), intermediate (I) and slow (S) mode wave for
va = 2cs in the top panels and va = 5

6cs in the bottom panels. The diagrams are such that
the direction of the background magnetic field is upwards, while the angle made with the
background field is the angle which k makes with B and the distance from the origin is
the phase/group velocity. Taken from Kivelson and Russell (1995)
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2.3.3 Field Line Resonance

Southwood (1974) described the excitation of field line resonances (FLRs) using a box
model magnetosphere similar to that used by Radoski (1971). This simplified model
of the magnetosphere is presented in Figure 2.8 where the ambient magnetic field,
B = Bẑ, points along the z axis. The magnetic field lines are straight and of a finite
length as they are bound by two ionospheres. The plasma density, ρ(x), and magnetic
field strength, |B|, both vary as a function of x so the Alfvén speed also varies in x.

B

x

z

y

Ionosphere

Ionosphere

ρ(x)→

Figure 2.8: Box model magnetosphere - Box model of the magnetosphere where B is
oriented in the z direction. The field lines are straight and bound by two ionospheres. The
plasma inside the box is considered to be cold and may only support Alfvén and Fast mode
waves. The plasma density, ρ, varies with x meaning that vA = vA(x).

Equation 2.41 can be split into its two transverse components:

1

v2
A

d2Ex
dt2
− d2Ex

dy2
− d2Ex

dz2
= −d

2Ey
dxdy

(2.58)
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and

1

v2
A

d2Ey
dt2
− d2Ey

dx2
− d2Ey

dz2
= −d

2Ex
dxdy

. (2.59)

The perturbation electric field for a transverse wave can be described by

E = (Ex(x), Ey(x), 0) exp (i[kyy + kzz − ωt]) (2.60)

which can be substituted into Equations 2.58 and 2.59 to give

(
ω2

v2
A(x)

− k2
y − k2

z)Ex = iky(
dEy
dx

) (2.61)

and

(
ω2

v2
A(x)

− k2
z)Ey = iky(

dEx
dx

)− d2Ey
dx2

(2.62)

which remain coupled as long as ky 6= 0,∞. When ky = 0 the equations decouple and
the two modes propagate separately. Both of these equations can then be combined to
become

d2Ey
dx2

−
k2
y
dK2(x)
dx

(K2(x)− k2
y − k2

z)(K
2(x)− k2

z)

dEy
dx

+ [K2(x)− k2
y − k2

z ]Ey = 0 (2.63)

where K2(x) = w2/v2
A(x).

Equation 2.63 has solutions at two locations, x0 and x1, where the second term on
the left hand side becomes infinite:

K2(x)− k2
z =0 at x = x0 (2.64)

K2(x)− k2
y − k2

z =0 at x = x1 (2.65)

At x0 when ky = 0, the fast mode is reflected because d2Ey
dx2

= 0. As the fast mode
wave propagates away from this location, the sign of the Ey component depends on
the direction which the wave is propagating along x due to K being a function of x,
resulting in a phase change of π across x0. The location at x1 represents the reflection
point for a compressional wave where it is partially reflected and partially transmitted.
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After the fast mode wave crosses x1, it decreases in amplitude until it reaches x0. At
x0, the partially transmitted fast mode wave matches the local Alfvén mode and energy
can be transferred from the fast mode allowing the field lines to resonate. Due to this
local resonance, the amplitude of this wave peaks at x0.

2.3.4 Waves in a Dipolar Field

In the Earth’s magnetosphere, ULF waves stand on quasi-dipolar field lines like those
in Figure 2.9a. They are bound at either end of the field line by the highly conducting
ionosphere. Due to the high conductivity of the ionosphere, the electric field associated
with the wave perturbation and the wave displacement itself must vanish and the ULF
pulsation can be reflected to the other ionosphere.

Figure 2.9b shows the box model of the magnetosphere where the field lines are
bound together between the northern and southern ionospheres. Figure 2.9c shows
what a shear Alfvén wave would look like when projected from the dipolar field onto
the box model, where all of the field lines remain equally spaced from each other,
introducing no compressional components. Figure 2.9d shows what a compressional
wave would look like in the box model, demonstrating where there are increases and
decreases in plasma density.

Due to the boundary condition that the wave must vanish in the ionosphere, the
waves that stand on these field lines must be quantised. The only wavelengths that
can stand on a field line of length l are λ‖ = 2l/n, where n is an integer meaning that
only discrete wavelengths and frequencies may exist. The propagation vector along the
field line for an Alfvén wave is k‖ = k cos θ = 2π/λ‖ and the angular frequency of the
wave is ω = vAk‖. Using this information with Equation 2.42 , the eigenfrequencies
allowed to stand on a field line can be expressed by

f =
nvA
2l

=
nB

2l
√
µ0ρ

, (2.66)

meaning that the frequency is controlled by the length of the field line. This equation
also allows the estimation of ρ using observed wave frequencies.

Figure 2.10 shows the displacement of a field line connected at either end to the
Earth’s ionosphere due to an odd mode/fundamental (a) and an even mode/second har-
monic (b) wave. In the odd mode, the electric field created by the wave is smallest near
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(a)

(b) (c) (d)

Figure 2.9: Dipolar magnetosphere - An illustration of how the box model magneto-
sphere (b) relates to the dipolar magnetic field (a) where the field lines are bound by the
northern and southern ionospheres. Panel (c) shows the magnetic perturbations that would
be present in a shear Alfvén wave where there the field lines remain a constant distance
from each other, causing no compression of the plasma. Panel (d) shows the fast mode
wave where the field lines become more compressed in the same regions that the plasma
density increases (dark shading) and the field lines move apart where the plasma becomes
more sparse (light regions). Based on Figure 11.4 of Kivelson and Russell (1995)
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the ionosphere and largest near the equator. The opposite is true of the displacement
magnetic field, b, where it is smallest at the equator where the field line is pointing in
the same direction, but largest near the ionosphere due to the tilt in the field line. In the
even mode, there is a full wavelength along the field line, the electric field has opposite
polarity in each hemisphere and the maxima in b are both in the ionosphere and at the
equator.

Figure 2.10: Electric and magnetic perturbations in magnetospheric waves - The
perturbations of the magnetic field and the wave electric field for both fundamental (a)
and second harmonic (b) ULF waves. The top diagram shows the displacement of the
magnetic field lines due to these waves and the lower part shows the magnitudes of the
electric field, E, and the perturbation magnetic field, b, along the field line between the
northern and southern ionospheres. From Hughes (1983)

In a dipolar field, a wave variation takes the form ei(mφ−ωt) where m, an integer, is
the azimuthal wave number. The azimuthal wave number of an event is an indicator
of the azimuthal scale size of the wave, where m ∝ 1

λθ
where λθ is the azimuthal

wavelength. Dungey (1963) used three equations,
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(ω2µ0ρ−
1

r
(B · ∇)r2(B · ∇))(

uφ
r

) = ωm(
B · b
r

), (2.67)

(ω2µ0ρ− rB2(B · ∇)
1

r2B2
(B · ∇))(rEφ) = iωB2(B×∇)φ(

B · b
B2

), (2.68)

iωB · b =
1

r
(B×∇)φ(rEφ)− imB2uφ

r
, (2.69)

to describe a wave in a dipolar field using a cylindrical polar co-ordinate system
(r, φ, z) assuming that Bφ = 0. In equations 2.67 and 2.68, the left hand side rep-
resents a one-dimensional wave equation with the derivative along the directions of
the ambient magnetic field, B · ∇, as the only spatial operator. These equations are
coupled by the right-hand side of the equations which depend on the compressional
term, B ·b. Equation 2.69 completes the set of equations by relating B ·b, Eφ and uφ.

It was shown by Dungey that the right hand side of Equation 2.67 disappears when
m = 0. The left hand side then describes the mode in which the electric field varia-
tion is purely radial and the magnetic and velocity perturbations are in the azimuthal
direction. This mode is the toroidal mode, the magnetic perturbations are contained
within an L-shell which becomes decoupled and oscillates independently of any other
L-shell. This type of wave exists without any compressional component so it must be
an Alfvén wave.

Another solution is found when m → ∞. In this case B · b → 0 in order for the
right hand side of Equation 2.67 to remain finite so the right hand side of Equation 2.68
becomes 0. Now Equation 2.68 describes a wave in which the electric field oscillates
purely in the azimuthal direction and the magnetic perturbation and velocity lie within
a meridional plane. This mode is the poloidal mode and due to the radial perturbation
of the magnetic field, this type of wave is capable of altering both magnetic and plasma
pressures implying that it is a compressional wave.

Usually ULF waves in the magnetosphere are observed to have m 6= 0,∞ and
do not satisfy either of the solutions mentioned above and must have a combination
of both toroidal and poloidal components. For a monochromatic wave, the coupling
of the Alfvén and compressional modes is strongest where the compressional mode
matches the local Alfvén mode. The scale size of the observed wave can be related
to the source of the waves energy. Events with m → 0 are large scale events and can
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be either poloidal or toroidal events often driven by sources external to the magneto-
sphere. Events with large azimuthal wave numbers are smaller scale size events and
can often be associated with the wave-particle interactions of recently injected plasma
populations injected into the magnetosphere by substorms.

2.3.5 Instabilities

ULF waves can be driven by any process that alters the equilibrium of the plasmas
where plasma conditions which lead to non-linear growth of waves are known as in-
stabilities. One such method of inducing waves to the Earth’s magnetosphere is from
the shear flow across the magnetopause boundary by the solar wind creating a Kelvin-
Helmholtz instability causing surface waves (e.g. Agapitov et al. (2009)) as described
above. These perturbations send compressional waves into the magnetosphere and
couple with the shear Alfvén waves through field line resonance. Another external
source is a displacement of the magnetopause from a solar wind shock can also send
fast mode compressional waves into the magnetosphere.

Waves also have the ability to grow when the velocity space distribution of plasma
departs from an equilibrium state. Unstable velocity distributions can develop in the
ring current from the injection of energetic particles during storms and substorms.
These instabilities are usually unable to transfer their free energy to the surrounding
plasma directly due to the infrequency of collisions and require other means to return
to equilibrium (Hughes, 1983). One such way of spreading the free energy around is
through wave-particle interactions. The particle distribution functions responsible for
driving ULF waves will be discussed in Section 2.3.6.

In order for there to be transfer of energy between waves and particles, they must
be resonant with each other. For a particle to be in resonance with a ULF wave, it
should have a velocity that matches the phase velocity of the wave. When this is the
case, the particle doesn’t sense any variations due to the wave as the wave would have
been Doppler shifted to zero frequency. Any energy transfer to or from the particle
will be matched exactly by energy loss or gain from the wave.

Resonance can occur when the drift bounce resonance condition (Southwood et al.,
1969)

ω −mωd = Nωb (2.70)
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is satisfied, where ω is the wave angular frequency, m is the azimuthal wave number,
ωd is the angular drift frequency of the particles, ωb is the bounce frequency of the
particles and N is an integer, usually equal to 0 or ±1. When N = ±1, the particles
are in drift-bounce resonance with a second harmonic (even mode) ULF wave as they
bounce between the hemispheres. If N = 0, the particles are in drift resonance with
the fundamental (odd mode) ULF wave where Equation 2.70 becomes

ω −mωd = 0 (2.71)

so the angular drift frequency of the particles must be able to match the azimuthal
propagation of the wave:

ωd =
2πf

m
. (2.72)

Equator

Northern Ionosphere

Southern Ionosphere

Fundamental 2nd Harmonic

Figure 2.11: Drift and drift-bounce resonance - An illustration of the resonant particle
drift and bounce paths in the frame of reference of a fundamental wave (left) and a second
harmonic wave (right). The wave electric field is represented by red and blue shading
where the magnitude of this field is represented by the intensity of the colour. The particle
drift paths are shown for a large equatorial pitch angle particle (solid line) and a small
equatorial pitch angle (dashed line) where the particle with the smaller pitch angle is able
to bounce further along the field line. The particle drift paths for the fundamental wave
are such that the particle remains still in the frame of reference of the wave and senses a
constant electric field. In the case of the 2nd harmonic, the particles must undergo a full
bounce motion in the time it takes to drift one wavelength with respect to the wave in order
to remain in the same sense of the electric field. Diagram adapted from similar diagrams
by Southwood and Kivelson (1982); Hughes (1983).
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Figure 2.11 is a graphical representation of both drift-resonance (left) and drift-
bounce resonance (right) based upon various other representations (e.g., Southwood

and Kivelson, 1982; Hughes, 1983). Both panels are in the frame of reference of the
ULF wave phase velocity so the wave is stationary, where west is to the left and east
is to the right. The wave is bound by the northern and southern ionospheres at the top
and bottom of each panel. The colours represent the opposing directions of the wave
electric field, where the intensity of the colour represents the magnitude of E.

In the left panel of Figure 2.11, the electric field perturbations are representative of
the fundamental mode wave as shown in Figure 2.10a where E is strongest near the
equator and weakest in the ionosphere. For particles to be resonant with this wave,
Equation 2.71 must be true (N = 0). The two vertical lines represent the bounce mo-
tion of two resonant particles in the frame of the wave, where the solid line represents
a particle with a large equatorial pitch angle and the dashed line represents a particle
with a smaller equatorial pitch angle. In this case the particles remain in the same
location relative to the wave and therefore remain within the same local electric field
depression.

In the right panel of Figure 2.11, the electric field perturbations are in opposite
directions in each hemisphere for the second harmonic like that in Figure 2.10b where
there is a minimum at the equator as well as at the ionospheres. Equation 2.70 must
be satisfied for particles to be in resonance with this wave. A solid and a dashed line
represent the paths of two resonant particles where the solid line represents a particle
with a large equatorial pitch angle and the dashed line represents that of a particle
with a small pitch angle. In both cases, for the particles to remain in an electric field
pointing in the same direction as the bounce between hemispheres, they must drift one
full wavelength azimuthally in each full bounce.

Previous work by Chisham (1996) was able to quantify the angular drift frequency
of these resonant particles using parameters based on the location of the particle within
the magnetosphere and geomagnetic activity,

ωd = −6WL(0.35 + 0.15 sinα)

BsR2
E

+
90(1− 0.159Kp + 0.0093K2

p)−3L3 sinφ

BsR2
E

. (2.73)

In this equation, W is the energy of the particle, L is the L-shell, α is the equatorial
pitch angle, Kp is the geomagnetic activity index, Bs is the surface magnetic field
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strength, RE is the radius of the Earth and φ is the magnetic local time of the particle.
The first term on the right hand side of this equation represents the gradient-curvature
drift that is exhibited by a particle of energy W in the magnetosphere. The second
term on the right hand side is the term that quantifies the approximate E × B drift of
the particle based upon the strength of the geomagnetic activity.

In the case of the drift-resonant particle (N = 0) it is trivial to calculate the particle
energy expected to drive a wave with known parameters m and f at a known location.
The energy of the particle is obtained by equating Equation 2.73 to Equation 2.72 and
rearranging for W . The solution for a drift bounce particle is not as trivial because the
angular bounce frequency must also be considered,

ωb =
π
√
W√

2mpLRE(1.3− 0.56 sinα)
, (2.74)

where mp is the mass of the particle and α is the equatorial pitch angle. When N = 1

this equation can be substituted into Equation 2.70 alongside Equation 2.73 to form a
quadratic equation of the form

0 = aW + b
√
W + c, (2.75)

where a = −6L(0.35 + 0.15 sinα)m

BsR2
E

, (2.76)

b =
−π√

2mpLRE(1.3− 0.56 sinα)
, (2.77)

c =
90(1− 0.159Kp + 0.0093K2

p)−3l3 sinφm

BsR2
E

− 2πf, (2.78)

and the solutions to this are given by:

√
W =

−b±
√
b2 − 4ac

2a
. (2.79)

2.3.6 Particle Distribution Functions

A wave driven by a velocity space instability can be explained further by studying
the particle distribution function. Such a wave could be described using a modified
angular frequency such that ω = ωr + iγ. This would alter Equation 2.44 such that
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eiωt = eiωrte−γt where γ greater than 0 would indicate damping of the wave and γ less
than zero would indicate wave growth. This section will provide a derivation of growth
and damping of ULF waves due to the shape of the particle distribution function using
a method described in a personal communication with S.W.H. Cowley.

The particle distribution function (PDF) of an unperturbed system is f0(r′,v′, t)

where r′ and v′ are the three dimensional position and velocity vectors respectively. In
the presence of the wave fields E(r, t) and B(r, t), a particle would be displaced from
(r′,v′, t) to (r,v, t) where δr = r− r′ and δv = v − v′.

As the forces that are exerted upon the particles are differentiable conservative
forces, Liouville’s theorem states that f is conserved so

f(r,v, t) = f0(r′,v′, t) = f0(r− δr,v − δv, t), (2.80)

which, using the linear approximation of Taylor’s theorem, becomes

f(r,v, t) = f0(r,v, t)− δr · ∇f0 − δv · ∇vf0, (2.81)

f1(r,v, t) = −δr · ∇f0 − δv · ∇vf0, (2.82)

where ∇v = ( ∂
∂vx
, ∂
∂vy
, ∂
∂vz

) and f1 is the perturbation to the PDF. The equation can be
simplified further if the unperturbed system is considered to be spatially uniform and
steady to become

f1(r,v, t) = −δv · ∇vf0. (2.83)

If r′(t) is the trajectory arriving at r,v at time t then v′(t′) = dr′

dt
. δv is calcu-

lated by integrating the effect of the wave force, q(E + v ×B) along the unperturbed
trajectory:

m
d

dt
(δv) = F1 = q(E + v ×B) (2.84)

⇒ δv(r,v, t) =
q

m

∫ t

−∞
(E(r′(t′), t′) + v′(t′)×B(r′(t′), t′))dt′, (2.85)

where m is the particle mass.
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This can be simplified by considering the linear kinetic theory of plasma oscilla-
tions, in this case the above equation becomes

δv(z, vz, t) =
−qe
me

∫ t

−∞
Ez(z

′, t′)ẑdt′. (2.86)

Since the trajectory that arrives at z at time t with velocity vz can be expressed by
z′(t′) = z + vz(t

′ − t), the wave electric field can be expressed as

Ez(z
′, t′) = E0e

i(ωt′−kz′) = E0e
ik(vz−z)ei(ω−kvz)t′ , (2.87)

so
δv(z, vz, t) =

iqeEzz, t

me(ω − kvz)
, (2.88)

which can be substituted into Equation 2.83 to show that the perturbation to the PDF
becomes

f1(z, vz, t) = −δvz
∂f0

∂vz
= − iqe

me

∂f0
∂vz

(ω − kvz)
Ez(z, t). (2.89)

Using the fact that the perturbed number density is n1(z, t) =
∫
f1d

3v and using
Gauss’ law (Equation 2.22), the dispersion equation can be found,

1 +
ω2
e

kn0

∫
∂f0/∂vz

(ω − kvz)
d3v = 0 (2.90)

where ω2
e =

noq
2
e

ε0me

(2.91)

where the integrals over velocity space can be analysed for vx and vy to provide us
with the Landau dispersion relation simply by defining a 1-D ‘longitudinal PDF’:

g0(vz) =

∫ ∞
−∞

dvx

∫ ∞
−∞

dvyf0(vx, vy, vz), (2.92)

⇒ 1 +
w2
e

kn0

∫ ∞
−∞

∂g0/∂vz
(ω − kvz)

dvz = 0 (2.93)

By substituting ω = ωr + iγ into Equation 2.93 and analysing the real and imag-
inary parts of the integral, it is possible to find an equation for γ at the point where
vz = ωr/k,

γ ' − πω3
r

2k2no
∂g0

∂vz
ωr
k

. (2.94)
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vz

g 0

ωr/k

vz

g 0

ωr/k

Figure 2.12: Bump-on-tail distribution - Two particle distribution functions are pre-
sented where the top panel shows a PDF with no free energy at the velocity equal to the
phase velocity of the wave (ωr/k) and the bottom panel shows a bump-on-tail distribution
with free energy at ωr/k to allow for wave growth.
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This is represented graphically in Figure 2.12 where two particle distribution func-
tions are plotted against the particle velocity, vz. In both panels, the phase speed of the
wave (ωr/k) is marked along the x-axis. In panel (a) the gradient of the PDF analysed
at the phase speed, ∂g0

∂vz

ωr/k
, is negative meaning that γ is positive and that there can

only be wave damping at this speed. Panel (b) shows the PDF for a ’bump-on-tail’ dis-
tribution, where ∂g0

∂vz

ωr/k
is positive, so γ must be negative. A negative γ, as discussed

above, indicates that there is free energy in the distribution at this phase velocity and
wave growth can occur.

The energy exchange from the particle distribution to the wave is most significant
when there is a significant number of particles in the population with nearly the correct
energy to be in phase with the wave. The slope of the particle distribution function
controls whether there can be wave damping or growth, where a negative gradient will
cause ’Landau damping’ and a positive gradient allows for wave growth. The positive
gradient around the phase speed of the wave indicates that there are more particles with
a velocity slightly higher than the wave phase speed itself, so some of that energy can
be taken from the particles and added to the wave to put them in phase. The particle
energy and velocity are directly related to each other by W = 1

2
mv2, so a positive

gradient in PDF in velocity space is equivalent to a positive gradient in energy space.
In order for there to be wave growth within a plasma due to an energy contribution

from the plasma particles themselves, then the particle distribution function, f , must
increase with particle energy, W (Mann and Chisham, 2000):

df
dW

=
∂f

∂W
+

dL
dW

∂f

∂L
> 0 (2.95)

where W is a measurable quantity. The term ∂f
∂W

becomes positive when there is a
bump-on-tail distribution as discussed above. The term dL

dW
∂f
∂L

relates to the spatial
variations in the particle distribution function which are also able to supply energy for
wave growth. The direction of the spatial gradient required for there to be energy avail-
able depends upon the charge of the particles, q, as Southwood and Hughes (1983):

dW
dL

=
qω

m
BeqLR

2
E. (2.96)

This implies that wave growth can occur when there is an inward density gradient
( ∂f
∂L

< 0) of positive ions drifting westwards - driving westward propagating waves.
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When the ions closer to the Earth move outwards, they lose energy, which gets trans-
ferred to the wave (McPherron, 2005). Wave growth is also able to occur in the situa-
tion where there is an inward density gradient ( ∂f

∂L
< 0) of electrons drifting eastwards

- driving eastward propagating waves.

2.3.7 Energy Dissipation

Energy dissipation from the waves can occur through Landau damping as discussed
above, where there is a particle distribution function with a negative gradient at the
energy which particles are in phase with the wave, the wave energy is transferred to
the particles.

Another possibility is the damping from the ionosphere. Figure 2.5a shows that
there is a component of the perturbation current, j, existent within a shear Alfvén wave
driving field aligned currents. These field aligned currents close in the ionosphere
as Pedersen currents. As there are currents flowing in the ionosphere due to the wave
fields, there must be joule dissipation providing the main sink of energy for ULF waves
(Hughes, 1983; Allan and Poulter, 1992).

2.4 Summary

This chapter has introduced some of the basic principles of space plasma physics and
some theory behind MHD waves. The mechanisms by which ULF waves are formed
within the Earth’s magnetosphere have been mentioned where small-scale pulsations
driven by the bump-on-tail instability was the primary focus. This mechanism of wave-
particle interactions driving ULF waves will remain as the primary focus as the source
of energy for the wave events that will be discussed in the following chapters. The
next chapter will outline some of the previous publications of observations and results
obtained on ULF waves.
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Chapter 3

Review of Previous Studies of ULF
Waves

3.1 Introduction

The previous chapters of this thesis have described some of the background theory
relevant to the study of ULF waves. Chapter 1 introduced the solar-terrestrial system
and some of the interactions that occur within that system focusing on the substorm
cycle. Chapter 2 introduced a general background to space plasmas and proceeded to
describe the physics behind ULF waves and their generation mechanisms. The gener-
ation mechanism that is the primary focus of this thesis involves wave particle inter-
actions. This chapter aims to discuss some of the literature relevant to waves driven
by particle instabilities such as studies based on storm-time, quiet-time or substorm
related ULF waves.

Magnetospheric Ultra Low Frequency (ULF) waves can be classified into two types
depending on whether their polarization is predominantly toroidal or poloidal (e.g.,
Klimushkin et al., 2012). Toroidal waves are those in which the magnetic field oscil-
lates azimuthally and are characterized by low azimuthal wave numbers (m), or equiv-
alently a large azimuthal scale size. Poloidal waves oscillate in the meridional/radial
direction with high m numbers (a smaller azimuthal scale size). In either case these
waves represent standing Alfvén waves between two conjugate points in the Earth’s
ionosphere.
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3.1 Introduction

Low-m (toroidal) waves are thought to have their energy source external to the
magnetosphere. An example is Agapitov et al. (2009) where a ULF pulsation coincided
with a compressional wave on the magnetopause. The compressional wave appeared to
be generated by the Kelvin-Helmholtz instability (e.g., Mazur and Chuiko, 2011) or to
have penetrated into the magnetosphere from the solar wind (e.g., Nedie et al., 2012),
and in-turn generated the ULF wave observed inside the magnetosphere through field
line resonance.

High-m (poloidal) events are believed to have a different generation mechanism
to the low-m events, where the energy source is thought to be from energetic particle
populations within the magnetosphere. The energetic particle populations responsible
for high-m waves enter the inner magnetosphere from the magnetotail, subsequently
gradient-curvature drifting around the planet as part of the global ring current.

3.1.1 Field Line Resonance

Section 2.3.3 describes some of the theory behind the driving of field line resonances
using a simple box model magnetosphere. Figure 3.1 taken from Allan and Poul-

ter (1992) shows how field line resonances are driven in the Earth’s magnetosphere.
As a Kelvin-Helmholtz instability on the magnetopause drives fast-mode compres-
sional waves, such as those observed by Agapitov et al. (2009), evanescent waves
are transmitted into the magnetosphere with decreasing amplitude towards the Earth.
Eventually the compressional wave encounters an L-shell which can resonate with the
fast-mode wave, driving a toroidal Alfvén wave.

At the location of the field line resonance, the amplitude of the wave should peak.
Also across the resonant region, the wave should undergo a phase change of π as the
sign of the wave electric field should be opposite on either side of the resonance region.

Such characteristics expected of field line resonances (FLRs) have been observed
by Walker et al. (1979). Figure 3.2 shows an example taken from Walker et al. (1979),
where several field line resonances were observed using the STARE (Scandinavian
Twin Auroral Radar Experiment, (Greenwald et al., 1978)) auroral radar. The top
panel shows the observed amplitude of a wave as a function of latitude and the bottom
panel shows the corresponding phase of the wave against latitude. As was predicted
by theory, there was an amplitude peak at the resonant latitude, where the half power
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3.1 Introduction

Figure 3.1: Magnetopause surface waves - This figure, taken from Allan and Poulter
(1992) demonstrated the excitation of field line resonances by compressional waves driven
by Kelvin-Helmholtz waves on the magnetopause.

width of the wave is approximately 1◦ in latitude. Also predicted by the FLR theory is
the observed phase change of π which occurs over the same region of latitudes as the
amplitude peak.

3.1.2 Observed Wave Polarisation

Agapitov and Cheremnykh (2011) suggested that the polarisation of a ULF wave was
related to the direction which the wave-driving disturbing force acts upon the magnetic
surface. It was suggested that a disturbing force acting along the magnetic surface
would excite toroidal Alfvén waves such as those thought to be driven by the Kelvin-
Helmholtz instability on the dawn and dusk flanks of the Earth’s magnetosphere. It was
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3.1 Introduction

Figure 3.2: Field line resonance amplitude and phase - This figure, taken from Walker
et al. (1979), shows the amplitude and phase of a field line resonance as a function of
latitude. The wave peaks in amplitude over a fairly small range of latitude and there is a
phase shift of π as predicted by field line resonance theory over this small latitude range.
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3.1 Introduction

also suggested that if the disturbing force were to act in a direction perpendicular to
the magnetic field, for example solar wind disturbances on the dayside magnetopause,
poloidal Alfvén waves would be excited.

Figure 3.3 shows examples of observations of both toroidal and poloidal ULF
waves in space taken from Agapitov and Cheremnykh (2011). The panel on the left
shows the three components of the magnetic field as measured by the Equator-S space-
craft, where x points to the east, perpendicular the the meridional plane, z is along the
field line and y lies within the meridional plane. The strongest pulsations are observed
in the z direction and correspond to a poloidally orientated wave. The variations in
the magnetic and dynamic pressure of the plasma are included in the bottom panel,
where the two pressures vary out of phase from each other as for a slow wave in Figure
2.6. The panel on the right shows the data from the AMPTE/CCE spacecraft given
in the same coordinate system as before. In this case, the wave primarily oscillates in
the x direction, perpendicular to the magnetic plane, with no periodic variations in the
pressure plot below. This wave is an example of a toroidally polarised Alfvén wave.

Figure 3.4 shows the polarisations of a number of ULF waves against their MLT
observed during 1986 by the AMPTE/CCE spacecraft. The polarisation parameter is a
ratio of the poloidal and toroidal amplitudes measured in the magnetometer data where
the size of the circle is a ratio of the longitudinal component of the magnetic distur-
bance to the transverse component of magnetic disturbance. Toroidal mode waves in
the diagram exist mainly along the flanks and the ratio of longitudinal disturbance to
transverse disturbance is very low. Waves with a circular polarisation of ~1 have the
largest longitudinal components of field disturbance and are likely to be identified as
slow-mode waves. Poloidal mode waves are spread over a larger range of MLT to the
toroidal and circular modes and are able to propagate with smaller disturbances to the
longitudinal magnetic field than circular modes.

As can be seen by Figure 3.4, ULF waves can be categorised by their polarisation
but they are always a mixture of toroidal and poloidal polarisations. A purely toroidal
wave would have an m number equal to 0 while for a purely poloidal wave m = ∞.
In reality, waves observed in the Earth’s magnetosphere have a finite azimuthal wave
number and a finite scale size due to the mixture of polarisations. This also means that
all waves have some compressional component present. The fact that no wave is purely
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3.1 Introduction

Figure 3.3: Wave polarisations observed in space - Magnetometer data for a poloidally
polarised wave observed using the Equator-S spacecraft (left) and a toroidally polarised
wave observed by the AMPTE/CCE spacecraft (right) taken from Agapitov and Cherem-
nykh (2011). In both cases the x component is the azimuthal component, y is directed
y lies within the meridional plane and z is directed along the field line. The fourth plot
shows the magnetic and plasma pressure variation due to the wave.
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3.1 Introduction

Figure 3.4: Wave polarisations in magnetic local time - The distribution of wave events
studied by Agapitov and Cheremnykh (2011) where the polarisation of the wave is plotted
against the location in MLT. The size of the circle is related to the ratio of the longitudinal
and transverse magnetic disturbances.
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3.2 Westward Propagating Particle-Driven Waves

poloidal or toroidal means that ULF waves have to be classified by their predominant
polarisation.

For the remainder of this chapter, the focus will be on studies of high-m ULF
waves. High-m ULF waves are observed at various locations in the magnetosphere
and have different phase characteristics both depending upon the particle instabilities
that drive them. Particle instabilities are often related to storms and substorm injection
but also occur during geomagnetically quiet periods.

3.2 Westward Propagating Particle-Driven Waves

Storm-time ULF waves have been observed using ground based instrumentation such
as magnetometer networks (e.g., Allan et al., 1983a) and radars like STARE (Scandi-
navian Twin Auroral Radar Experiment, (Greenwald et al., 1978)) (e.g., Allan et al.,
1982) and space based instrumentation such as geostationary satellites used by Hughes

et al. (1979).

3.2.1 Storm Time Spacecraft Observations

Takahashi et al. (1985) noted the observation of eight compressional ULF waves at
geostationary orbit on the dayside of the magnetosphere using magnetometer data from
the GOES 2 and 3 satellites and particle data from the LANL 1977-007 and 1979-053
satellites. The waves mostly occurred during the recover phase of a geomagnetic storm
and all had westward phase propagation. The azimuthal wave numbers observed in this
study were very typical of particle driven waves where m ≈ −40 to − 120 and the
associated propagation speeds were of the order of 4− 14 km s−1.

Figure 3.5 shows an example of the data obtained during one of these eight waves.
The top panel shows the electron count rate, next panel shows the proton count rate for
various energy channels, third panel shows the tilt angle and the final three show the
radial (BR), azimuthal (BA) and parallel (BP ) components of the magnetic field. The
tilt angle is the angle by which the local field line is tilted compared to the ambient
field. In this diagram, oscillations of ~500 s are clearly present in both radial and
parallel components of the magnetic field, as expected for a poloidally polarised wave.
Variations in the electron and proton count rates are also present with the same period

67



3.2 Westward Propagating Particle-Driven Waves

Figure 3.5: Magnetic and plasma variations observed in space - Variations in electron
counts (top panel) and proton counts (second panel) observed by the 1979-053 spacecraft,
field line tilt angle (third panel) and the radial, azimuthal and parallel (fourth, fifth and
sixth panels) components of the magnetic field as measured by GOES 3. This figure was
taken from Takahashi et al. (1985). 68



3.2 Westward Propagating Particle-Driven Waves

as the magnetic perturbations and are 180◦ out of phase with the tilt angle of the field.
It was suggested this class of waves in the dayside magnetosphere were driven by a
drift-mirror instability from the ring current.

Woch et al. (1990) also investigated a number of compressional ULF waves similar
to those observed by Takahashi et al. (1985). This study focused on locating pulsations
in both particle and magnetometer data. The population of waves were split up into
two types: 42 diamagnetic waves and 34 non-diamagnetic waves. Diamagnetic waves
are those in which the plasma on the field lines acts to reduce the strength of the mag-
netic field perturbation associated with the wave activity. For the diamagnetic events,
modulation onset in the magnetometer data was accompanied by or immediately pre-
ceded by an enhancement in ion densities and a decrease in the overall magnetic field
strength. Non-diamagnetic events were those in which the onset of the wave was not
connected to any enhancement of the ion intensity of any decrease in the strength of
the magnetic field.

Figure 3.6, taken from Woch et al. (1990), shows the distribution of both diamag-
netic and non-diamagnetic events in magnetic local time, where noon is to the left and
dawn is to the top. Diamagnetic wave occurrence occurs mainly in post-noon and dusk
sectors, peaking a little before dusk. The diamagnetic events were shown to occur dur-
ing times when the AE index is enhanced and increasing during the onset of the events
where 70% of these waves were associated with substorm activity. Unlike the diamag-
netic events, non-diamagnetic events occurred during storm recovery phase when AE
is low or decreasing and there is still an enhanced ring current. The distribution of
these waves shown in Figure 3.6 occur throughout most of the dayside magnetosphere,
peaking around noon.

A statistical study of Pc 3-5 pulsations (see Table 2.1) was undertaken using the
AMPTE/CCE spacecraft by Anderson et al. (1990). This study included the obser-
vation of harmonic toroidal resonances, fundamental toroidal resonances, radially po-
larised waves and storm time Pc 5 waves. Figures 3.7 and 3.8 show the rate of occur-
rences for the storm time Pc 5 waves and the radially polarised waves as a function of
both magnetic local time and L-shells between 5 and 9. The peaks in the storm time
distribution at both dawn and dusk suggest that these waves are connected to substorm
injections. The radially polarised waves were observed 10% of the time everywhere
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3.2 Westward Propagating Particle-Driven Waves

Figure 3.6: Diamagnetic and non-diamagnetic wave events - Distribution of diamag-
netic and non-diamagnetic events in magnetic local time where noon is to the left and
dawn to the top, from Woch et al. (1990).

except within 04:00 MLT and 11:00 MLT and were associated with wave-particle in-
teractions but not with recent injections. These radial waves were postulated to be
driven by spatial inhomogeneities related to the evolution of injected particles.

The case study by Hughes et al. (1979) observed a poloidal Pc 4 pulsation using
three geostationary satellites between 21:00 and 24:00 local time. This pulsation had a
large compressional magnetic component which was in anti-phase with pressure fluc-
tuations within the ring current plasma - indicating the presence of a field-guided slow
mode wave. This wave was a second harmonic field line resonance with a short az-
imuthal wavelength, m ∼ 100. The group velocity of 30 km s−1 and phase velocity of
50 km s−1 are of a similar order to the speed of ring current protons. The suggested
source of energy for this wave was drift-bounce resonance with westward drifting pro-
tons.
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3.2 Westward Propagating Particle-Driven Waves

Figure 3.7: Storm-time Pc 5 wave distribution - Distribution of storm time Pc 5 waves
studied by Anderson et al. (1990) in both magnetic local time and L-shells from 5 to 9.

Figure 3.8: Radially polarised wave distribution - Distribution of radially polarised
waves studied by Anderson et al. (1990) in both magnetic local time and L-shells from 5
to 9.
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3.2 Westward Propagating Particle-Driven Waves

A recent study by Claudepierre et al. (2013) made use of Van Allen Probe data
in order to study the electron flux modulations that occurred shortly after the arrival
of an interplanetary shock at the Earth’s magnetosphere. Just prior to the onset of the
shock, substorm activity had been detected in the AE indices. Magnetic field variations
occurred simultaneously with the modulation of electron fluxes in the 50 - 100 keV
range with periods of ~3 min. The amplitudes of the electron flux oscillations peaked
at around ~57 - 80 keV and were in phase over all pitch angles. The particle flux
modulations combined with the magnetic field measurements were consistent with a
fundamental drift resonance interaction with resonant electrons with energies close to
60 keV. The estimated energy and wave periods were used to estimate the azimuthal
wave number of ~44.

3.2.2 Storm Time Ground-Based Observations

Allan et al. (1983a) used STARE (Scandinavian Twin Auroral Radar Experiment,
(Greenwald et al., 1978)) alongside ground magnetometers to study high-m Pc 5
waves. The azimuthal wave numbers observed in this study ranged from 32 to 48,
typical of particle driven waves. Allan et al. (1983b) also made use of STARE to ob-
serve a number of high-m ULF waves. When mapped to the equatorial plane, the
azimuthal phase velocity resembled that of gradient-curvature drifting protons. Figure
3.9 shows the phase velocity for four different waves with m ranging from 18 to 80 as
a function of L-shell, compared to the velocity of 22 and 38 keV protons.

A more recent study by Yeoman et al. (2000) used the DOPE (DOppler Pulsation
Experiment, (Wright et al., 1997)) HF sounder for the study of ULF waves with high
azimuthal wave numbers. Yeoman et al. (2000) found a number of ULF waves which
correlated with ground magnetometer data and some which could not be correlated
with magnetometer data. Figure 3.10a shows the occurrence of the correlated waves
as a function of both UT and MLT. This distribution is spread over a large range of
magnetic local times and is centred upon noon. Figure 3.10b shows the distribution
of uncorrelated waves in the same format as that used in panel (a). This distribution
shows a large peak in the wave occurrence around 10:00 MLT and a smaller peak
around 18:00 MLT. The afternoon waves in this case were associated with storm time
Pc 5 pulsations.
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3.2 Westward Propagating Particle-Driven Waves

Figure 3.9: STARE phase velocities - This figure, taken from Allan et al. (1983b) com-
pares the azimuthal phase velocities of four ULF waves observed using STARE as a func-
tion of L-shell with that of drifting protons with energies of 22 to 38 keV.

Figure 3.10: DOPE wave occurrences in local time - Occurrences of waves observed
by Yeoman et al. (2000) which are correlated with magnetometer data (a) and uncorrelated
with magnetometer data (b) as a function of magnetic local time.
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3.2 Westward Propagating Particle-Driven Waves

Long period, irregular pulsations (Pi 3) were observed by Pilipenko et al. (2001a)
during a storm on 15th May 1997. The intensifications in the magnetic activity were
accompanied by intense ULF pulsations in the 0.5 - 6.0 mHz range. The broadband
ULF waves occurred primarily in two locations, one in the morning sector, one near
dusk. The waves observed near morning were likely to be due to injected electrons and
intensifications in the nearby westward electrojet and those observed near dusk were
driven by injected protons and were related to the partial ring current.

Pilipenko et al. (2001b) observed variations in Pc 5 wave power in the morning sec-
tor was likely to be related to the location and intensity of the auroral electrojet. ULF
waves can be related to energetic electron injection, where precipitation of electrons
can increase the ionospheric conductivity and therefore increase enhance the auroral
electrojet intensity. This effect was shown to be strongest for the westward electrojet
but is also present for the eastward electrojet.

A case study by Zolotukhina et al. (2008) studied the waves observed by two satel-
lites, one either side of the onset of a substorm. A schematic of this is shown in Figure
3.11 where GOES 10 detected a westward propagating wave to the west of the onset
and GOES 8 detected a wave propagating eastwards to the east of the substorm onset.
The westward propagating waves were driven by westward propagating ions with an
estimated energy of 60 keV and the eastward drifting wave was driven by eastward
drifting electrons, where the presence of particle clouds were confirmed by the LANL
satellites. The wave activity during the event was shown to transform from mixed to
poloidal and back to mixed polarisation as suggested by Mager and Klimushkin (2008);
Mager et al. (2009).
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3.2 Westward Propagating Particle-Driven Waves

Figure 3.11: Particle drift paths in MLT following substorm onset - Positions of the
GOES 8 (G8) and GOES 10 (G10) in magnetic local time, where the location of the sub-
storm onset is marked in between the two spacecraft. From Zolotukhina et al. (2008).

3.2.3 Quiet Time Spacecraft Observations

Takahashi et al. (1990) observed a transverse Pc 5 wave event during a quiet period
following a few days of geomagnetic disturbance. The wave was observed using
AMPTE/CCE at 13:00 MLT with an azimuthal wave number of ~-110. This wave
was poloidally polarised with a peak to peak amplitude of ~15 nT. Oscillations in the
particle fluxes were maximised in the field aligned direction and approached 0 at 90◦

pitch-angle. The wave was determined to be an antisymmetric, 2nd harmonic standing
wave thought to be associated with drift-bounce resonant particles which may have
been related to substorm injected particles, but not recently injected particles.

Dayside observations of quite time ULF waves were studied further by Engebretson

et al. (1992) using AMPTE/CCE, GOES 5 and GOES 6. The 21 waves in this study
had predominantly radial polarisations and occurred between 9:00 and 19:00 MLT.
The wave activity often started approximately 1 hour following a sharp drop in the
AE index. Wave activity onsets occurred simultaneously over a large longitudinal
extent with various frequencies present suggesting that the instability responsible also
spanned a large longitudinal extent but the frequencies driven were determined by local
Alfvén resonances and local variations in plasma density. The particle responsible
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3.2 Westward Propagating Particle-Driven Waves

for driving the waves were thought to be of the order 100 keV in energy, where the
instability itself may be caused by the refilling of the plasmasphere.

A case study by Dai et al. (2013) used Van Allen Probe data to identify wave activ-
ity in the dawn-noon sector at L ≈ 5. Particle flux data was used alongside magnetic
and electric field data in a similar manner to Claudepierre et al. (2013). Figure 3.12
shows the radial and azimuthal components of the electric field (top panel), radial,
azimuthal and parallel magnetic field components (middle panel) and the differential
proton flux over a range of energy channels (bottom panel) during this event. The elec-
tric and magnetic field data show a mostly poloidally polarised wave. Particle fluxes
vary with the same period as the fluctuations in the field data, though phase and am-
plitude varies with the energy channels. Dai et al. (2013) concluded that the particles
most responsible for the driving of this wave were in the 88 keV band as they were
most in phase with the azimuthal field oscillations. The wave energy was determined
to originate from an instability caused by an inward gradient of energetic ions within
the ring current driving the drift-resonance interaction.

3.2.4 Quiet Time Ground-based Observations

The peak in uncorrelated waves observed by Yeoman et al. (2000) around dusk often
occurred in conditions that were slightly quieter than average. These waves were ex-
pected to have compressional, radially polarised signatures and were thought to have
a source in gradient-drifting protons. It was determined that the energy of the source
particles was likely to be in the range of 10 - 40 keV and were likely to be bounce-
resonant.

During geomagnetically quiet periods giant pulsations (Pg) may occur. Giant pul-
sations are a special class of Pc 4 wave with long wave packet durations which are
highly sinusoidal in nature. One such example of a giant pulsation is that observed by
Chisham et al. (1992) using SABRE (Sweden And Britain auroral Radar Experiment,
(Nielson et al., 1983)) and various ground magnetometers in Scandinavia, Iceland and
the Faroe Islands. The wave had an azimuthal wave number, m ∼ −20 and it was con-
cluded that the wave was most likely to be a 2nd harmonic wave. This event occurred
following a day of very little activity and was associated with drift-bounce resonant
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3.2 Westward Propagating Particle-Driven Waves

Figure 3.12: Electric field, magnetic field and proton flux variations - Van Allen Probe
measurements of the electric and magnetic field variations (top and middle panels) along-
side the proton flux variations (bottom panel). The radial, azimuthal and parallel compo-
nents of the fields are in green, purple and red respectively. Differential proton fluxes are
presented from 63.8 to 164 keV, where the 88.2 keV channel is in phase with the azimuthal
wave components. From Dai et al. (2013).

77



3.2 Westward Propagating Particle-Driven Waves

protons with an energy of 10-20 keV, likely to be associated with previous substorm
activity.

Another example similar to Chisham et al. (1992) is Wright et al. (2001) where a
giant pulsation with an azimuthal wave number of -30 was observed in the morning
sector using the IMAGE magnetometer network and DOPE HF sounder. A ‘bump-on-
tail distribution’ (like that shown in Figure 2.12) was observed by the POLAR space-
craft prior to wave generation where the positive gradient indicative of free energy
existed between ∼ 6 − 24 keV. For an even mode wave, particle energies of ~7 keV
satisfy the drift-bounce resonance condition and agree with the POLAR data. The
source of the instability that drove this wave was suggested to be substorm injection,
where a subsequent lack of geomagnetic activity allowed the injected protons to drift
to the morning sector to drive the wave.

Giant pulsations are rare and only occur during geomagnetically quiet conditions.
Chisham (1996) provided an explanation as to why this is the case. Giant pulsations
are often driven by westward drifting protons in the energy range of ∼ 5 − 30 keV.
Particles with energies as low as this will experience small gradient-curvature drifts
which may be overcome by the E × B drift due to the magnetospheric convection
electric field. When the E×B drift is significant it can cause particles to depart from
closed drift paths, allowing them to drift outwards towards the magnetopause.

Figure 3.13, from Chisham (1996), shows the paths of particles of four different
energies (10 keV, 20 keV, 30 keV and 50 keV) around the magnetosphere injected
between 5 and 10 RE when KP = 2. In this case, most of the 50 keV particles
and a few 30 keV particles on low L-shells make the journey around the Earth without
drifting into the magnetopause but all of the 10 keV and 20 keV protons are lost. Figure
3.14, also from Chisham (1996), shows the drift paths of the particles when KP = 0.
In this case the majority of the particles with an energy greater than 20 keV drift to the
morning sector without being lost to the magnetopause where they are able to drive a
giant pulsation. Chisham (1996) showed that the particle populations responsible for
driving giant pulsations were only able to do so during very low magnetic activity.

A statistical examination of 27 high-m waves by Baddeley et al. (2005a) deter-
mined that most of the free energy carried by the ion distribution functions (IDFs) was
within the range of 5 - 40 keV. The large azimuthal wave numbers observed in this
study (20 - 287) implied that these waves were all radially polarised. It was suggested

78



3.2 Westward Propagating Particle-Driven Waves

Figure 3.13: Proton drift paths (Kp = 2) - Simulated paths of 10 keV (top left), 20 keV
(top right), 30 keV (bottom left) and 50 keV (bottom right) starting in the premidnight
sector and drifting west when KP = 2. Particles with lower energies and on higher L-
shells are more susceptible to drifting into the magnetopause. From Chisham (1996).
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Figure 3.14: Proton drift paths (Kp = 0) - Simulated paths of 10 keV (top left), 20 keV
(top right), 30 keV (bottom left) and 50 keV (bottom right) starting in the premidnight
sector and drifting west when KP = 0. Particles with lower energies are less susceptible
to drifting into the magnetopause then when KP = 2 as in Figure 3.13. From Chisham
(1996).
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that waves with moderately large wave numbers (|m| < 60) were most likely to be
driven by a drift-bounce resonance mechanism, while higher m waves could be driven
by either drift or drift-bounce resonance. The IDFs responsible for driving such waves
were studied in detail by Baddeley et al. (2005b), where DOPE HF observations of
ULF waves and particle data from the POLAR spacecraft was used to determine the
IDFs in the presence of ULF waves statistically have more free energy than those not
in the presence of a ULF wave. Six events were found where the particle data existed
during the ULF waves. The IDFs in these events each showed that there was free en-
ergy between 2 and 12 keV between 9:00 and 16:00 MLT. It was also shown that for
a typical high-m wave, there is ∼ 1010 J of free energy available in the IDF and that
∼ 1011 J for giant pulsations.

3.3 Eastward Phase Propagation

Eastward propagating ULF waves are less frequently discussed in the past literature
due to there being less observations of such events. Unlike many of the westward prop-
agating waves associated with drifting ion instabilities, eastward propagating events
are usually associated with electrons. The dawn waves observed by Pilipenko et al.

(2001b) exhibited eastward phase propagation and were associated with an energy
source in energetic electrons related to a nearby westward electrojet.

Dayside ULF wave observations have been made using Cluster, a group of four
identical spacecraft flying in a tetrahedral formation. Eriksson et al. (2006) observed
a spatially localised, monochromatic wave in magnetic and electric field data. The
wave exhibited eastward phase propagation with an azimuthal wave number of ~130.
The wave also had a stable frequency over a latitude range of ~1 RE where particle
instabilities were again determined to be the source.

Other, more recent studies such as Zolotukhina et al. (2008) and Yeoman et al.

(2010) also observed ULF waves with eastward phase propagation. Both events were
observed nearby to a substorm onset and were also attributed to eastward drifting elec-
trons.
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3.4 Latitudinal Phase Propagation

Field line resonances typically exhibit a phase reversal of π at the resonant latitude
Walker et al. (1978, 1979), where the propagation of the phase appears to be poleward.
Often particle driven waves such as those observed by Grant et al. (1992); Yeoman

et al. (1992); Yeoman and Wright (2001) exhibit equatorward phase propagation.
Grant et al. (1992) observed a number of poloidal ULF waves which exhibited

equatorward phase propagations. The characteristics of these waves were similar to
the storm time Pc 5 waves, with azimuthal wave numbers ranging from -26 to -60 and
periods which remain constant over a range of latitudes. Most of these events occurred
when KP = 3 to 4 and show some similarities to the diamagnetic events observed by
Woch et al. (1990).

Another study by Yeoman et al. (1992) observed equatorward propagating waves
with a rapid westward phase propagation. An example of one of these equatorward
events is shown in Figure 3.15 where the backscatter intensity as measured by SABRE
is plotted both as a function of time and magnetic latitude where the phase fronts can
be seen to propagate south with time. The waves are consistent with a source in wave-
particle interactions with particle energies of 35-70 keV. On average, the phase changes
observed were greater than the 180◦ expected for a field line resonance.

A SuperDARN study by Fenrich et al. (1995) observed a population of westward
propagating, high-m waves around noon and dusk. The high-m waves of this study
all exhibited equatorward propagation similar to Yeoman et al. (1992) and Grant et al.

(1992). The frequencies of these waves were found to be related to the L shell which
they existed on, where f decreased with L. The field line resonances were also quan-
tised, most of which had discrete frequencies of 1.3, 1.9 and 2.5 mHz as shown in
Figure 3.16.

Yeoman et al. (2008) observed an equatorward propagating wave with a high az-
imuthal wave number (m ∼ −60) at 14:00 MLT in backscatter artificially induced by
SPEAR (Space Plasma Exploration by Active Radar, Wright et al. (2000); Robinson

et al. (2006)). This small scale wave was observed at a higher L-shell than previous
wave observations, with a lower energy of ~10 keV. When compared with the other,
similar waves it appeared that the energy of the particles decreased with the increase in
L-shell (values shown in Table 3.1). Yeoman et al. (2008) suggested that lower energy
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3.4 Latitudinal Phase Propagation

Figure 3.15: Equatorward propagating phase - An example of a wave which exhibits
equatorward propagating phase as observed by Yeoman et al. (1992) using SABRE. Lines
represent the backscatter intensity as a function of magnetic latitude and universal time.

Figure 3.16: Discrete ULF wave frequencies - Occurrences of ULF waves at discrete
frequencies by Fenrich et al. (1995).
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3.5 Substorm Related ULF Waves

particles exist on higher latitude field lines and require higher m numbers in order to
satisfy the drift resonance condition.

Study m t(s) L-shell Implied Particle Energy (keV)
Yeoman et al.(2010) +13 580 7.5-15 33

Yeoman et al.(2008) -60 300 15 10
Grant et al.(1992) ~-50 ~300 7.5 20

Yeoman and Wright (2001) -35 260 6.4 50
Yeoman et al.(1992) ~-20 ~400 5 60

Table 3.1: Results from various studies of ULF waves driven by bounce-resonant particles
used as a comparison of m and particle energy with L-shell, taken from Yeoman et al.
(2010).

One explanation for why particle driven waves exhibit equatorward phase propa-
gation is provided by Mager et al. (2009). A cloud of particles is injected into the
magnetosphere at some azimuthal location, where the particles proceed to drift az-
imuthally away from the point of injection with some angular drift frequency, ωd. If
ωd increases with L-shell, then the cloud of particles is stretched into a spiral where
lower latitude particles move ahead of higher latitude particles. As the phase of the
wave must match the angular drift frequency of the particles, the lower latitude phase
propagates ahead of the higher latitude phase.

3.5 Substorm Related ULF Waves

A number of the waves in the above research are thought to be linked to a source in
drifting particle populations that may have been injected into the magnetosphere by
substorm activity. Substorms provide a way of generating a bump-on-tail distribution
that can supply the energy for ULF wave growth. A theory was developed in Mager

and Klimushkin (2007, 2008) where it was supposed that the poloidal ULF waves were
generated by the non-steady azimuthal current associated with the azimuthally drifting
substorm-injected cloud of charged particles.
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One aspect of the theory developed by Mager and Klimushkin (2007, 2008) is
that the wave starts with a mixed polarisation which, as the wave and the particles
propagate away from the injection point, becomes poloidal. After this stage, the wave
then progresses to become toroidal. When wave-particle interactions and a finitely
conducting ionosphere are taken into account, the wave is attenuated before it can
become toroidal.

An important case study involving substorm-driven ULF waves is that by Yeo-

man et al. (2010). Figure 3.17 shows the fields of view of the Hankasalmi (a) and
Þykkvibær (b) SuperDARN radars used to observe this ULF wave and the IMAGE
FUV data (c,d,e) at several points during the substorm. The substorm in this event
started off slightly to the east of the Hankasalmi radar field of view then rapidly ex-
panded westward to cover the field of view. During the expansion if this substorm,
immediately following the onset, an equatorward propagating wave was observed by
Hankasalmi as seen in Figure 3.18. The wave observed by Yeoman et al. (2010) was
shown to exhibit eastward phase propagation with an intermediate-m number of 13

and was associated with a cloud of eastward drifting electrons with an estimated en-
ergy of ~25-70 keV. The azimuthal wave number of this wave appeared unusually low
and the particle energy appeared to be unusually high for the latitude of the wave when
compared to the results in Table 3.1, where it was suggested by Yeoman et al. (2008)
that the particle energy decreased andm increased with L-shell. Because this wave did
not fit with previous results, it was suggested that the properties of the wave such as
the m number were related to the proximity of the wave observation to the substorm.
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3.5 Substorm Related ULF Waves

Figure 3.17: Substorm expansion over Hankasalmi and Þykkvibær radar fields-of-
view - Fields-of-view of the Hankasalmi (a) and Þykkvibær (b) SuperDARN radars pro-
jected over the northern hemisphere, positioned such as noon is at the top. Panels (c), (d)
and (e) show the auroral FUV data as measured by IMAGE at three times during the a
substorm nearby to the radars. From Yeoman et al. (2010).
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3.5 Substorm Related ULF Waves

Figure 3.18: Equatorward propagating wave observed using SuperDARN - Equator-
ward phase propagating ULF wave as observed by the Hankasalmi radar in Yeoman et al.
(2010). The wave is plotted against magnetic latitude and universal time and the colour
represents the line of sight velocity where red is away from the radar and blue towards.
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3.6 Summary

This chapter has discussed some of the previous observations of ULF waves driven
by wave-particle interactions, including storm-time waves, quiet-time waves and sub-
storm driven waves. The aim of this thesis is to study in more detail the characteristics
of ULF waves driven by substorm injected energetic particles. Chapter 5 begins the
study of this class of waves by investigating the suggestion made by Yeoman et al.

(2010) that the proximity to the substorm plays a role in defining the wave charac-
teristics. This study is then extended by Chapter 6 with the study of multiple waves
driven by individual substorms. Finally, Chapter 7 investigates the particle distribution
functions involved in driving this class of waves.
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Chapter 4

Instrumentation

4.1 Introduction

A wide variety of instruments can be useful in the study of ULF wave activity, as
shown by the previous work reviewed in Chapter 3. Studies have made use of both in-
situ measurements and ground based measurements in order to learn about the different
wave modes which exist in the magnetosphere and to study the processes which drive
them. Spacecraft based studies have often required the use of multiple spacecraft in
order to disambiguate the spatial and temporal variations measured. The sole use of
spacecraft observations can provide constraints on what can be learned about ULF
waves as events can be highly localised in both space and/or time. A spacecraft may
speed through resonant L-shells too quickly to get a good picture of the ULF waves
that exist on them, or they may just be in the wrong part of their orbit to see anything at
all. However, spacecraft are ideal for the study of the particle populations responsible
for the driving of ULF waves as they do sometimes pass directly through them.

Ground based instrumentation such as HF radars and ground magnetometers can
be used to observe the effects of ULF waves in the ionosphere and on the ground.
Ground magnetometers have the advantage that they can be placed anywhere that there
is land for them to rest on meaning that magnetometer networks have spread to cover
large parts of the Earth’s solid surface. Their global coverage makes them idea for the
study of large events such as substorms. The limitation with studying ULF waves using
ground magnetometers is that the spatial resolution is relatively low, thus limiting what
information can be obtained about small-scale waves. HF radars such as SuperDARN
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4.2 SuperDARN

(Super Dual Auroral Radar Network, (Greenwald et al., 1995; Chisham et al., 2007))
with a typical range resolution of 45 km are far more suited to the study of small-scale
ULF waves.

This chapter is intended to discuss the instrumentation used for the studies un-
dertaken in this thesis alongside the explanation of some key data analysis techniques
used. The SuperDARN radars were the main tool for the study of the ULF waves them-
selves. For the study of earlier events it was possible to make use of the FUV (Far Ul-
traviolet Imager, (Burch, 2000; Mende et al., 2000a,b)) auroral imager on board the IM-
AGE (Imager for Magnetopause-to-Aurora Global Exploration, (Burch, 2000)) space-
craft in order to locate substorms using their auroral signature. For later events where
IMAGE FUV data was not available it was necessary to make use of ground magne-
tometers from CARISMA (Canadian Array for Real time InvestigationS of Magnetic
Activity (Mann et al., 2008)) fluxgate ground magnetometer network, formerly the
CANOPUS (Canadian Auroral Network for the OPEN Program Unified Study (Mann

et al., 2008)), IMAGE (International Monitor for Auroral Geomagnetic Effects, (Lühr,
1994)), INTERMAGNET (International Real-time Magnetic Observatory Network,
(INTERMAGNET , a)) and SuperMAG to locate the perturbations caused by the sub-
storm current wedge. Finally, the particle data from the HOPE (Helium, Oxygen, Pro-
ton and Electron Mass Spectrometer, (Funsten et al., 2013)) and MagEIS (Magnetic
Electron Ion Spectrometer,(Blake et al., 2013)) instruments on board the Van Allen
Probes (formerly Radiation Belt Storm Probes (RBSP), (Mauk et al., 2013)) were used
in order to study the particles responsible for driving ULF waves.

4.2 SuperDARN

SuperDARN is a global array of 32 coherent ionospheric HF radars, 21 in the northern
hemisphere and 11 in the southern hemisphere. This array is presented in Figure 4.1
where the northern fields-of-view are presented in the left panel and the southern fields-
of-view are presented in the right panel. The radar fields-of-view have been shaded
such that the polar cap radars are in green, the high-latitude (main array) are in blue
and the mid latitude radars are in orange.
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Figure 4.1: SuperDARN fields-of-view - The fields of view of the SuperDARN array
in the northern (left) and southern (right) hemispheres. Created using the Radar Field-of-
View Tool created by Virginia Tech (VT-SuperDARN)

4.2.1 Radar Operation

Each radar consists of 16 log-periodic antennas which are able to both transmit and
receive signals (Greenwald et al., 1995). The transmitted signals are often steered by
time delay phasing which typically allows for 16 beam directions separated by 3.24◦

(See Figure 4.2), though some radars may be steered in up to 24 beam directions. Four
more antennae exist behind the main antennas, these are only able to receive signals
and are phased with the main array to allow for the determination of the elevation
angle of the backscattered signal. When combined with a range, a virtual height of the
backscatter can then be deduced.

Coherent radars are sensitive to Bragg scattering from electron density irregulari-
ties (Greenwald et al., 1995). Ionospheric irregularities are field aligned so, in order
for there to be backscatter, the transmitted signal must reach orthogonality in order to
return to the radar. Due to the operational frequency of 8 to 20 MHz, signals transmit-
ted by SuperDARN radars are able to achieve orthogonality by means of ionospheric
refraction in both the E and F regions of the ionosphere.

Figure 4.3 from Milan et al. (1997) shows an illustration of the possible modes
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4.2 SuperDARN

Figure 4.2: SuperDARN beam forming - Schematic of beam steering using time-delay
phasing. Figure courtesy of E. C. Thomas.

of propagation and where backscatter is likely to occur. This figure shows that or-
thogonality can be reached in both E and F regions at a 1/2 hop, but also there is the
possibility of backscatter from the ground and for ionospheric backscatter at greater
distances than a single hop.

The radars sample the returned signals along each beam and using the time lag of
the returned signal can determine the approximate range. There are typically 75 range
gates used for each beam on each radar though some incorporate up to 110 range gates.
The size of these range gates varies depending on the length of the transmitted pulses,
usually 300 µs would be used and would allow for range gates 45 km in size or a
100 µs pulse would allow for 15 km range gates. The receiver bandwidth is then set to
the appropriate frequency in order to receive the backscattered pulses.

Usually a 7-pulse sequence is used to discriminate between received pulses from
different distances. These received signals are processed using autocorrelation func-
tions (ACF). The ACFs can be fitted and provide values for the backscatter power,
mean Doppler velocity and the spectral width of the Doppler velocity.

One of the main functions of SuperDARN is measuring ionospheric convection.
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Figure 4.3: Ionospheric propagation - Possible propagation modes of transmitted radar
pulses and potential reflection points (Milan et al., 1997).

The radars only provide a line of sight Doppler velocity for each beam and range
gate combination, but with more than one line of sight velocity measurement from
two different positions it is possible to calculate a two dimensional velocity vector.
The overlapping of SuperDARN fields of view allow for these velocity vectors to be
calculated.

4.2.2 Time-Series Analysis of ULF Waves

Another science topic that SuperDARN is useful for is the study of ULF waves. On
a typical scan mode, the data collected by the radars would typically have a 1 minute
time resolution, where ULF wave periods are often longer than this, allowing them to
be observed as periodic variations in the Doppler velocity measured. Some scan modes
also allow higher resolution scanning of a single beam interlaced within the scanning
of the entire field view, enabling the detection of higher frequency waves along a single
direction.

The analysis of ULF waves in this thesis involves the use of Fourier analysis in
order to determine the frequencies and phases of each time-series. In order to do this
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4.3 IMAGE FUV

the data must be preprocessed first. The first step in preparing the data for analysis is
by removing any data gaps or irregularities within the time series by interpolating the
data over a uniform time array.

Due to the fact that the time series of a ULF wave measured by SuperDARN is
always finite, a window function must be applied to the data to taper the ends of the
time series in order to reduce spectral leakage. The window function used here is a
split cosine bell function, in mathematical form,

w(t) =


1
2
(1− cosπ

a
t), t ≤ a

1, a ≤ t ≤ (T − a)
1
2
(1− cosπ

a
(1− t)), (T − a) ≤ t ≤ T

where a is a fixed fraction of the total length of the time series T . We set a to be 10%
of T such that the middle 80% of the time series remained untouched.

The time series can then be processed using a Fast Fourier Transform (FFT) to pro-
vide the power and phase spectra of the wave. The frequency of the wave is determined
as the frequency at which the Fourier power is at its highest in the power spectrum, for
each frequency there is a Fourier phase value provided.

As each of the beam/range gate cells provides its own time series, a string of these
cells can be used to work out the phase propagation in a given direction. Using a string
of range cells along a constant magnetic longitude allows us to compare Fourier phases
as a function of magnetic latitude, from which it is possible to determine whether the
wave is propagating poleward or equatorward. When a chain of range cells is used
along a constant latitude, it is be possible to determine whether a wave is propagat-
ing east or west, and thus calculate an azimuthal wave number. The azimuthal wave
number is defined as the number of degrees of phase change per degree of magnetic
longitude, or the inverse of the azimuthal scale size of the wave.

4.3 IMAGE FUV

The IMAGE (Imager for Magnetopause-to-Aurora Global Exploration, (Mende et al.,
2000a,b)) spacecraft was launched on 25th March 2000 into an elliptical polar orbit
(90◦ inclination) with an apogee altitude of 7RE and a perigee altitude of of 1000 km.
The line of apsides was inclined at 40◦, which would precess over the north pole during
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the first two years of the spacecraft’s lifetime and return to 40◦ once again as shown in
Figure 4.4, taken from Burch (2000).

Figure 4.4: IMAGE orbit - Orbital configuration for the IMAGE spacecraft with an initial
inclination of the line of apsides of 40◦ which will precess over the north pole, taken from
Burch (2000).

The IMAGE spacecraft was designed to be able to help determine what the dom-
inant mechanisms were for injecting plasma into the magnetosphere on substorm and
magnetic storm time scales, what the directly driven responses of the magnetosphere
were to solar wind changes, and finally to find out where magnetospheric plasmas were
energised, transported and lost during storms and substorms (Burch, 2000).

In order to realise these objectives, the IMAGE spacecraft hosted an array of ex-
periments. These experiments included the Radio Plasma Imager (RPI), Low-Energy
Neutral Atom Imager (LENA), Medium-Energy Neutral Atom Imager (HENA), Far
Ultraviolet Imager (FUV) and Extreme Ultraviolet Imager (EUV).

Of these experiments, this thesis makes use of just the FUV experiment. This con-
tained three separate imagers: the Spectrographic Imager (SI), the Wideband Imaging
Camera (WIC) and the Geocoronal Imager (GEO).

4.3.1 Wideband Imaging Camera

The Wideband Imaging Camera was aimed at imaging the total intensity of the aurora
in regions most representative of the auroral source but least affected by dayglow. The
imager is sensitive a broad band of UV aurora with a pass-band of 140-190 nm (Mende

et al., 2000b). The main auroral emissions in this range of wavelengths are provided
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by N2 Lyman-Birge-Hopfield (LBH) system (127.3 to 255.5 nm) and spectral lines
associated with NI (141.2 nm, 149.3 nm and 174.4 nm) (Galand and Lummerzheim,
2004).

The camera had to have a resolution high enough such that it would be able to see
features of the order of 100 km in size at apogee. The camera had a resolution of 256 x
256 pixels with a 17◦x17◦ field of view (Mende et al., 2000b), which meant that each
pixel corresponded to about 52 km x 52 km at apogee and about 1.2 km x 1.2 km at
perigee. The time resolution of the images produced by the spacecraft were limited to
two minutes at this was the spin period of the IMAGE spacecraft.

4.3.2 Dayglow Removal

Images produced by WIC are often contaminated by dayglow, which can obfuscate
auroral features. This effect is most apparent when IMAGE is observing the summer
hemisphere as more of the auroral oval would be in direct sunlight, which can be
problematic when attempting to study auroral substorms. Here, a similar method of
dayglow removal to that outlined by Laundal (2010); Reistad (2012) has been used.

Figure 4.5 shows how the field of view of two different pixels on the imager would
project down to the atmosphere of the Earth. The area of this projection is clearly
a function of the satellite zenith angle for the observed area, θDZA, and is actually
proportional to 1

cosθDZA
. This means that when a pixel is observing an area at a larger

angle, a larger area of atmosphere emitting dayglow is observed.
As the dayglow is primarily caused by solar radiation incident on the atmosphere,

we must consider the component of the projected area which is perpendicular to the
incident radiation. This area is approximately proportional to cosθSZA where θSZA is
the solar zenith angle for the area observed by the pixel.

When these two rules are combined, a simple expression for the background inten-
sity, Ibg, can be found,

Ibg = I0
cosθSZA
cosθDZA

, (4.1)

where Ibg should vary linearly with the ratio of cosθSZA
cosθDZA

.
This linear relationship was found to be incorrect for WIC images, as shown by

Figure 4.6a where the intensity for each pixel excluding pixels observing the auroral
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Figure 4.5: IMAGE pixel field-of-view - Figure taken from Reistad (2012) shows how
the fields-of-view of two pixels with different spacecraft zenith angles are projected onto
the atmosphere at locations with different solar zenith angles.

zone, from each image during 12 May 2000 is plotted against cosθSZA
cosθDZA

. In this plot, for
cosθSZA
cosθDZA

< 0 the intensity remains almost constant, but for cosθSZA
cosθDZA

> 0 the intensity
varies non-linearly. For this reason Reistad (2012) used a high order polynomial to fit
the data, where the fitted lines are shown in red.

Figure 4.6b shows an example image taken at 20:27:38 on this day before the re-
moval of any dayglow. For each pixel in this image, the intensity of the dayglow can be
calculated using the fitting described above to produce Figure 4.6c. Figure 4.6d shows
the result of subtracting the predicted dayglow in panel c from the original image in
panel b. Figure 4.6d can be smoothed to produce the image presented in Figure 4.6e.
When the dayglow is removed for this particular image, features on the day-side of the
auroral oval have become more obvious and are surrounded by a similar background
level to that which surrounds the night-side features.

This thesis employed a similar technique of dayglow removal by using θDZA and
θSZA calculated for each pixel to estimate the background dayglow values. Unlike
Reistad (2012) the resultant images were not smoothed.
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Figure 4.6: Dayglow removal - Panel A shows the intensity of non-auroral pixels from
images taken on 12 May 2000 by IMAGE WIC plotted against the value of cosθSZA

cosθDZA
with

functional fit represented by the red line. Panel B shows an example of an auroral image
at 20:27:38 UT before the removal of the dayglow. Panel C shows the value of cosθSZA

cosθDZA

for each pixel calculated from the fitted line in A. D shows the result of subtracting C from
B where auroral features can now be seen where they would have been originally hidden
by dayglow. E shows the same image as in D after applying a filter to smooth the image.
Figure taken from Reistad (2012)
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4.3.3 Substorm Observations

The Wideband Imaging Camera aboard the IMAGE spacecraft is an ideal tool for the
observation of auroral substorms in the northern hemisphere. Due to the nature of the
orbit, the spacecraft spends a large amount of with most of the northern hemisphere
in view of the spacecraft often allowing entire substorms to be observed uninterrupted
by large data gaps. The time resolution of 2 minutes is also ideal for the observation
of the substorms UV aurora as this is a fairly short time interval compared to the time
scales associated with the substorm phases.

Frey et al. (2004) compiled a list of substorms observed using the WIC and SI
instruments originally containing 2437 substorm onsets, but later updated to 4193.
Chapters 5 and 6 make use of the list provided by Frey et al. (2004) alongside WIC to
observe substorms from the time of onset until they reach the end of their expansion
phase. Some of the substorms observed in Chapter 5 did not appear on this list but
were found by manual inspection of WIC data and were analysed in the same manner.

When determining the latitudinal and longitudinal limits of the substorm’s UV au-
rora, a threshold based on the highest number of counts observed during the substorm
was used to determine approximately where the UV aurora returned to background
levels. This threshold was 5% of the peak counts during each substorm. Images where
the background was sufficiently noisy for this threshold to be ineffective due to poor
dayglow removal or due to other problems were avoided during the analysis of the
substorms.

4.4 Ground Magnetometers

Due to the limited lifetime of the IMAGE spacecraft, it was necessary to use ground
magnetometers to look for the magnetic signature of the substorm current wedge
(SCW) beyond 2005. In order to use ground magnetometers to determine the loca-
tion of the substorms it was necessary to make use of the data provided by various
different sources and in some cases convert the data from geographic to geomagnetic
coordinates and to remove the baseline field.
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4.4.1 Magnetometer Stations

4.4.1.1 IMAGE

The IMAGE magnetometer network covers northern Europe, primarily Scandinavia
and Svalbard. The data provided by IMAGE is typically sampled at 10 second reso-
lution and is given in geographic coordinates. Figure 4.7 shows the locations of the
stations currently providing data (IMAGE).

Figure 4.7: IMAGE magnetometer network - Map of IMAGE magnetometer stations
in Europe in geographic coordinates, taken from IMAGE
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4.4.1.2 CARISMA/CANOPUS

CARISMA, formerly named CANOPUS, is an array of magnetometers spanning Canada
and some of the northern USA. Figure 4.8 shows the locations of the magnetometers
that make up the array, including fluxgate magnetometers (FGM) and induction coil
magnetometers (ICM) (Mann et al., 2008). For the purposes of this thesis we make
use of the fluxgate magnetometer data which provides data in geographic coordinates
at a 1 s time resolution.

Figure 4.8: CARISMA magnetometer network - Map of CARISMA magnetometer
locations in North America in geographic coordinates, taken from Mann et al. (2008)

4.4.1.3 INTERMAGNET

INTERMAGNET provides data from magnetic observatories worldwide from many
participating countries and institutions. The stations which INTERMAGNET provides
the data for are shown in Figure 4.9 (INTERMAGNET , b) and includes a few of the
magnetometers that make up the IMAGE network . Data provided by INTERMAG-
NET are usually in 1 minute time resolution, where the coordinate system varies from
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magnetometer to magnetometer and must be converted to geomagnetic where neces-
sary.

Figure 4.9: INTERMAGNET magnetometer map - Map of magnetometer stations as-
sociated with INTERMAGNET in geographic coordinates, taken from INTERMAGNET
(b)

4.4.1.4 SuperMAG

SuperMAG is a collaboration of organizations and national agencies worldwide to pro-
vide the data from more than 300 ground magnetometers. The stations that SuperMAG
provides data for are shown in Figure 4.10 (Gjerloev, 2012), some of which are also
provided by IMAGE, INTERMAGNET and CARISMA. The data provided by Su-
perMAG has a one minute time resolution and is processed such that the data is in
geomagnetic coordinates and already has the baseline removed.
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Figure 4.10: SuperMAG magnetometer map - Locations of magnetometer stations used
by SuperMAG, taken from Gjerloev (2012).

4.4.2 Baseline Removal

To be able to see the magnetic signatures caused by the substorm current wedge (SCW)
it is necessary to remove the baseline field from the magnetometer data to leave only
those perturbations due to ionospheric currents. The method for baseline removal used
here is the same as that which is used to produce the SuperMAG dataset as described
in detail by Gjerloev (2012).

The first stage of this process is to orientate the data such that it is in geomagnetic
coordinates. Due to the fact that the Earth’s magnetic dipole moves with time, it is
necessary to find the declination of the magnetic field as a function of time for each
magnetometer. This is done be using a 17 day sliding window to determine typical
values for the X (geographic north) and Y (geographic east) components, from which
the declination as a function of time is

θ(t) = tan−1BY

BX

, (4.2)

where the 17 day window is a compromise between avoiding the removal of short time
scale events such as the build-up and decay of the ring current while retaining seasonal
variations.
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The typical values for each day are calculated by least-squares fitting a Gaussian
to the data. The typical value is defined as the mode of the distribution unless the
magnitude of the fitted Gaussian is larger than the average of the mode and its two
surrounding values. The X and Y components of the field are then rotated through
the angle θ to become H (geomagnetic north) and D (geomagnetic east) respectively
(see Figure 1.13 on page 18). Once the data has been rotated appropriately from XYZ
coordinates to HDZ coordinates, where Z in both coordinate systems points to the
centre of the planet, the D component would be typically around zero.

The next stage is to determine and remove diurnal variations in the data. To do this,
variations on time scales longer than one day must be removed initially by defining
typical values for each day. These typical values are subsequently removed from the
data.

The data from each day is then combined and binned into 30 minute sections of the
day, providing 48 bins in a 24 h period. The diurnal trend is then interpolated back to
a one minute time resolution from these 48 bins and can be subtracted from from the
data.

The final step is to remove any yearly trend in the data. A 17 day sliding window is
used to find the typical values again, which is then smoothed and subtracted from the
data. This data is then ready for being used to locate the SCW. The method of locating
the SCW is discussed in detail in section 6.4.

4.5 Van Allen Probes

The Van Allen Probes, previously called Radiation Belt Storm Probes (RBSP), were
launched in August 2013 to study the Van Allen radiation belts. The pair of spacecraft
were launched into very similar, low inclination orbits. The orbits have a similar but
not completely identical apogee of ~5.8 RE and a perigee of ~1.1 RE where the slight
difference in the orbits causes one spacecraft to lap the other every 2.5 months (Mauk

et al., 2013).
The main objective of the Van Allen Probes was to study the creation, evolution and

depletion of populations of high energy charged particles within the radiation belts. To
do this, the probes are both equipped with identical suites of instruments able to study
electrons, ions, ion compositions, electric fields, magnetic fields and waves in both of
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these fields. The list of instrument suites included on the probes is as follows: ECT
(Energetic Particle Composition and Thermal Plasma, Funsten et al. (2013); Blake

et al. (2013); Baker et al. (2013)), EMFISIS (Electric and Magnetic Field Instrument
Suite and Integrated Science, Kletzing et al. (2013)), EFW (Electric Field and Waves
instrument, Wygant et al. (2013)), RBSPICE (Radiation Belt Storm Probes Ion Compo-
sition Experiment, Mitchell et al. (2013)) and RPS (Relativistic Proton Spectrometer,
Mazur et al. (2013)).

The Van Allen Probes are useful for the study of recently injected energetic particle
populations originating from substorms due to the configuration of the orbit. Due to
the large range of L-shells traversed by the probes, it would be possible to intercept
and detect clouds of energetic particles injected during substorms as they drift around
the planet driving ULF waves.

In order to detect these particles we use the ECT suite of instruments. Of the
instruments included in this suite, we make use of HOPE and MagEIS as they cover
the appropriate energy range of the particles we expect to see, where the energy of the
particles detected using REPT (Relativistic Electron-Proton Telescope, (Baker et al.,
2013)) lies far beyond this energy range.

4.5.1 HOPE

HOPE is a mass spectrometer designed to measure the plasmasphere, plasma sheet
and lower energy ring current (Funsten et al., 2013). It is able to detect proton, helium
ion, oxygen ion and electron fluxes between the energy of 1 eV and 50 keV using 36
log-spaced bins.

HOPE uses the spin of the spacecraft to be able to get a full 4π sr distribution of
particle fluxes. This allows the ability to produce both spin averaged and pitch angle
distributions of the particle fluxes.

4.5.2 MagEIS

The MagEIS instrument consists of four electron spectrometers and one proton tele-
scope (Blake et al., 2013). Of the four electron spectrometers there is one low energy
(20-240 keV), two medium energy (80-1200 keV) and one high energy (800-4800
keV).
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The proton telescope is contained within the high energy unit and is able to mea-
sure energies from 50 keV - 1 MeV. The proton telescope is unable to determine the
composition of the ions that it detects, though protons would be expected to dominate.

In a similar way to the HOPE instrument, MagEIS uses the spin of the spacecraft
in order to get a three-dimensional particle distribution of the electrons. This allows
for the creation of pitch angle distributions for the electron data.

4.5.3 Particle Distribution Functions

The differential particle fluxes measured by HOPE and MagEIS can be combined to-
gether and converted into a particle distribution function (PDF). A PDF allows us to
see at what energy levels there is free energy available to drive ULF waves and what
energies Landau damping would occur, as discussed in Section 2.3.6.

The PDF can be derived from the differential particle flux measurements provided
by HOPE and MagEIS using the method described by Baddeley (2003). To do this
we must consider that a detector would be observing a volume of velocity space d3v

which is centred on some velocity v. The detectors have many pass-bands, where each
passband, E to E + dE, corresponds to a range of particle speeds v to v + dv. If the
detector looks into some solid angle dΩ then the volume in velocity space becomes,

d3v = v2dΩdv, (4.3)

and since dE = mvdv,

d3v = (
v

m
)dΩdE. (4.4)

The number density that the detector would see is f(v)d3v which corresponds to a
flux of vf(v)d3v. Given that the detector has an area dA, over the integration time dt
the total number of particles that pass into the detector can be expressed by

dN = vf(v)d3vdAdt, (4.5)

which, when combined with Equation 4.4, becomes

dN = (
v2

m
)f(v)dAdtdΩdE. (4.6)
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The differential particle flux, dn
dE

, is defined as

dn

dE
=

dN

dAdtdΩdE
= (

v2

m
)f(v) = (

2E

m2
)f(v), (4.7)

which can be rearranged for f(v) to give

f(v) = (
m2

2E
)
dn

dE
. (4.8)

As the differential particle flux provided by the instruments is given in units cm−2

s−1 sr−1 keV−1, the units must be converted appropriately in order to use Equation 4.8
correctly. The gradients in the resultant PDF show at what energies, and therefore wave
phase speeds, wave growth (positive gradient) and wave damping (negative gradient)
will occur.
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Chapter 5

Spatio-temporal Characteristics of
Substorm-Driven ULF Waves

5.1 Introduction

Previous studies such as Chisham et al. (1992); Wright et al. (2001); Zolotukhina et al.

(2008) have provided evidence that high-m ULF waves are driven by energetic parti-
cles when pulsations have been observed at the same time as the occurrence of clouds
of energetic particles injected during substorm expansion. Mager and Klimushkin

(2007, 2008) developed a theory of this process where it was supposed that poloidal
ULF waves are generated by the non-steady azimuthal current associated with the az-
imuthally drifting substorm-injected cloud of charge particles. This mechanism can
be responsible for the equatorward component of the poloidal wave’s phase velocity
revealed with the radars (Mager et al., 2009). Even earlier, Pilipenko et al. (2001a)
interpreted a moderately high-m Pi3 event as a result of generation by a transverse
fluctuating current developed during a large storm.

The particles could also drive wave modes through a bump-on-tail instability via
drift or drift-bounce resonance wave-particle interactions at the eigenfrequency of the
field line on which they are drifting (Baddeley et al., 2005a,b; Mager and Klimushkin,
2005). The instability and the non-steady current mechanism of Pilipenko et al. (2001a)
and Mager and Klimushkin (2007, 2008) can work simultaneously: the moving source
or fluctuating current can provide an oscillation seed which will be further amplified
by means of the instability.

108
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As driving particles, 10-100 keV protons are usually suggested, which can explain
the westward phase propagation observed with radars (e.g., Chisham et al., 1992; Fen-

rich et al., 1995; Yeoman et al., 2008). More recently, a case study by Yeoman et al.

(2010) observed an equatorward propagating wave with a period of 580 s that appeared
immediately after the expansion of a substorm. This particular event was the only one
of the five events considered in Yeoman et al. (2008) and Yeoman et al. (2010) to ex-
hibit a wave with eastward phase propagation. The eastward phase propagation of this
wave, where m = 13, suggested an energy source in the form of an eastward drift-
ing cloud of energetic electrons, rather than protons, with energies of 25-70 keV at L
shells of 7.5-15. The triggering of solar wind-driven Pc5 ULF waves by the injection
of electrons into the magnetosphere was also suggested by Belakhovsky and Pilipenko

(2010). The period of this wave is somewhat longer than in earlier observations, and it
was suggested in Yeoman et al. (2010) that this was due to the wave occurring near mid-
night shortly after substorm onset, in agreement with the theory developed by Mager

and Klimushkin (2007, 2008). The field lines at that time and location would have
been stretched, leading to lower eigenfrequencies. The azimuthal wave number was
unusually low compared to the previous results, while the energy of the inferred driv-
ing particles (~33 keV at the central L shell) was higher than that expected for the
latitude of the wave. Yeoman et al. (2010) suggested that the proximity of the observed
wave to the substorm onset was a strong controlling factor for the particle energy and
the azimuthal wave number m.

Here, a statistical study of ULF events with a similar generation mechanism to that
of the studies mentioned above is presented, in order to elucidate the dependence of
the waves on their temporal and spatial separation from the particle injection region
and test the inferences made in Yeoman et al. (2010).

5.2 Instrumentation

Data from the five SuperDARN (Super Dual Auroral Radar Network, (Greenwald

et al., 1995; Chisham et al., 2007)) radars located at Hankasalmi in Finland, Kapuskas-
ing, Saskatoon and Goose Bay in Canada and Kodiak in Alaska were used to study the
waves. Each radar uses 16 beams with a 3.24° separation while each beam typically
has 75 range gates separated by 45 km where the first gate starts at 180 km from the
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5.2 Instrumentation

radar. During the events studied a variety of radar scans were in use on the radars
giving a data cadence for individual beams which ranged from 3 to 120 seconds. The
fields of view of each of the radars are shown in Figure 5.1 where the meridional
beams are highlighted in each case. The northward beams for Hankasalmi (beam 6),
Kapuskasing (beam 11), Saskatoon (beam 3), Goose Bay (beam 4) and Kodiak (beam
3) were used to determine the latitudinal phase propagation of the waves, while two
or three beams from either side of these were used to analyse the longitudinal phase
propagation.

HANKAPKOD SAS GBR

Figure 5.1: Radar fields-of-view - The fields-of-view of the SuperDARN Kodiak (KOD),
Saskatoon (SAS), Kapuskasing (KAP), Goose Bay (GBR) and Hankasalmi (HAN) radars
used in this study. The meridional beams for each radar are highlighted in colour.

Many of the events studied are associated with substorm expansions initially taken
from a list of substorms identified by Frey et al. (2004) which used the FUV (Far Ultra-
violet Imager) instrument onboard the IMAGE (Imager for Magnetopause-to-Aurora
Global Exploration, (Mende et al., 2000a,b)) spacecraft to identify the time and loca-
tion of substorms. The list used was an updated version of their original list which
contains the time and location of 4193 substorm events between May 2000 and De-
cember 2005.
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5.2 Instrumentation

As an example, Figure 5.2 shows the FUV data for the onset and expansion phase
of one of the events on the list above, where Frey et al. (2004) identified a substorm
at ~1904 UT on 14th December 2001. Each of the images are oriented such that noon
is at the top of each panel and dawn is to the right, where the centre of the panel cor-
responds to the north magnetic pole and the concentric circles around the pole repre-
sent 10° magnetic latitude increments. The initial auroral brightening of this substorm
(panel (a)) appeared slightly to the east of the field-of-view of the Hankasalmi radar in
Finland at 1850 UT, a little earlier than the onset time originally identified by Frey et al.

(2004) (the outline of the full field-of-view and beam 6 are both shown in each panel.
The green line of constant longitude present in each panel will be discussed later).
Subsequent to the initial onset, the substorm can be seen to expand both eastwards and
westwards for around 20 minutes in Figure 5.2, panels (a)–(f).

18:49:51

(a)

18:53:57

(b)

18:58:03

(c)

19:02:09

(d)

19:04:12

(e)

19:10:21

(f)

Figure 5.2: IMAGE WIC data - December 14th 2001 - An example of IMAGE WIC data
used to locate a substorm onset on Friday December 14th 2001 at 1850 UT, as identified by
Frey et al. (2004). The top of each panel corresponds to noon while dawn is to the right.
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5.3 Data

The substorm events from the list above were selected such that they occurred within
~±50° magnetic longitude of each of the radars used to characterize the wave activ-
ity. The number of events was further reduced by the requirement to perform reliable
Fourier analysis on the wave as, in a number of the unused events, the time resolution
of the data were too low to provide accurate values for wave frequency and phase.
Finally the list of events was reduced to the ones where the substorm onset and ex-
pansion could be identified with confidence in the IMAGE FUV data, eliminating the
cases where there had been multiple substorms and consequently associating an indi-
vidual wave event with an individual substorm was not possible. This resulted in a final
number of 83 events occurring between June 2000 and September 2005, the onsets of
40 of which were identified by Frey et al. (2004). The remaining 43 events have been
associated with other substorm onsets seen using the FUV instrument, but which did
not appear in the list made by Frey et al. (2004).

For each of the events studied, Fourier analysis was used to find the latitudinal and
longitudinal phase propagation of the waves. The wave periods were determined using
the dominant peaks in the Fourier power spectrum produced for each range gate and
beam used. In each of the events studied, the dominant frequency found using Fourier
analysis was typically the same everywhere where the wave was observed within the
radar’s field-of-view. To find the latitudinal phase propagation, the Fourier phases at
the dominant frequencies of the waves were obtained from the data in several range
gates along the northward pointing beams. Whilst the use of single-radar data for
the analysis of each individual event precludes a full polarization analysis, the fact
that the waves are observed using meridional beams suggests that they have a strong
poloidal component, in common with previous observations of similar waves (e.g.,
Allan et al., 1983b; Yeoman et al., 2008). The longitudinal phase propagation of the
waves was found in a similar manner to that of the latitudinal phase. However, rather
than several range gates on a single beam, multiple beams either side of (and including)
the northward pointing beams were used with range gates at an approximately constant
latitude.
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5.4 Example Event

Figure 5.3 shows a ULF wave event detected in the line of sight velocity as measured
by the Hankasalmi radar corresponding to the expansion phase of the substorm event
identified by Frey et al. (2004) and illustrated in Figure 5.2. The velocity is colour
coded such that red corresponds to ionospheric flow away from the radar and blue rep-
resents flow towards the radar. Panel (a) shows the meridional view of the wave from
range gates 19 to 23 within beam 6, while (b) shows the longitudinal view of the wave
using beams 3 to 12 along an approximately constant L-shell of about 7. The wave
appears shortly after the onset of the substorm, a little after 1900 UT, suggesting that
the wave is associated with particles injected during the substorm. The top panel in
Figure 5.3 shows the data from beam 6 where it is clear that the wave exhibits equator-
ward phase propagation, while the bottom panel shows a westward phase propagation.
Panel (b) also shows that there is a bulk flow in the ionosphere away from the sub-
storm, in the westward direction. Multiple harmonics can be seen in the data though
Fourier analysis reveals a dominant period of ~1500 s. Figure 5.4 shows the Fourier
power and phase variation at the dominant frequency of 0.67 mHz in both latitude and
longitude. It can be seen that the wave has an effective azimuthal wave number, m, of
~−10 (positive m represents eastward propagation) and a latitudinal phase gradient, l,
of ~-41° (positive l represents poleward propagation) where values for m and l are the
gradients calculated using linear least squares fit to the phase values as displayed by
the dashed lines in Figure 5.4.

The wave period, τ , and its azimuthal wave number can be used to calculate the
waves azimuthal phase propagation frequency, ω,

ω =
2π

τm
, (5.1)

which, for the wave in Figure 5.3 gives ω~−4.3 × 10−4 rads s−1, where a negative ω
corresponds to a westward propagation. If the higher harmonics of the wave visible in
Figure 5.3 are considered, we find that the angular drift frequency of these harmonics
is almost identical to that of the dominant frequency.
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Figure 5.3: Hankasalmi wave observation - December 14th 2001 - Hankasalmi radar
data corresponding to the substorm shown in Figure 5.2, where the top panel presents the
latitudinal profile of the wave (from beam 6) and the bottom panel shows the longitudinal
profile (beams 3-12 at L ~7). The wave has a dominant period of ~1500 s.
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Figure 5.4: Fourier phase and power profiles - Fourier power and phase profiles for the
wave event presented in Figure 5.3. (a) Latitude profile. (b) Longitude profile. The dashed
line is a linear fit to the phase gradients.

115



5.5 Statistical Study

5.5 Statistical Study

All of the 83 events identified have been analysed in the same manner as the example
in the previous section. This has revealed that there is a relationship between the
azimuthal wave number and the azimuthal separation of the substorm onset regions
and the wave observations.

Panel (a) of Figure 5.5 shows the m-numbers for each of the events plotted against
the azimuthal separation of the corresponding wave observations and substorm onsets,
where the error bars represent the approximate longitudinal extent of the substorm
UV auroras at the time of onset. The events which appeared on the list of substorms
identified by Frey et al. (2004) are coloured green, while the remainder are coloured
red. Panel (b) shows the data from panel (a) placed into 15° magnetic longitude bins,
where the error bars are the standard errors associated with each bin. Figure 5.5 reveals
that m increases in magnitude with the azimuthal separation, where m is generally
positive when the wave is observed to the east of a substorm, and negative to the west,
though it may be noted that there is some overlap in the two populations.

Figure 5.6 shows the latitudinal phase gradient, l in a similar format to Figure 5.5
where wave events that appeared poleward of the substorm onset position are on the
right side of the origin, and wave events which appeared equatorward of the substorm
onset position are shown to the left of the origin. The majority of the waves observed
exhibit equatorward phase propagation which is characterized by a negative value of
l as defined in Section 3.1, though there are a small number of poleward events ob-
served. In common with previous observations of particle-driven poloidal waves (Yeo-

man et al., 1992; Fenrich et al., 1995; Yeoman et al., 2010), the 180° phase change
characteristic of toroidal field line resonances is not observed. There appears to be a
weak correlation between the latitudinal separation of the wave observations and the
substorm onsets and l, where the farther equatorward the wave is with respect to the
substorm, the more negative l becomes. There is some suggestion that poleward prop-
agating waves became more increasingly likely to be observed & 4° poleward of the
substorm onset position. However, the majority of waves in all regions have equator-
ward phase propagation. It may be noted that there is a large amount of scatter in the
data, this is likely due to the uncertainties involved in estimating the latitudes of the
waves. The waves studied tend to extend over a range of a few degrees of magnetic
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Figure 5.5: Azimuthal wave numbers - In panel (a) azimuthal wave numbers of each
of the waves are plotted against the magnetic longitude separation of the waves with the
substorm onset positions. Panel (b) shows the same data as in (a) but now placed into 15°
magnetic longitude bins. The black diamond represents the Yeoman et al. (2010) event.

latitude and the latitudes used here are estimated as the middle of the range covered by
the wave.

Also, in Figures 5.5 and 5.6, the event studied by Yeoman et al. (2010) is shown
with a larger black symbol, where the azimuthal wave number was determined to be
~19 and the latitudinal phase gradient was ~-62. The latitudinal phase propagation
of this wave event seen in Figure 5.6 shows a larger than average equatorward phase
propagation although is fairly typical of the ensemble of wave events investigated here.
The initial brightening of the substorm UV aurora for this case study appeared ~3° to
the east of the observed wave. This data point does not fit in with the majority of the
waves with positive m numbers as the wave, in this case, was observed slightly west of
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Figure 5.6: Latitudinal phase gradients - In panel (a) magnetic latitudinal phase gradient
for each of the waves are plotted against the magnetic latitude separation of the waves from
the substorm onset positions. Panel (b) shows the same data as in (a) but now placed into
2.5° latitude bins. The black diamond represents the Yeoman et al. (2010) event.

the substorm onset location. This wave event will be discussed further in section 5.6.1.
The periods of the waves studied are shown in the form of a histogram in Figure

5.7. They range from 200 to 3500 seconds, where the majority of the population exists
within the range of 200 to 2000 seconds. The wave studied in Yeoman et al. (2010)
had a period of ~600s which is typical for the distribution shown in Figure 5.7. It may
also be noted that the most common range of wave periods observed in Figure 5.7 is
700-800 s which corresponds to one of the discrete field line resonance frequencies
proposed by Samson et al. (1992). This long period was interpreted in Yeoman et al.

(2010) as implying that the wave existed on stretched field lines in the night side of
the magnetosphere. The long periods found from this statistical study could suggest
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a similar interpretation. An alternative interpretation can also be suggested. It is well
known that the frequencies of poloidal waves are strongly controlled by the plasma
pressure and ring current values in the plasmasphere where variations in the plasma
density can alter the Alfvén speed (see Equation 2.42). In the magnetosphere with a
strong ring current, the poloidal eigenfrequencies can be significantly lower than the
toroidal eigenfrequencies (e.g., Klimushkin et al., 2012).

Figure 5.7: Wave periods - Histogram displaying the periods of the waves studied placed
into 100s bins.

5.6 Discussion

The results from Figures 5.5 and 5.6 show that the phase propagation of the observed
wave is dependent on the waves’ position relative to where the substorm UV aurora oc-
curs. This is most obvious in the case of the azimuthal wave number, where the phase
fronts propagate azimuthally away from the substorm onset location, while the phase
speed decreases in magnitude with increasing separation. The dependence of phase
propagation on the separation of the substorm and the wave observation is somewhat
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similar when considering l, although poleward propagating waves are less commonly
observed. In this case, the phase propagation becomes more strongly equatorward if
the wave is observed farther equatorward of the substorm, but whilst there is some evi-
dence of increased numbers of poleward propagating events poleward of the substorm,
the average propagation remains equatorward. The low proportion of poleward prop-
agating waves to equatorward propagating waves may be explained by the nature of
the magnetic field lines in the vicinity of the wave. If equatorward propagating waves
appear on closed field lines equatorward of the substorm, it may be expected that pole-
ward propagating waves would exist on field lines poleward of the substorm, however
at some latitude poleward of the substorm, these field lines would be connected di-
rectly to the IMF rather than being closed within the magnetosphere. These open field
lines would not be excited by field line resonance in the same way as those which are
closed, possibly explaining the low number of poleward propagating waves.

5.6.1 Substorm Evolution

The existence of small numbers of westward propagating waves east of the substorm
and eastward propagating waves west of the substorm in Figure 5.5, along with the
~4 ° separation between the substorm latitude and the latitude where the majority of
poleward propagating events are seen in could possibly be explained by the motion
of the substorm events after the substorm expansion phase onset. Typically, after the
initial brightening of the aurora during the onset of a substorm, the substorm would
expand poleward while expanding azimuthally in both directions with the dominant
azimuthal expansion being westward (Akasofu, 1964). The azimuthal expansion of the
substorm may be predominantly to the east or west of the original onset position as
observed by Carbary et al. (2000) and Liou and Rouhoniemi (2006). The statistical
study undertaken by Carbary et al. (2000) revealed that 90% of the substorms in their
study exhibited a poleward expansion, more then 60% expanded predominantly in the
westward direction and ~35% expanded eastwards. The expansion of the substorm
aurora will follow the evolution of the energetic particle injections as the substorm
expansion proceeds. It is probable that the observed waves are most likely to be driven
by the particles injected at the peak of the expansion phase when the auroras are at
their most intense.
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Figure 5.8 shows a comparison of m and the azimuthal separation of the observed
waves and substorm UV auroras at the onset position, (a), and the position at the point
where the substorm has expanded to its most intense auroral activity, (b) where the
orange points are those which correspond to eastward expanding substorms, and green
correspond to westward expansion. Red and blue squares in panels (a) and (b) show
the orange and green data points (respectively) placed into 15° bins. While the use of
the substorm position at the end of the expansion phase instead of the onset position
alters the results slightly, there appears to be little change in the overall trend. The
comparison of m with the azimuthal separation of the observed waves and the sub-
storms at the peak of their expansion phases does, however, result in a smaller amount
of overlap in the positive and negativem-number populations. For the event studied by
Yeoman et al. (2010), again shown with a larger black symbol, the westward expansion
of the substorm aurora moved the centre of the substorm responsible for driving the
wave ~14° westward across to the opposite side of the radar’s field-of-view. This ex-
pansion shifts the relative longitudinal location of the wave and substorm, such that the
location of the substorm west of the wave observation and eastward azimuthal phase
propagation of the wave become consistent, as was noted in Yeoman et al. (2010).

If we consider the poleward expansion of the substorms, the l values in Figure
5.6 can be replotted against the latitudinal separation of the waves with the expanded
substorms. This is shown in panels (c) and (d) of Figure 5.8 where panel (c) uses the
substorm onset position (as in Figure 5.6) and panel (d) uses the position at the peak
intensity of the substorm UV aurora. Green data points in both plots are the l values
for each event plotted against latitudinal separation of the substorms and the observed
waves, while red squares show the same data after being placed into 2.5° bins. Panels
(c) and (d) of Figure 5.8 shows that, while the data points are still very scattered as
in Figure 5.6, the general trend suggested by Figure 5.6 is still apparent, but with a
general poleward shift in the position of the data points.
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Figure 5.8: Comparison before and after expansion - (a) Azimuthal wave numbers
of each of the waves plotted as a function of distance from the substorm in a similar
manner to Figure 5.5 using substorm onset position for comparison with (b) which shows
m relative to the wave location when the substorms have expanded to their largest size.
Green data points represent events in which the substorms have expanded in the westward
direction while orange data points represent eastward expansion. Panels (a) and (b) also
show the eastward expanding (red) and westward expanding (blue) events placed into 15°
bins shown by square symbols. Panels (c) and (d) show latitudinal phase gradient, l,
against latitudinal separation of the substorm UV aurora and the observed wave in green
at the substorm onset time (c) and after expansion (d). Red square points in (c) and (d)
represent the green data points when placed into 2.5° bins. The black diamond represents
the Yeoman et al. (2010) event in all panels.
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5.6.2 Notes on the Generation Mechanism

The results presented in this chapter show that substorm-injected particles can effec-
tively generate the ULF waves. The westward drifting protons generate the wave west
of the substorm onset, and eastward drifting electrons generate the wave east of the on-
set as illustrated in Figure 5.9. For this situation, a theory of wave generation by non-
stationary currents associated with the moving source can be more relevant (Mager and

Klimushkin, 2007, 2008). As a driving mechanism, the drift-bounce Alfvénic instabil-
ity has usually been suggested for the particle-driven waves. This instability develops
when particles of angular frequency ω exchange energy with waves under the drift-
bounce resonance condition, Equation 2.70 (page 51; Southwood et al., 1969), where
ωd is the angular drift frequency, ωb is the angular bounce frequency, and N is the
bounce harmonic number. Usually, an instability due to a non-monotonic particle dis-
tribution function is invoked (Hughes et al., 1979; Baddeley et al., 2005a,b), although
instabilities due to sharp spatial gradients of the distribution function (Takahashi et al.,
1990) and temperature anisotropy (Pokhotelov et al., 1985; Klimushkin and Mager,
2012) can also be significant.

W
e
s
t

s.o.

j t( )

j t( )

H
+

e-
East

Figure 5.9: Particle populations drift east and west of substorm onset - Schematic
illustration of the interpretation of the event considered in the chapter: clouds of protons
H+ and electrons e− generate waves west and east of the substorm onset. Also shown are
the non-steady currents j(t).
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The theory of drift-bounce instability has been developed for the case of a station-
ary and axisymmetric distribution function of driving particles. Clearly this is not the
case for the present work, where the driving particles are supposed to appear in the
magnetosphere during the substorm injection and form a moving cloud limited in the
azimuthal coordinate. At a given location of the azimuthal coordinate, the wave is gen-
erated when the cloud reaches this point. The event observed by Yeoman et al. (2010)
was interpreted in terms of the theory of Mager and Klimushkin (2007, 2008). The
event observed by Yeoman et al. (2010) was interpreted in terms of that theory. To
date, this theory has been elaborated for the case when the field aligned structure of the
cloud of injected particles is settled much faster than the characteristic Alfvénic time,
which assumes the inequality ω � ωb to hold. In this case, the wave frequency must
satisfy the condition

ω −mωd = 0, (2.71)

which can be formally obtained from Equation (2.70) for the case of drift resonance
(N = 0).The L-dependent arrival of drifting injected particles at observational merid-
ian can explain the apparent equatorward phase propagation of pulsations observed
with radars (Mager et al., 2009). For each event studied here, the dominant frequency
was typically the same everywhere within the radar’s field-of-view. Thus it appears that
only a narrow range of particle energies within the particle injection are contributing
to the wave growth for each individual event.

It is interesting to find analogies of the substorm generated waves reported in this
chapter among the high- and intermediate-m waves reported in earlier publications.
Zolotukhina et al. (2008) reported Pc5 waves with strong poloidal component observed
after a substorm onset with satellites located east and west of the substorm onset loca-
tion. It was suggested that the satellites detected the waves generated by substorm in-
jected clouds of charged particles drifting in the magnetosphere in opposite azimuthal
directions: a satellite located east (west) of the onset detected the wave generated by
an electron (proton) cloud. This interpretation was confirmed by the energetic particle
data recorded by LANL satellites. In the course of the event, the wave polarization
changed as expected from the theory (Mager and Klimushkin, 2008).

Using ground data, Pilipenko et al. (2001a,c) studied Pi3 pulsations which ap-
peared during the main phase of an intense magnetic storm. They found two regions
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of ULF activity, one observed in the early morning hours, the other near dusk. The
first one was interpreted as being related to an energetic electron injection, whereas
the second was due to the injection of ring current protons. Fluctuating current de-
veloped during a storm was suggested as a generation mechanism (Pilipenko et al.,
2001a). This interpretation is in accordance with the moving source theory of Mager

and Klimushkin (2007, 2008): in both cases the waves are supposed to be driven by a
non-steady current, which constitutes a source term in the wave equations.

It cannot be excluded that Pi3 waves observed on the ground, like those described
in (Pilipenko et al., 2001a,c), represent a part of the Pc5 wave spectrum with moder-
ate m numbers. At least, Vaivads et al. (2001) found a correspondence between Pc5
waves observed in space and a Ps6 wave observed on the ground (note that Ps6 waves
represent a subclass within the Pi3 band). The waves reported in the present study also
might be categorized as Pi3 pulsations, similar to those published in Pilipenko et al.

(2001a,c), although no radar features of those Pi3 pulsations have been reported in
those publications.

An interesting feature of the present study is the possibility that relatively low-m
waves can be generated by energetic particles in the same way as high-m pulsations.
This is in apparent contradiction with the common and well established opinion that
low-m shear Alfvén waves are generated by the fast modes propagated into the mag-
netosphere from the magnetopause, where they are generated by processes external to
the magnetosphere. However, it has been noted that by virtue of the field line non-
uniformity of the magnetosphere shear Alfvén and fast modes have a rather different
spatial structure and their coupling can be rather weak (Leonovich, 2001). Also, some
other observational confirmations that Pc5 waves with m ∼ 1 can be generated by
particle injections were found earlier in Saka et al. (1992, 1996). Another apparent
contradiction with the common view of low-m waves is the strong poloidal compo-
nent of the observed pulsations, even of those with m ∼ 1. It is usually supposed that
low-m Alfvén modes are always toroidal. However, this can be true only in the case of
an external monochromatic driver, while the modes reported here are generated by an
impulsive process. Newly generated low-m shear Alfvén waves can have the poloidal
or mixed polarization, and only in the course of their evolution due to phase mixing
does their polarization become toroidal (Radoski, 1974).
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5.6.3 Driving Particles

Independently of which of the two driving mechanisms mentioned in the previous sub-
section (instability or moving source) is invoked for the pulsations observed in this
study, the similarity of the wave characteristics for eastward and westward propagat-
ing waves in Figure 5.5 suggests that the drift resonance condition in Equation (2.71)
is appropriate for both eastward and westward propagating waves. In this case, the
angular drift frequency ωd can be calculated from the equation

ωd =
ω

m
. (5.2)

When this is the case, a westward propagating wave such as that in Figure 5.3
would require a population of westward drifting ions to be the source of the wave’s
energy and, as in Yeoman et al. (2010), an eastward propagating wave would be asso-
ciated with eastward drifting electrons.

The result of invoking the drift resonance condition for all of the waves observed,
such that, by combining their frequency and m-number, they can be related to the
azimuthal angular drift frequency of the particles that drive, them is shown in Figure
5.10. Here where ωd is expressed in terms of the azimuthal separation of the wave and
the expanded substorms. From this, it becomes apparent that two distinct populations
of waves exist where one is driven by eastward drifting particles, and the other by
westward drifting particles. The direction of the particle drift in a dipolar magnetic
field is dependent on the particles charge which implies that the eastward and westward
propagating waves would be associated with clouds of eastward drifting electrons and
westward drifting ions respectively. There is also a notable trend in the magnitude
of the particle drift speeds where particles that have drifted farther from their initial
injection point (i.e. are driving waves at larger longitudinal separations from substorm
onset) tend to be drifting considerably more slowly than those nearer the substorm. An
explanation for the reduction in ωd with larger azimuthal separations is suggested later
in this section. This reduction in |ωd| is obvious in the case of both electrons and ions,
and fits with the apparent increase in |m| that is suggested by equation 5.2 and was
observed in Figure 5.5.

This analysis can then be taken further to estimate the energy of the drifting parti-
cles by using Equation 2.73, where W is the particle energy, L is the L-shell, Bs is the
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Figure 5.10: Angular drift frequencies - Panel (a) shows angular drift frequencies calcu-
lated from the periods and azimuthal wave numbers for each of the waves, where positive
values are defined to be eastward and negative westward. (b) shows the same data as in (a)
which has been placed into 15° magnetic longitude bins. The black diamond represents
the Yeoman et al. (2010) event.

equatorial magnetic field strength, α is the equatorial pitch angle, Kp is the planetary
magnetic activity index, RE is the Earth’s radius and φ is the azimuthal position of the
particle from local midnight (Yeoman and Wright, 2001). For the case study presented
in Section 3.1 where ωd = −4.3 × 10−4 rad s −1, this implies an energy range of ~24
to 29 keV over the latitudinal extent of the wave in Figure 5.3 (L ∼ 6.5−7.5) or ~26.7
keV at the central L shell (L ∼ 7) where large pitch angles (α ~90°) are used.

Figure 5.11 shows the estimated particle energies for each of the 83 events cal-
culated using equation 2.73 in the same format as Figure 5.10. There is a significant
drop in the particle energy, W , for the events which occurred with a larger azimuthal
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separation compared to those nearest to the substorms. This reduction in W with az-
imuthal separation fits with the reduction in |ωd| as would be expected from equation
2.73. In Figures 5.10 and 5.11, the event studied by Yeoman et al. (2010), shown with
a larger black symbol, can be seen to be fairly typical of the ensemble of wave events
investigated here.
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Figure 5.11: Estimated particle energies - (a) Calculated particle energies for each of
the events plotted against the azimuthal separation between waves and their associated
substorm positions. (b) shows the same data as in (a) which has been placed into 15°
magnetic longitude bins. The black diamond represents the Yeoman et al. (2010) event.

Yeoman et al. (2008) suggested that the particle energy may be related to theL-shell
of the wave observation with the results in Table 3.1. Figure 5.12 shows the particle
energies calculated for the 83 ULF waves in this study against the L-shell of the wave
observation. The black line in the plot shows the average of every 10 points in order
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of energy. It appears that the lower energy events (0 - 20 keV) show some trend of
decreasing in energy with an increase in L, though it is not the case for events over 20
keV. The large spread in the events, especially over 20 keV, is likely due to the various
different parameters involved in calculating the energy. As is seen in Equation 2.73,
the energy is likely to decrease with an increase in L-shell, but parameters such as Kp,
m and φ could potentially have a large enough impact to obscure any trend with L by
creating scatter in the results.

Figure 5.12: L-shell comparison - Estimated particle energies for the events in this study
plotted against the L-shell of the wave observation. The black line represents the average
values for every 10 data points in order of energy.

A possible explanation for the trends defined by Figures 5.10 and 5.11 would be
that higher energy particles injected into the inner magnetosphere during a substorm
have less time to drive waves as they gradient-curvature drift around the planet before
they are lost by some process, perhaps escape through the duskside magnetopause
(Takahashi and Iyemori, 1989). This would leave the particles with lowest energies
(and thus the lowest angular drift frequencies) to drift farther from where they were
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injected, thus allowing them to drive higher-m waves as suggested by Yeoman et al.

(2010).
The angular drift frequency calculated for the particles responsible for driving the

wave in Figure 5.3 can be used to back-track the azimuthal location of the particles
prior to the formation of the wave within the radars field-of-view. Figure 5.2 shows
the result of this back-tracking of the driving particles where the estimated MLT is
displayed as a green meridional line of constant MLT in each panel. The particles,
calculated above to have an energy of ~26.7 keV are injected at ~22.3 MLT in Figure
5.2 (a). They then drift westwards and their subsequent locations are shown in pan-
els (b)–(f), passing through the radar field-of-view between 1858 and 1910 UT. When
displayed in this manner it appears that the initial driving particles are those near the
eastern-most edge of the substorm expansion, which drift farther westward towards the
radar field-of-view as the substorm expands. Subsequent to the start of the wave, parti-
cles continue to be injected to the east of the radar, where they can also drift westwards
and continue to drive the wave after the initial particles have passed completely over
the radar field-of-view.

As illustrated in Figure 5.2, a time lag is expected to be present between the time
of particle injection during the substorm and the time of arrival of the recently injected
particles after they drift across the radar field-of-view to drive the observed waves.
This time lag would be expected to be a function of ωd (and therefore particle energy)
and also the azimuthal separation of the substorm and the observed wave, as particles
with lower angular drift frequencies and larger distances to travel would be expected
to take longer to reach the radar location than those with high values of ωd and smaller
azimuthal separations. The time lag expected from the calculated ωd combined with
the azimuthal separation of the wave observation and the substorm location (when the
UV aurora of the substorm is at its most intense) is displayed in Figure 5.13 and is
plotted against the observed time lag. The orange data points represent those values
calculated from positive values of ωd and the green are from negative ωd. The data has
also been placed in bins (shown in blue in Figure 5.13) to show the overall trend, these
bins each contain 10 data points except for the final data point, which contains only
the remaining 3. The calculated time lag increases in magnitude with the observed
time lag as expected. However, there are a number of values with negative expected
time lags. These arise from the overlapping portion of data points in Figures 5.5 and
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5.10 where it is likely that the estimated position of the centre of the substorm is not
exactly where the driving particles originate from. There are also a number of events
where the observed time lag is small but their predicted time lags are too large. This
may be attributed to uncertainties in the estimated particle energies or uncertainty in
the relative locations when wave observations are made close to the substorm onset.

Figure 5.13: Time lags - Time lag expected between particle injection and wave observa-
tion calculated from ωd and the azimuthal separation of the substorm (at the time the UV
aurora for the substorm reaches its most intense) and the observed wave, plotted against
the observed time lag. Yellow points are those obtained from positive values of ωd and
green are negative. Blue data points represent the same data placed into bins, the first 8 of
which contain 10 data points each and the last containing the remaining 3.
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5.7 Summary

Using multiple SuperDARN radars (Hankasalmi, Saskatoon, Goose Bay, and Ka-
puskasing), 83 poloidal ULF wave events with m numbers from 2 to 60 were iden-
tified. These are interpreted as waves generated by particles injected during the sub-
storm onsets identified partly by Frey et al. (2004) and partly by ourselves from the
IMAGE FUV data. The eastward and westward phase propagations of these events
have been associated with eastward drifting electron and westward drifting ion pop-
ulations respectively. The angular particle drift velocities were determined with the
drift resonance condition (Equation 5.2) as well as from the time lag between the wave
events and the substorm onset, using the azimuthal separation of the wave observations
and the onsets. Both estimates are in a good agreement, which confirms the suggestion
that the observed waves were generated by the substorm-injected azimuthally drifting
ion/electron particle clouds.

Previously, only a few such cases have been reported (Chisham et al., 1992; Wright

et al., 2001; Zolotukhina et al., 2008). Another novel feature is the large number
of electron-related poloidal wave events. Such events are rare in published literature
(Eriksson et al., 2006; Zolotukhina et al., 2008; Yeoman et al., 2010; Belakhovsky and

Pilipenko, 2010). Further more, it should be underlined that some of the observed
waves had relatively low m numbers, which hints that some of the low-m Alfvén
waves reported in the earlier literature could be generated by internal magnetospheric
processes, possibly by energetic particles, rather than by the resonant interaction with
the fast modes propagating from the magnetopause, as is usually supposed.

These observations can be interpreted in two ways: first, in terms of wave-particle
drift resonances invoking kinetic instability theories (Southwood et al., 1969), and sec-
ond, in terms of the moving source theory (Mager and Klimushkin, 2007, 2008). The
previous observation of a poloidal wave with eastward phase motion by Yeoman et al.

(2010) suggested the second option, as did several other case studies (Zolotukhina

et al., 2008; Yeoman et al., 2012). We can suppose that these two mechanisms can
work simultaneously, that is, the moving source of substorm-injected particles can
provide an oscillation seed which will be further amplified by means of the instability.
However, the theory of such combined driving mechanism has not been developed to
date.
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The magnitude of the azimuthal wave number tends to increase when the waves
are observed at larger azimuthal separations from the substorms. This, in-turn, cor-
responds to lower angular drift frequencies as shown in Figure 5.10, which is then
reflected in lower particle energies in Figure 5.11. This reduction in particle energy
farther from the substorm implies that, as these particle populations gradient-curvature
drift away from the point at which they were injected, the higher energy particles are
lost relatively quickly, leaving behind particles with lower energies to drive higher-m
waves.

The latitudinal phase propagation (l) behaviour is less clear. While there is a large
amount of scatter in the data, with a large bias towards the observation of equator-
ward propagating waves, Figure 5.6 and panels (c) and (d) of Figure 5.8 hint that l
may be somewhat dependent on the latitudinal separation of the observed wave and
the substorm. This possible trend appears to be similar in nature to that of m where the
phase direction points away from the expansion of the substorms, however it is only
apparent with equatorward propagating waves exhibiting a larger magnitude of l when
they are observed farther equatorward from the substorm and is most certainly not con-
clusive with the data at hand. The only explanation of the equatorward phase motion
developed to date is provided by the moving source theory of Mager and Klimushkin

(2008); Mager et al. (2009). The moving source consists of an injection of energetic
particles on a range ofL-shells where the particles on the outermost field lines gradient-
curvature drift around the planet faster than the particles on inner L-shells - stretching
the injected cloud of particles into a spiral. This leads to the particles driving waves
on field lines which map down to higher latitudes in the ionosphere first, then exciting
waves at successively lower latitudes - thus forming the apparent equatorward phase
propagation observed in Figures 3.18 and 5.3.

It is clear that the phase propagation characteristics of the observed waves is heavily
dependent on the azimuthal separation of the substorm and the wave itself, as suggested
by Yeoman et al. (2010), where it appears that phase fronts propagate in a direction
pointing away from where the particles are injected and the time lag between substorm
onset and wave observation is also a function of this separation and m. In the case
of m and l it appears that it may be more appropriate to consider the position of the
substorm once it has reached the peak of its expansion phase, where there is the highest
flux of injected particles.
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Chapter 6

Multi-Radar Observations of
Substorm-Driven ULF Waves.

6.1 Introduction

In the previous chapter, we discussed the effect of proximity of the wave observations
to the substorm on the observed waves. It was shown that the sign of the azimuthal
wave number, m, is affected such that positive-m waves typically occur in waves ob-
served to the east of the location of the substorm and negative-m waves occur to the
west of the substorm. There was also evidence to suggest that the magnitude of m
varied with the distance between the location at which particles are injected and the
location where the wave is observed. This was such that high-m waves often occur
farther from the substorm and relatively low-m waves appear much closer to the epi-
centre of the substorm.

This dependence was also evident with the calculated angular drift frequencies,
ωd, associated with the waves. The sign of ωd behaves in the same way as that of m,
but unlike m, the magnitude of ωd generally decreases with the azimuthal separation
between the substorm and the wave. This decrease in ωd was reflected in the particle
energies associated with the wave-driving process, derived using Equation 2.73, where
it was apparent that higher particle energies were calculated for events which were
closer to the substorm.

Each of the events presented in the previous chapter consisted of a single wave
observation associated with each substorm. As such there is no clear indication as
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to whether these trends would be reflected by each individual event. In this chapter
we address this issue by studying three events where data from multiple SuperDARN
radars were available to diagnose the wave events at different azimuthal separations
during three different substorms to ascertain whether |m| increases in magnitude with
distance and whether highest energy particles appear closest to the substorms in indi-
vidual events and to establish whether, in a single substorm, a range of particle energies
can drive waves with a range of phase characteristics to the east and west of the sub-
storm.

6.2 Instrumentation

To study each these three events we used data from various SuperDARN (Super Dual
Auroral Radar Network, (Greenwald et al., 1995; Chisham et al., 2007)) radars lo-
cated in North America and Iceland. For event 1 we observed ULF waves using the
Kapuskasing (kap), Saskatoon (sas) and Kodiak (kod) radars as described in section
6.3.1. In event 2 we used Prince George (pgr) and Kodiak (kod) as presented in section
6.3.2. Finally, in event 3 we used Þykkvibær (pyk), Stokkseyri (sto), Saskatoon (sas)
and Prince George (pgr), as presented in section 6.5.

Events 1 and 2 are associated with substorm expansions taken from a list of sub-
storms originally identified by Frey et al. (2004) using the FUV (Far Ultraviolet Im-
ager) instrument onboard the IMAGE (See Section 4.3; Mende et al., 2000a,b) space-
craft. The list used was an updated version of their original list which contains the time
and location of 4193 substorm events between May 2000 and December 2005. Here
we use the IMAGE FUV data to track the location of the substorms as they expanded
after onset as discussed in sections 6.3.1 and 6.3.2.

In event 3 the substorm was identified by means of the CARISMA/CANOPUS
fluxgate magnetometer network (See Section 4.4.1.2; Mann et al., 2008). The substorm
itself was identified within a list of substorm Pi1 and Pi2 onsets detected using the
Pinawa (PINA) flux gate magnetometer in Manitoba (Mann et al., 2008).

Additional ground based magnetometers from CARISMA/CANOPUS, IMAGE
(Lühr, 1994), SuperMAG and INTERMAGNET (See section 4.4) were used in each
of the three events to locate the ionospheric footprint of the Substorm Current Wedge

135



6.3 Data

(SCW, (McPherron et al., 1973)) associated with the substorms, where the baseline
was removed from each of the datasets as outlined in Section 4.4.2.

We compared the SCW of 27 substorms with the IMAGE FUV data, to ensure that
using magnetometers to infer the substorm location did not introduce any systematic
offset in the substorm location identification, as in event 3 the magnetometer data alone
were used to identify the substorm location (as shown in Section 6.4 on page 145), as
this event did not occur during the lifetime of the IMAGE spacecraft.

6.3 Data

Substorms to be analysed were selected from the above list such that their onset lo-
cation occurred within ~50° magnetic longitude of the field of view of any of the Su-
perDARN radars that were operational at the time of the substorm. Data from nearby
radars were surveyed in order to find events in which ULF pulsations occurred follow-
ing the onset of each substorm. The list of substorms was then reduced to only include
those where waves, for which it was possible to perform reliable Fourier analysis upon,
could be observed at multiple locations by different radars. Finally, each event where
there were multiple substorms and those in which it was not possible to confidently lo-
cate the substorm onset and expansion using IMAGE FUV were eliminated to reduce
the ambiguity in the location of particle injection. Two events remained where there
were multiple wave observations at a range of longitudinal separations relative to their
associated substorms.

In order to track the size and location of the substorm in both events, the back-
ground and dayglow of the auroral images provided by IMAGE FUV was removed,
as discussed in Section 4.3.2. Then the approximate longitudinal and latitudinal limits
for each image of the auroral substorm were defined by a threshold where the auroral
intensity drops below ~5 % of its most intense value for the entire expansion phase.
The 5 % threshold was found to be reliable enough to allow the removal of most back-
ground auroral features without the removal of the initial brightening of the UV aurora
at the time of substorm onset.

Fourier analysis was used to determine the dominant frequency for each of the
ULF waves observed, which was typically the same everywhere that the wave could
be seen within an individual radar’s field-of-view. The azimuthal phase propagation
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for each wave was derived from the Fourier phase values at the dominant frequency
of the wave, taken from several range gate and beam combinations covering a range
of magnetic longitudes, while remaining approximately constant in magnetic latitude.
The azimuthal wave number was then calculated as the gradient of Fourier phase as a
function of magnetic longitude.

6.3.1 Substorm Event 1, November 24th 2000

6.3.1.1 Substorm Observations

The substorm UV aurora measured by the IMAGE FUV instrument are presented in
Figure 6.1 in magnetic latitude - magnetic local time coordinates, where noon is at the
top of each panel, magnetic latitude is represented by concentric circles in 10◦ incre-
ments and MLT is displayed in 1 hour increments. Substorm onset occurred at ~04:21
UT on 24th November 2000 over Canada with the UV aurora expanding and strength-
ening over the next ~40 minutes. The ground instrumentation used to investigate the
wave activity generated by the substorm is also shown in Figure 6.1 in which the ap-
proximate location of the substorm at the time of onset given by Frey et al. (2004) is
represented by a black box just west of local midnight. The latitudinal and longitudinal
limits of the box are defined by where the number of WIC counts reaches ~5% of the
peak counts observed during the substorm. This figure shows that the fields of view
of the three radars used are all west of the substorm, where results in Chapter 5 would
suggest that each of these waves should have a westward phase propagation.

6.3.1.2 Wave Observations

Figure 6.2a shows the line of sight velocity as measured by the Kapuskasing radar
between 04:20 – 05:00 UT as a function of magnetic longitude, where red represents
flow velocities moving away from the radar and blue towards. Oscillations in the
measured velocity, with a period of ~700 seconds (a frequency of 1.4 mHz), became
apparent in the radar data shortly after the onset of the substorm (04:21 UT) at around
04:23 UT, as would be expected due to the very close proximity of the radar to the
substorm as seen in Figure 6.1. The repeating black lines in Figure 6.2a are derived
from the Fourier analysis of the wave and represent the wave ’crests’ as calculated
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Figure 6.1: IMAGE data - 24th November 2000 - IMAGE FUV data during the substorm
expansion phase shortly after onset on 24th November 2000 at 04:21 UT. Data is shown
for the northern hemisphere and is oriented such that noon is at the top of each panel
and dawn to the right where concentric circles represent magnetic latitude in 10◦ intervals
and magnetic local time is displayed in 1 hour intervals. IMAGE auroral data is shown for
where the intensity is greater than 5% of the maximum intensity during the entire substorm
event where green corresponds with low intensity aurora and red is the most intense. The
figure includes the locations of the radar fields of view of Kodiak, Alaska (kod, blue);
Saskatoon, Canada (sas, red); and Kapuskasing, Canada (kap, yellow) along with the two
chains of magnetometers used. The radar beams and range gates used to characterise the
waves are highlighted in each field of view in the colour of the radar which they correspond
to. The black box present just before local midnight shows the approximate latitudinal and
longitudinal extent of the substorm UV aurora. The time stamp for each image is displayed
above each panel. The green and orange lines connecting magnetometers will be discussed
in section 6.4.
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Figure 6.2: ULF waves - 24th November 2000 - Colour coded radar measurements of
the line-of-sight velocity as observed by (a) Kapuskasing, from 04:20 – 05:00 UT; (b)
Saskatoon, from 04:40 – 05:20 UT; and Kodiak, from 05:00 – 05:40 UT on 24th November
2000 in universal time - magnetic longitude coordinates, following the substorm onset at
04:21 UT depicted in Figure 6.1, where blue corresponds to flow towards the radar and red
away from the radar. Panels (a), (b) and (c) show oscillations in the velocity which each
exhibit westward phase propagation at 1.47, 2.50 and 3.51 mHz respectively where black
lines indicate the wave crests as determined from the Fourier phase of the wave at their
corresponding frequencies.
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from the Fourier phase at the dominant frequency of the wave. The azimuthal wave
number, m, of this wave calculated from the Fourier phase is −6 which corresponds
with a westward phase propagation, as expected.

Figure 6.2b presents data from the Saskatoon radar in the same format as Figure
6.2a, but now for a slightly later time interval of 04:40 – 05:20 UT. Wave activity is de-
tected in the Saskatoon radar data between 04:40 and 05:00 UT, starting approximately
20 minutes after the onset of the substorm at 04:21 UT. In this case Fourier analysis of
the wave revealed a period that was somewhat lower than that previously observed at
Kapuskasing at ~400 s (a frequency of 2.5 mHz). This wave exhibited westward phase
propagation, as at Kapuskasing, but the azimuthal phase propagation at Saskatoon was
more rapid, with a derived azimuthal wave number, m, being slightly larger at ~-15.

Figure 6.2c shows data from the Kodiak radar in the same format as 6.2a and 6.2b,
with an even later time interval of 05:00 – 05:40 UT. Wave activity was present from
~05:12 UT where Fourier analysis revealed a lower wave period than both the waves
observed using Saskatoon and Kapuskasing at ~285 seconds (a frequency of 3.5 mHz).
With an azimuthal wave number of m = −44, this wave exhibited a more rapid west-
ward phase propagation than those at Kapuskasing and Saskatoon.

The azimuthal phase propagation frequency, ωw, of these waves is given by,

ωw =
2π

τm
=
ω

m
, (6.1)

where ω is the wave’s angular frequency, τ is the wave period and m is the azimuthal
wave number discussed above. The angular frequency of the wave can be related
to the angular drift frequency, ωd, and bounce frequency, ωb, of the driving particles,
assuming a drift-bounce resonance is the wave source, by using Equation 2.70 (defined
in Chapter 2; Southwood et al., 1969), where N is the bounce harmonic number. In
the situation where the driving particles are drift-resonant (N = 0), Equation 2.70
becomes Equation 2.71, which, when combined with Equation 6.1, can be used to show
that the azimuthal phase propagation of the wave, ωw, is equivalent the the angular drift
frequency of the driving particles, ωd.

The energy of the particles can also be estimated using Equation 2.73 defined in
Chapter 2, where W is the particle energy, L is the L-shell, Bs is the equatorial mag-
netic field strength, α is the equatorial pitch angle, Kp is the planetary magnetic ac-
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tivity index, RE is the Earth’s radius and φ is the azimuthal position of the particle
anticlockwise from local midnight (Yeoman and Wright, 2001).

Following the analysis of Chapter 5, and assuming a drift-resonance condition as
the wave source, the angular drift frequencies and inferred particle energies corre-
sponding to the three waves portrayed in Figure 6.2 are presented in Table 6.1 on page
155. In each case, ωd is negative, corresponding to westward drifting ions as the en-
ergy source. In a similar manner to the results presented in Chapter 5, the magnitude
of ωd is higher nearer to the epicentre of the substorm where the lowest m number was
observed by the Kapuskasing radar, and is lower farther from the substorm where the
m number is at its highest. Also similar to Chapter 5, the particle energies appear to
be highest closest to the substorm and get progressively lower as they drive the waves
observed at larger azimuthal separations from where they were initially injected by the
substorm.

6.3.2 Substorm Event 2, September 6th 2001

6.3.2.1 Substorm Observations

Figure 6.3 shows the IMAGE FUV data in the same format as in Figure 6.1 where
the onset of the substorm occurs over western Canada then proceeds to spread rapidly
eastwards and westwards. The onset of the substorm occurred at ~06:25 UT on 6th

September 2001 and continued to expand for ~50 minutes. In a similar manner to Fig-
ure 6.1, the ground instrumentation used to observe the wave activity during this event
is shown in Figure 6.3 in which a black box centred around ~22:00 MLT represents
the approximate location of the substorm at the time of onset, the dimensions of which
are defined by where the WIC counts reach the threshold of 5% of the peak number
of counts during the substorm. During this event waves were observed in the Prince
George and Kodiak radars, where Figure 6.3 shows that both fields of view are to the
west of the substorm onset, similar to the previously mentioned event.

6.3.2.2 Wave Observations

Data from the Prince George radar is presented in Figure 6.4a between 06:10 and 07:10
UT in the same format as that in Figure 6.2. Oscillations became visible immediately
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Figure 6.3: IMAGE data - 6th September 2001 - IMAGE FUV data during the substorm
expansion phase shortly after onset at 06:21 UT on 6th September 2001, where coordinate
system is as described for Figure 6.1. Also included are the projections of the fields of
view of Kodiak, Alaska (kod, purple) and Prince George, Canada (pgr, red).
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after the onset of the substorm at ~06:25 UT with a period of 1440 seconds (a frequency
of 0.69 mHz). The azimuthal wave number derived from the Fourier phase of the wave
was ~-11, corresponding to westward propagating phase, away from the epicentre of
the substorm.

Figure 6.4b shows the line of sight velocity as measured by the Kodiak radar be-
tween 06:40 and 07:40 UT in the same format as Figure 6.2. At approximately 06:48
UT, oscillations in the velocity were observed with similar characteristics to those ob-
served using the Prince George radar. The wave period found using Fourier analysis
was similar to that observed by Prince George at ~1350 s (a frequency of 0.74 mHz).
Also similar to Prince George, the wave exhibited westward phase propagation away
from the epicentre of the substorm, but with a higher m of -24.

As with event 1, the angular drift frequencies and driving particle energies have
been estimated using Equations 6.1 and 2.73 and are shown in Table 6.1 on page 155.
Them numbers of the waves in this event became higher farther west of the location of
the substorm. Angular drift frequency and particles energies also behave in a similar
way to those shown in event 1 where the higher energy particles and higher angular
drift frequencies are observed closest to the substorm.
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(b) Kodiak

Figure 6.4: ULF waves - 6th September 2001 - Line of sight velocity as measured by
the Prince George radar between 06:10 and 07:10 UT, (a), and the Kodiak radar between
06:40 and 07:40 UT, (b), on 6th September 2001 in the same format as described in Figure
6.2. Oscillations in the line of site velocity are observed shortly after substorm onset in
(a) with a frequency of 0.69 mHz and ~20 minutes after the substorm onset in (b) with a
frequency of 0.74 mHz, where both exhibit westward phase propagation.
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6.4 Locating Substorms Using Ground Magnetometers

Chapter 5 presented the study of 83 ULF waves, each driven by an individual substorm.
About half of these events were taken from the list of 4193 substorms published by Frey

et al. (2004), thus showing that the chance of observing a wave and confidently asso-
ciating it with a substorm is reasonably low. It follows then that the chance of finding
an event where there was more than one wave observation is significantly lower. Sec-
tions 6.3.1 and 6.3.2 presented the only two of these events from the 4193 substorms
detected using IMAGE FUV in which we could associate multiple ULF waves with a
single substorm. In order to find more similar events it was necessary to look beyond
the lifetime of the IMAGE spacecraft. As a substitute for auroral images, we chose to
use magnetometers in order to detect the location of a substorm already detected using
the Pinawa (PINA) magnetometer by bandpass filtering the data in order to see Pi1 and
Pi2 waves appear as the substorm current wedge formed (Mann et al., 2008).

To find the location of the substorm current wedge, we used the bays (large, sus-
tained aberrations of the magnetic field from its baseline value) in theD and Z compo-
nents of the magnetic field. In order to determine the approximate azimuthal location
of the substorm, we used the perturbations in D. These occur in locations as defined
by McPherron et al. (1973) and Clauer and McPherron (1974), where we expect a
large negative bay around the eastward (downward) field aligned current and a large
positive bay around the westward (upward) field aligned current. Z was used to de-
termine the latitude of the westward electrojet between the two upward and downward
field aligned currents, where a negative bay would be seen south of the current and a
positive bay north of the current (Wu et al., 1991).

An example of this technique applied to the substorm presented in Event 1 is pre-
sented in Figure 6.5. Figure 6.5a shows the perturbations in the Z component of the
magnetic field as a function of magnetic latitude (left axis) and UT (bottom axis) dur-
ing the interval of 04:00 – 06:00 UT on 24th November 2000 using the magnetometer
chain highlighted in green in Figure 6.1 for event 1. The time series data from each
of the magnetometer stations were low-pass filtered with a cut off period of 1000s in
order to remove most ULF waves from the data, then data was linearly interpolated
across the gaps between each magnetometer station to a 1◦ resolution in latitude. The
vertical dashed line at 04:21 UT represents the onset of the substorm as determined
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Figure 6.5: Magnetic bays - 24th November 2000 - Magnetic perturbations during the
substorm of November 24th 2000.(a) Perturbations in Z as a function of UT (bottom axis)
and magnetic latitude (left axis). (b) Perturbations in D as a function of UT (left axis) and
magnetic longitude (bottom axis). In both panels, dashed lines parallel to UT axis repre-
sent the magnetic coordinate of each magnetometer station, and the dashed line at constant
UT represents the onset of the substorm. Dotted lines in both panels represent latitudinal
and longitudinal extents and midpoints of the UV aurora in (a) and (b) respectively. Solid
lines surrounding the bays in both plots represent where the perturbations in B due to the
substorm current wedge return close to the background field.
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by Frey et al. (2004) and the three dotted lines represent the approximate latitudinal
extent, and midpoint, of the aurora as observed by IMAGE in Figure 6.1 where the
extent of the substorm’s UV aurora is defined by where the number of WIC counts
drop below 5% of the peak value for the entire substorm. As suggested by Wu et al.

(1991), a positive bay (indicated by red) in Z is observed to the north of the SCW and
a negative bay (indicated by blue) to the south. Three solid lines represent the northern
and southern edges of the substorm and the midpoint of these two lines as determined
using the ground magnetometers. The perturbations caused by the SCW do not appear
until around 4:50 UT as the substorm had not yet spread far enough west for the cur-
rent wedge to be in the vicinity of the latitudinal chain of magnetometers. It is apparent
that for this event, the latitude of the UV aurora and the bays in Z caused by the SCW
are fairly consistent with each other for the short amount of time which the bays are
observable using this latitudinal chain.

Figure 6.5b shows the perturbations in the D component of the magnetic field as a
function of both longitude (bottom axis) and UT (left axis) for event 1 using the mag-
netometer chain highlighted in orange in Figure 6.1. Here the horizontal dashed line at
04:21 UT represents the substorm onset, while the dotted lines show the longitudinal
extent and midpoint of the substorm estimated using the IMAGE FUV data presented
in Figure 6.1. Positive and negative bays in D are observed near to the upward and
downward field aligned currents respectively where the solid black lines surrounding
the bays show where we would have predicted the longitudinal extent and midpoint
of the substorm based on the magnetometer data alone. The midpoints measured ap-
pear to remain within the ±20◦ uncertainty mentioned above for the duration of the
substorm.

In order to demonstrate that the use of magnetometer data produces a substorm
location and extent consistent with our previous use of the IMAGE FUV data, we used
IMAGE data from 27 substorms and compared this to bays observed in the ground
magnetometer data. The edges of the bays observed in the magnetometer data were
defined by where the magnetic field value dropped below a certain threshold value.
This threshold value was different for both the positive and negative bays in both the
latitudinal and longitudinal cases and was based upon the magnitude of the largest per-
turbation within that bay. The threshold values were chosen such that they minimised
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the difference between the edges of the substorm as defined by IMAGE observations
and the outer edges of the magnetometer bays.

The threshold percentages that gave the closest fit to the northern and southern
edges of the substorms for the bays in Z were both found to be at ~50% of the peak
bay magnitude. When these were used and compared to the UV aurora, the errors
were found to be within about ±2.5◦ (1 standard deviation) magnetic latitude. The
thresholds for the bays in D used to determine the azimuthal location of the substorm
current wedge were slightly different, where 20% was used for the positive (westward)
bay and 25% was used for the negative (eastward) bay. The errors associated with the
eastward limit of the substorm were found to be ±38◦ magnetic longitude and ±29◦

for the westward edge.
The azimuthal separation between the waves and the substorm observations as used

in Chapter 5 are measured from the centre of the wave to the centre of the substorm
so the most relevant comparison between the substorms detected using magnetometers
and those using IMAGE is that of the midpoint between the bays compared to the
midpoint of the UV aurora. Figure 6.6 shows the differences in longitude and latitude
of all of the times during the 27 events at which WIC images could be compared with
the bays in the magnetometer data (this gives a total of 409 comparison points). Panels
(a) and (c) show the western and eastern edge comparisons, where there is a large
spread in values. The midpoints of the eastern and western edges of the magnetometer
bays are compared to the midpoints of the UV aurora in panel (b) where the spread in
values is much narrower. The peak in the graph is at 0◦ longitude difference and 67%
of all of these values are contained within ±20◦ of 0, which means that there is little
overall difference between the midpoints in longitude calculated using either method.

Similarly, panels (d), (e) and (f) show the latitudinal differences between the south-
ern edge, central point and northern edge of each measurement using IMAGE and
magnetometers during the substorms. The difference between the northern and south-
ern edges as measured using ground magnetometers and IMAGE are much smaller
than the longitudinal differences. Panel (e) shows that there is no overall difference in
latitude between the midpoint measured using both methods and that there is an error
of about ±2◦.

For Event 3, we used these magnetic perturbations to locate the substorm current
wedge. Figure 6.7a shows the bays in Z in the same format as that used for Figure
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Figure 6.6: Comparisons of auroral and magnetic substorms - Histograms showing
the differences in magnetic longitude and magnetic latitude between measurements made
using IMAGE data and magnetometer data. Panels (a), (b) and (c) show the differences in
longitude of the western edge, central point and eastern edge respectively for each com-
parison between the two data sets. Panels (d), (e) and (f) show the comparisons of the
magnetic latitudes of the southern edge, central point and northern edge of each point.

6.5a, using the magnetometer chain shown in green in Figure 6.8. Due to the large
threshold values, smaller bays such as the negative bay between 4:00 UT and 4:40 UT
at around 60◦ magnetic latitude are not always detected by this algorithm as shown by
the solid white lines. In order to detect the lower magnitude bays, the time series was
split into three sections: 3:00 to 4:06 UT, 4:06 to 4:30 and 4:30 to 5:00. The latitudinal
extent and central location calculated using this method is presented for each of the
three time periods by three black lines. In this case, the low amplitude negative bay
in the second time period is detected correctly. The centre of the current wedge was
observed to vary between ~65◦ – ~72◦ magnetic latitude.

The H component data from the magnetometers used to create Figure 6.7a are
presented in Figure 6.9 between 3 and 7 UT where the first data point in each panel
is set to zero. A large drop of more than 300 nT in H occurs after the approximate
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Figure 6.7: Magnetic bays - 8th September 2008 - Perturbation of the magnetic field
during the substorm of 8th September 2008 at 03:26 UT in the same format as that of
Figure 6.5. White lines show the latitudinal extent and central latitude calculated using
the bays on Z for the entire time series. Black lines show the latitudinal extent of the
substorm when the time series is split into three sections in order to detect the middle, less
prominent negative bay.
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onset time at ~3:26 UT in three of the magnetometers. This large drop in the local
H component is associated with the westward electrojet forming part of the substorm
current wedge overhead.

Figure 6.7b shows the longitudinal extent of the bays associated with the current
wedge, using the chain of magnetometers again shown in orange in Figure 6.8. The
algorithm that estimates the edges of these bays placed the substorm over a reason-
ably large range of magnetic longitudes (~-92◦ – ~25◦) at its largest point. The bays
observed here are very variable, much like those in Figure 6.7a and were determined
using the technique described above.
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Figure 6.8: Radar field of view - 8th September 2008 - A magnetic latitude - magnetic
local time projection of the fields of view of Prince George (pgr) and Saskatoon (sas)
radars, both in Canada; Stokkseyri (sto) and Þykkvibær (pyk), both in Iceland with the
two chains of magnetometers used in a similar format to Figure 6.1. The black box present
between 18 and 24 MLT shows the approximate latitudinal and longitudinal extent of the
bays in D caused by the substorm current wedge at the time of onset from Figure 6.7
where the centre is marked with a red circle.

151



6.4 Locating Substorms Using Ground Magnetometers

-400
0

400 STN: RES MLAT:   82 MLON:  -35
Onset

-400
0

400 STN: TAL MLAT:   78 MLON:  -27

-400
0

400 STN: GHC MLAT:   77 MLON:  -31

-400
0

400 STN: BLC MLAT:   73 MLON:  -30

-400
0

400 STN: FCC MLAT:   68 MLON:  -25

-400
0

400 STN: GIM MLAT:   66 MLON:  -26

-400
0

400 STN: PIN MLAT:   59 MLON:  -27

-400
0

400 STN: T18 MLAT:   55 MLON:  -33

3 4 5 6 7
UT

-400
0

400 STN: T21 MLAT:   51 MLON:  -35

H component ordered by mag latitude

Figure 6.9: H component - 8th September 2008 - H component measured by each of
the magnetometers used to create Figure 6.7a. Substorm onset is marked on the plot at
~3:26 UT, where a drop of over 300 nT is observed by three magnetometers.
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6.5 Substorm Event 3, September 8th 2008

6.5.1 Substorm Observations

This substorm, as identified from the magnetic field bays in Figure 6.7, was detected
to start at around 03:30 UT where the current wedge occupied a large azimuthal extent
between dusk and midnight. Figure 6.8 shows the ground instrumentation used for
event 3, along with the large spatial extent of the bays in Z and D as defined in 6.4
represented by the large black box centred around local midnight, within which the
substorm current wedge would have existed. The centre of the substorm is marked
with a red circle. This figure shows that two of the four radars were located to the west
of the centre of the substorm, and the others to the east.

6.5.2 Wave Observations

Data taken from east of the substorm using the Þykkvibær radar is presented in Figure
6.10a from 04:00 – 04:30 UT in the same format as that of Figure 6.2. Pulsations
were observed from ~04:00 UT where Fourier analysis of the wave revealed a period
of 500 s (a frequency of 2 mHz). This wave exhibited a rapid phase propagation with
an azimuthal wave number of m = 79.

Slightly to the west of the Þykkvibær radar, data from the Stokkseyri radar between
03:54 and 04:24 is displayed in the Figure 6.10b where the format is the same as used
in Figure 6.2. Although the data quality from Stokkseyri is not high during this period,
there is evidence of the onset of an eastward propagating wave at ~04:00 UT. This
wave was found to have a period of 480 s (a frequency of 2.1 mHz), only slightly
shorter than that observed by the Þykkvibær radar, but the azimuthal wave number for
this wave was found to be much lower at m = 43.

Data from the Saskatoon radar is displayed in Figure 6.10c within the time range
of 04:06 – 04:36 using the same format as Figure 6.2. At approximately 04:09 UT
the onset of a wave was observed by the radar where Fourier analysis revealed that the
wave had a period of ~410s (a frequency of 2.4 mHz). This wave exhibited westward
phase propagation with an azimuthal wave number of m = −29.

Figure 6.10d shows data from the Prince George radar between 04:15 and 04:45
UT in the same format as 6.2 where oscillations became apparent at ~04:18. The period
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(c)	Saskatoon
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(a)	Pykkvibaer

Figure 6.10: ULF waves - 8th September 2008 - Line of sight velocity as measured by(a)
the Þykkvibær radar between 04:00 – 04:30 UT, (b) the Stokkseyri radar between 03:54
– 04:24, (c) the Saskatoon radar between 04:06 and 04:36 UT and (d) the Prince George
radar between 04:15 and 04:45 UT on 8th September 2008. In (a) and (b) westward
propagating waves were observed with frequencies of 3.0 and 2.5 mHz respectively. In (c)
and (d) oscillations in the line of sight velocity exhibited eastward phase propagation with
frequencies of 2.1 and 2.0 mHz.
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6.6 Discussion

of this wave was found to by slightly shorter than that which was observed using the
Saskatoon radar at 330 s (a frequency of 3 mHz). The wave was found to have an
azimuthal wave number of m = −41 indicating a westward phase propagation similar
to that observed using Saskatoon however with a smaller azimuthal scale size.

The waves observed to the west of the substorm using the Saskatoon and Prince
George radars both exhibited negative m numbers such that the direction of phase
propagation was away from the location of the substorm. This event is also the only of
the three in which eastward propagating waves with positivem numbers were observed
to the east of the substorm. As with the results from Chapter 5, them numbers observed
during this event were lowest for those waves closest to the substorm and highest for
those farthest away. The angular drift frequencies and inferred particle energies for all
four waves are displayed in Table 6.1 on page 155. It is apparent that, for both eastward
and westward propagating waves during this event, the driving particles behave in
similar ways such that those with the largest angular drift frequencies and highest
energies exist closest to the substorm location.

6.6 Discussion

Radar Wave Period (s) m ωd (rad s−1) W (keV) λ (◦)
Event 1 Kapuskasing 700 -6 −1.4× 10−3 82 – 95 -3 ±7

Saskatoon 400 -15 −1.0× 10−3 35 – 55 -33 ±7
Kodiak 285 -44 −0.5× 10−3 20 – 23 -79 ±7

Event 2 Prince George 1440 -11 −0.4× 10−3 9 – 20 -12 ±11
Kodiak 1350 -24 −0.2× 10−3 2 – 7 -26 ±11

Event 3 Prince George 330 -41 −0.46× 10−3 29 – 39 -38 ±44
Saskatoon 410 -29 −0.53× 10−3 33 – 41 -16 ±44
Stokkseyri 480 43 0.30× 10−3 14 – 17 89 ±44
Þykkvibær 500 79 0.16× 10−3 4 – 7 101 ±44

Table 6.1: Attributes of the waves and the particles that drive them during all three events
where m is the azimuthal wave number, ωd is the angular drift frequency, W is the in-
ferred particle energy and λ is the longitudinal separation of the wave observation from
the substorm onset and the error is half the width of the substorm in longitude.
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6.6 Discussion

In all three of the events presented, we observe waves at multiple locations follow-
ing the onset of a substorm. Each of the waves display a unique set of characteristics,
such as period and wave number and these have been summarised in Table 6.1. The
wave characteristics are clearly affected by their proximity to the substorm. Only one
of these events (event 3) includes waves that are propagating eastward, however all
of the events include two or more westward propagating waves. Using the interpreta-
tion of Chapter 5 we would interpret the westward-propagating waves as being driven
by westward-drifting protons and the eastward-propagating waves as being driven by
eastward-drifting electrons.

Chapter 5 determined that in general for observations of single substorm-driven
waves, the phase propagation, angular drift frequency and particle energy depends
on the proximity of the wave to the substorm. However, this study was not able to
determine whether an individual substorm event would generate multiple waves, and
if so what the characteristics of these waves would be. The three events presented here
give a clearer depiction of this situation.

In event 1 we observed three waves occurring at various azimuthal separations from
the epicentre of a substorm. The closest of the three waves to the substorm, observed
by the Kapuskasing radar, exhibits a very low m number of ~-6 which corresponds
to a driving particle energy of 82 – 95 keV. The waves observed farther to the west
of the substorm by the Saskatoon and Kodiak radars exhibited progressively higher m
numbers of -15 and -44 respectively and lower inferred particle energies of 35 – 55 and
20 – 23 keV.

Figure 6.11 shows the azimuthal wave number (a), angular drift frequency calcu-
lated from Equation 6.1 (b) and inferred particle energies calculated from Equation
2.73 (c) for each wave during this event (left axis) as a function of magnetic longitude.
Also in each panel of Figure 6.11, pairs of vertical dashed lines indicate the mini-
mum (short dashes) and maximum (long dashes) approximate azimuthal extent of the
substorm’s UV aurora as observed by IMAGE. Figure 6.11a shows that the azimuthal
wave number, m, became more negative with the azimuthal separation of each wave
observation with the substorm as seen in the previous chapter. In a similar manner to
the waves that were analysed in chapter 4, we assume that each of the waves is driven
by drift-resonant particles. Figure 6.11b shows that the largest angular drift frequencies
for this event existed closest to the location of the substorm UV aurora and reduced as
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Figure 6.11: Parameters plotted in longitude - 24th November 2000 - Azimuthal wave
numbers (a), angular drift frequencies (b) and particle energies (c) calculated from each of
the waves in event 1 (left axis) as a function of magnetic longitude (bottom axis). Vertical
dashed line indicate the location of the substorm UV aurora at its minimum (short dashes)
and maximum (long dashes) longitudinal extent.
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separation increased. Similarly, the inferred particle energies presented in Figure 6.11c
were also the highest for wave observations closest to the location of the substorm.

In event 2, two waves were observed to the west of the substorm onset with m

numbers of -11 at Prince George and - 24 at Kodiak. Figure 6.12 shows the azimuthal
wave number (a), angular drift frequency (b) and the inferred particle energies (c) for
the waves observed during event 2 in the same format as those presented in Figure
6.11. In a similar manner to those waves observed during event 1, the magnitude of the
azimuthal wave numbers was higher in the wave observed farthest from the substorm as
presented in Figure 6.12a. Angular drift frequency and particles energies displayed in
Figures 6.12b and 6.12c also behave in a similar way to those shown in event 1 where
the higher energy particles and higher angular drift frequencies are observed closest
to the substorm. Event 2 differs from the other two events in that each of the waves
observed here exhibit much larger wave periods than those in the other two events.
They are not abnormal when compared to the distribution of wave periods presented in
Chapter 5 (Figure 5.7), and indeed the characteristics of all of the waves studied here
fit within the main bulk of that distribution. The other unusual thing about the waves
in event 2 were that the angular drift frequencies and inferred particle energies were
much lower than the other two events considering the proximity of the waves to the
substorm. These relatively low particle energies of 9 – 20 keV (Prince George) and 2
– 7 keV (Kodiak) could be the due to the occurrence of such low frequency waves or
visa versa.

Events 1 and 2 demonstrate that an individual substorm can inject particles with a
wide variety of energies, and that within these energy ranges subsections of the particle
distribution can drive distinct wave events at locations where the drift resonance condi-
tion is satisfied. The characteristics of these waves is consistent with the observations
of individual events presented in Chapter 5.

Event 3 differs from the other two events mainly due to the existence of wave
observations to the east of the substorm, but also due to the larger uncertainty in the
substorm’s location. The waves observed to the west of the substorm by the Prince
George and Saskatoon radars both exhibit westward phase propagation, where the most
distant of the two waves has the more rapid phase propagation, an m number of -41,
and the closest of the two exhibited an m of -29. The particle energies calculated
using the properties of these two waves were 33 – 41 keV and 29 – 39 keV in order of
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Figure 6.12: Parameters plotted in longitude - 6th September 2001 - Azimuthal wave
numbers (a), angular drift frequencies (b) and particle energies (c) calculated from each of
the waves in event 2 (left axis) as a function of magnetic longitude (bottom axis). Vertical
dashed line indicate the location of the substorm UV aurora at its minimum (short dashes)
and maximum (long dashes) longitudinal extent.
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increasing distance from the centre of the substorm. Figure 6.13, presented in the same
format as both Figures 6.11 and 6.12, shows that this behaviour is very similar to the
behaviour observed in events 1 and 2 where the lowestm numbers and highest inferred
particle energies were seen at smaller azimuthal separations with the substorm. The
two waves observed by the Stokkseyri and Þykkvibær radars both possessed positive
m numbers of 68 and 79 respectively, which we would interpret as corresponding to
eastward drifting electrons as the source, as opposed to westward drifting ions. Both
the azimuthal wave numbers and the particle energies associated with these two waves
behave in much the same way as with the ion driven waves, where the highest energy
of 14 – 17 keV was predicted for the wave closest to the substorm and 4 – 7 keV for
the most distant.

Figure 6.14 shows a comparison of the three events investigated here with the re-
sults presented in Chapter 5, where (a) shows the m numbers, (b) shows ωd and (c)
shows W , all of which are plotted against the wave location relative to the substorm
at its most expanded state. In each panel, the grey points are the results from Chapter
5, red points correspond to event 1, blue points are from event 2 and orange points are
from event 3. The error bars in this plot are representative of the azimuthal extent of
the substorm while it is at its most expanded state, the substorm in Event 2 had the
largest expansion out of the three. In all of the events we do see that, whether the
driving particles are westward drifting ions or eastward drifting electrons, the trends
for m, ωd and W all appear to be consistent with those observed in Chapter 5. The
range of inferred particles energies observed in each event would suggest that, during
a substorm, the particle populations injected into the inner magnetosphere contain a
wide range of energies, resulting in the range of ωd and m that is observed. When
comparing the results from these three events to each other, it also becomes apparent
that the range of particle energies varies from substorm to substorm, for example –
those predicted in event 1 appear to be consistently higher than those of the other two
events across the range of magnetic longitudes where the waves are observed.
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Figure 6.13: Parameters plotted in longitude - 8th September 2008 - Azimuthal wave
numbers (a), angular drift frequencies (b) and particle energies (c) calculated from each
of the waves in event 3 (left axis) as a function of magnetic longitude (bottom axis). Ver-
tical dashed line indicate the location of the substorm at its minimum (short dashes) and
maximum (long dashes) longitudinal extent.
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Figure 6.14: Comparison to previous results - Comparison of the results of events 1-3
with results from Chapter 5, the previous results are displayed in grey, results from event 1
are in red, those from event 2 are blue and event 3 is in orange. (a) shows the comparison
of azimuthal wave numbers, (b) shows the comparison of the angular drift frequencies and
(c) shows the comparison of the inferred particle energies.
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6.7 Summary

Using the data from various SuperDARN radars alongside IMAGE FUV and ground
magnetometers, we identified three substorm events associated with which are multi-
ple observations of ULF waves. This enabled an examination of how these wave events
evolve as the substorm-injected particles gradient-curvature drift away from the injec-
tion source. In two events we see multiple westward drifting, ion-driven waves, and in
one event we observe both eastward and westward propagating waves to the east and
west of the substorm.

In order to determine the location of the substorm in event 3, it was necessary to
make use of ground magnetometer data in order to use the substorm current wedge lo-
cation as a proxy for the auroral emission which would have been observed by IMAGE.
This method of substorm location was refined with the comparison of magnetometer
and auroral data collected during 27 substorms which had occurred within the lifetime
of the IMAGE spacecraft. The midpoint of the substorm as defined using both au-
roral data and magnetometer bays appeared to be reasonably well correlated with an
uncertainty of ~20◦. While this uncertainty was not small, it was small enough, when
compared to the azimuthal extent of the substorms themselves (typically 50 - 200◦),
to allow us to define an approximate location of substorms which occurred beyond the
lifetime of the IMAGE mission.

We observe a very similar picture in each individual event to what has been pre-
viously observed in the statistical study of events where only one ULF wave was ob-
served per substorm. It is therefore evident that during a substorm, a range of particle
energies exist within the population of injected particles, and that the highest energy
particles tend to drive waves much closer to the epicentre of the substorm while lower
energy particles drive those waves at larger azimuthal separations from the substorm.
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Chapter 7

Van Allen Probe Observations of
Particle Distributions During
Substorm-Driven ULF Waves

7.1 Introduction

Chapters 5 and 6 made use of a number of SuperDARN radars in order to characterise
ULF waves driven by substorm-injected particle populations. They have both shown
that the proximity of the wave to the substorm plays a key part in determining the
properties of the waves, in particular the azimuthal wave numbers and angular drift
frequencies. Typically, waves observed closer to the epicentre of the substorm have
smallerm numbers than those observed farther out, where the angular drift frequencies
have the inverse relationship with the proximity to the substorm.

Also it has been shown that the type of particles responsible for driving this class
of waves depends upon whether the waves were observed to the east or the west of
the point of particle injection. Waves observed to the east of the substorm have been
linked to a source of energy in an eastward drifting population of electrons and waves
observed to the west are attributed to a source in westward drifting ions.

It was possible to provide an estimate of the energy of the particle populations re-
sponsible for driving these ULF waves. Equation 2.73 (See page 53; Chisham, 1996;
Yeoman and Wright, 2001) allows the prediction of the particle energy when provided
with certain parameters. The pitch angle parameter has been assumed to be close to 90◦
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7.2 Instrumentation and Event Selection

throughout this thesis so far, as the particles injected into the night-side magnetosphere
by substorms are assumed to have large equatorial pitch angle. This is because smaller
pitch angle particles are likely to be lost into the atmosphere as they drift azimuthally,
though it is possible that there could be a more appropriate value for the equatorial
pitch angle to use when making these energy estimates. Also, there has been no di-
rect measurement of the particle energy in the two previous chapters so the energies
calculated have been purely theoretical.

There is some uncertainty in the estimates of the particle energies predicted by
Chapters 5 and 6 due to the assumption that α = 90◦ and the lack of direct observations
of the particle distribution functions. This chapter aims to provide a assessment of the
accuracy of these particle energies by discussing a case study event where these particle
populations were directly observed as they drifted from the substorm onset longitude
towards the observed ULF wave events.

7.2 Instrumentation and Event Selection

In order to be able to take measurements of the particle populations as they drive ULF
waves, the spacecraft must exist on the right field line at the right time. As the ULF
waves will be observed using the SuperDARN radars as they had in Chapters 5 and 6,
these field lines must have an ionospheric footprint within or near the field of view of a
radar. To establish this, the ionospheric footprints of both of the Van Allen Probes were
traced to the ionosphere of the northern hemisphere where the majority of the radars
exist, using the Tsyganenko 96 (T96) field model. The T96 model is parametrised
using values for the solar wind dynamic pressure (Pdyn), DST and IMF By and Bz.
Due to the low L-shells which the Van Allen Probes pass through, it was more likely
for the footprints to coincide with the StormDARN radar fields of view (fields of view
in orange in Figure 4.1) than the main SuperDARN array.

Figure 7.1 shows the result of the field line trace for a single day, 14th November
2012, where the ionospheric footprints are plotted on a top-down projection of the
northern hemisphere with a 5 minute time resolution. Magnetic latitude is represented
in 10◦ increments by the concentric circles, where magnetic longitude is represented
in 15◦ increments by the radial lines. The footprints for probes A and B are green and
blue respectively when they trace down to a location within a radar field of view, and
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Figure 7.1: Radar conjunctions - Projection of the T96 field line trace for both Van Allen
Probes over the northern hemisphere for one day at a 5 minute time resolution. In green
and blue are the times when there is a conjunction with at least one radar field of view and
probe A and B respectively. Only fields of view that had a conjunction during this day are
shown.
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are red and orange when they are outside the radar field of view. Figure 7.1 shows
that there are a number of conjunctions with SuperDARN in the northern hemisphere
during a single day, where one individual conjunction is defined as one pass of the
spacecraft footprint in and out of a radar’s field-of-view. In total, there were over 1000
of these conjunctions from November 2012 to July 2013.

This number however was greatly reduced by the requirement that a ULF wave
must be observed by the radar during the conjunction and must be within a few degrees
of magnetic latitude of the conjunction. The requirement for the wave to exist at a
similar latitude to the footprint of at least one of the probes is due to the latitudinal
dependency of the particle energy required to drive the waves: particles that exist at
different latitudes to the ULF wave may not be representative of the actual driving
particles.

The final step in event reduction was to use ground magnetometers to determine
whether there were any nearby substorms with the aid of auroral electrojet indices and
using the method described in Chapter 6 to determine the location of the substorms if
they existed. This reduced the number of events of potential interest to just four.

This chapter will discuss one of these four events in which both spacecraft were in
the right place at the right time to observe the particles responsible for driving waves
observed in two SuperDARN radars on 14th November 2012. The particle observations
were made using the HOPE and MagEIS instruments described in Section 4.5.

7.3 Data

7.3.1 Wave Analysis

Figure 7.2 shows the fields of view of both the CVE (yellow) and CVW (red) radars,
where the beam/range gate cells used for the observation of the waves along a constant
latitude are highlighted in the appropriate colour for each radar. The map is orientated
such that is shows the MLT of the radars at the time of the start of the waves (10:00
UT). Also included in the plot are the latitudinal and longitudinal magnetometer chains
used to locate the substorm current wedge in purple and red respectively. The iono-
spheric footprints of probe A (red) and probe B (orange) are plotted as a function of
time over the field of view of the CVE radar. The black box represents the maximum
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Figure 7.2: Radar fields-of-view - Projection of the fields of view of the CVE (yellow)
and CVW (red) radars over the north pole in magnetic latitude and MLT coordinates where
noon is at the top of the panel and dawn to the right. The concentric circles represent
magnetic latitude in 10◦ intervals and magnetic local time is displayed in 1 hour intervals.
The ionospheric footprints of Van Allen Probes A and B are shown in red and orange
respectively. Latitudinal chain of magnetometers used for substorm location in purple and
the longitudinal chain in red.
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latitudinal and longitudinal extent of the perturbations in the magnetometer data due
to the substorm current wedge, which will be discussed later.

Wave activity was observed in the line of sight velocity as measured by the Christ-
mas Valley East (CVE) and Christmas Valley West (CVW) radars between 10:00 and
12:00 UT on 14th November 2012. Figure 7.3 shows the variations in the Doppler
velocity as measured by the CVE (a) and CVW (b) radars against magnetic longitude
and universal time, where blue represents the flow towards the radar and red is away.
Both of these plots are made up from the data obtained from a series of range gate and
beam cells covering a range of longitudes along a constant latitude.
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Figure 7.3: Wave observations - Radar line of sight velocity as measured by Christmas
Valley East (top panel) and Christmas Valley West (bottom panel) in universal time - mag-
netic longitude coordinates. Each panel uses a string of range gate/beam cells along a
constant longitude in order to provide a longitudinal view of the waves. Wave activity
in the measured velocity is present in both panels, solid black lines represent the Fourier
phase of the waves. Slanted dashed lines show the estimated trajectory of the particles that
would have been observed by both Van Allen Probes.

Figure 7.4 shows the Fourier phases for the CVE wave in panel (a) and the CVW
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wave in panel (b). Both waves exhibit westward phase propagation and thus have
negative m-numbers, suggesting a source in westward drifting ions, though the phase
propagation and wave periods in both waves are both very different. The CVE wave
has an m of ~-35 and a period of 361 s where the CVW wave exhibits an m number of
only ~-19 but has a much longer period of 819 s. The phase fronts shown in this figure
are overlaid on the radar data in Figure 7.3 as repeating thick black lines.
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Figure 7.4: Fourier phase profiles - Fourier phase profiles derived for waves observed
by CVE (a) and CVW (b) as a function of magnetic longitude. The dashed line is a linear
fit to the phase gradients.

The periods of both of these waves appear to be typical of a drift-resonant interac-
tion with a cloud of energetic particles when compared to the wave periods shown in
Figure 5.7. This means that Equation 5.1 can be used to find the angular drift frequen-
cies of the waves and therefore the angular drift frequency of the particle populations
responsible for driving the waves. Even though the periods and wave numbers exhib-
ited by the CVE wave and the CVW wave are quite different, they exhibited similar
angular drift frequencies of 0.5× 10−3 rad s−1 and 0.4× 10−3 rad s−1 respectively.

The angular drift frequency of the particles is directly related to their energy by
Equation 2.73. The approximate energy range predicted for the particles responsible
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for driving the CVE wave is 55 - 61 keV and the range for CVW is slightly lower at 45
- 53 keV.

7.3.2 Substorm Location

The auroral electrojet indices (AE, AL, AO and AU) can be used to help determine
whether these waves may be related to substorm activity. The indices are a measure of
global electrojet activity derived from the H component of the magnetic field (Davis

and Sugiura, 1966). During a substorm, the AL index should decrease in response
to the westward electrojet that forms part of the substorm current wedge (see Section
1.2.4.1 on page 18).

Figure 7.5 shows the AU and AL indices in panel (a) and the AE and AO indices
in panel (b) where it is evident that there are a number of substorm activations prior
to the onset of the two waves mentioned above. There is a clear, sharp onset to this
period of substorm activity, marked on both panels at 8:30 UT, characterised by a large
decrease in the AL index associated with a strong increase in the strength of a westward
electrojet.

The significant amount of substorm activity present on that morning comes as no
surprise when looking at the Dst index for the few days surrounding the event in Figure
7.6. This figure shows that the event being studied occurred shortly after the end of the
main phase of a moderately intense geomagnetic storm (see Section 1.2.4.2 on page
20).

In order to locate the substorms it was necessary to use the method described in
Chapter 6 by using ground magnetometers. Figure 7.7 shows the perturbations in the
magnetic field as measured by the longitudinal (panel (a)) and latitudinal (panel (b))
magnetometer chains.

Figure 7.7a shows the perturbations in the D component of the magnetic field as a
function of magnetic longitude (x-axis) and UT (y-axis) where a positive perturbation
is represented by red and a negative perturbation is represented by blue. The horizontal
dot-dashed line at 8:30 UT represents the estimated onset time of the substorm found
using the AE indices, the curved dotted lines represent the longitude of the Van Allen
Probes with time and the vertical dashed lines show the longitudes of the magnetometer
stations used. Using the method described in the previous chapter, the approximate
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Figure 7.5: Auroral Electrojet indices - The auroral electrojet indices show that there
was substorm activity prior to the substorm being studied and that this substorm started
around 8:30 am.

longitudinal extent and central point of the substorm has been derived from the positive
and negative bays and is represented by three solid black lines.

Figure 7.7b shows the perturbations in the Z component of the magnetic field as
a function of magnetic latitude (y-axis) and UT (x-axis). The vertical dot-dashed line
at 8:30 shows the substorm onset time, the curved dotted lines show the latitude of
the Van Allen Probes ionospheric footprints with time and the horizontal dashed lines
show the latitudes of each magnetometer station. The latitudinal extents and central
latitude of the substorm are represented by the solid black lines and are also derived
using the method from the previous chapter. Here, the magnetometer bays caused
by the SCW are not obvious enough for the algorithm to detect until ~9:20 UT, this is
most likely due to the SCW initially existing to the east of the latitudinal magnetometer
chain, where the bays in Z can only be seen when the electrojet passes directly over the
chain. As is observed in Figure 7.7a, the upward field-aligned current spread west with
time and eventually passes the latitudinal chain, causing the bays to become present.

Figure 7.8 shows the H component of the raw magnetometer data obtained from
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Figure 7.6: Dst index - The Dst index around the time of the event indicates the onset of
a geomagnetic storm prior to the event being studied.

the latitudinal chain between 7 and 12 UT where the first data point in each plot is set
to zero. Sharp drops of up to 400 nT are observed in the H component by the Baker
Lake (BLC), Fort Churchill (FCC) and Weyburn (WEYB) magnetometers around the
onset time at 8:30 UT. The large drops in the H component indicate the presence of
a nearby westward electrojet forming part of the substorm current wedge. The local
drops in H arrive a little later than the onset of the substorm, as with the bays in Z and
are likely to be late for the same reason.

The largest extent in magnetic latitude and magnetic longitude is shown in Figure
7.2 as a black box. The substorm appears to be very much skewed towards dawn.
The approximate centre of the substorm at onset is around 4.4 MLT, where usually
substorm onsets occur close to midnight. It appears that the SCW centre is located to
the east of the location of both westward-propagating wave observations which would
be expected from the results of Chapters 5 and 6. The location of this substorm onset
can be compared to other substorm onsets to see just how unusual it is.

Figure 7.9a shows a histogram of the magnetic local times of the substorms that
appear on the list of substorms provided by Frey et al. (2004). Included on this plot
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Figure 7.7: Magnetic perturbations due to substorm current wedge - Top panel shows
magnetic perturbations in the D component of the magnetic field as a function of time and
magnetic longitude, indicating where the substorm current wedge existed. The bottom
panel shows the perturbations in the Z component of the magnetic field as a result of the
substorm current wedge nearby.
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Figure 7.8: H component of magnetic field data - Raw H component data measured by
the latitudinal chain of magnetometers where the first data point is set to zero in each plot.
Drops in H are observed near to the onset time at ~8:30 UT.
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Figure 7.9: Substorm local times - Histograms of the magnetic local times of substorms
in the Frey list (a) and the SuperMAG list(b). Vertical dashed line in each plot labelled
’Substorm Onset’ shows the local time of the centre of the substorm as determined by the
technique described in Section 6.4 for this event, also another line shown in the SuperMAG
plot shows the location of the substorm onset as detected automatically by SuperMAG
using the SML index.
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is a vertical dash line to represent the approximate location of the substorm associated
with this event. On this list of substorms, most of the substorms observed appeared in
the two hours of MLT prior to midnight and very few substorm onsets occurred as far
as 4 MLT. It is possible that the reason that no substorms were observed past 4 MLT
was due to dayglow obscuring auroral features caused by substorms at such locations.

SuperMAG provides a list of substorm onsets detected using their own SuperMAG
indices SME, SMU and SML (Newell and Gjerloev, 2011a,b). The SME, SMU and
SML indices are equivalent to the AE, AU and AL indices, however instead of using
only 10-13 magnetometers, more than 100 stations may be used to create the Super-
MAG indices. The conditions required for the onset to be counted by SuperMAG are
that there must be at least a 45 nT drop in SML over a 3 minute time period and it must
be a sustained drop so that the first 30 minutes after onset must average 100 nT below
the initial value before onset.

Figure 7.9b shows a similar plot for the 59249 substorm onsets detected between
1st January 1981 and 6th July 2013. The peak in this distribution of substorms occurs
just before midnight similar to panel (a), though this distribution is far more spread
out. It is unlikely that the onsets detected close to noon are substorm related, but there
are a lot of potential substorm onsets around 4-5 MLT unlike the distribution of Frey
substorms.

Also shown in Figure 7.9 is a vertical line with the label ’SuperMAG Onset’ which
refers to a substorm onset detection potentially related to the event being discussed
in this chapter. This onset occurred at 8:26 UT at around 6.9 MLT, which is much
further east of the centre of the substorm as determined in Figure 7.7 but lies close to
the eastern edge of the substorm as measured using that technique.

7.3.3 Van Allen Probe Location

The exact location of the Van Allen Probes during this event is important to know
because it affects whether the particle instruments will be able to detect any relevant
particle injections for this event. Figure 7.2 shows that both of the spacecraft have
ionospheric footprints in the general vicinity of both waves. Probe B even crosses the
location of the CVE wave directly, but both need to be near enough in both latitude
and longitude to potentially detect the particles responsible for driving both waves.
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It is expected that the particles that drive each wave will originate on the same L-
shell as that which the waves exist upon, so if the Van Allen Probes were to detect these
particles it would have to be at the time when they cross this particular L-shell. As both
waves exist at slightly different latitudes, it is necessary to look at the particle data at
two points in time for each spacecraft. The times of interest when probe A crosses the
latitude of the CVW wave and the CVE wave are 9:45 and 10:00 UT respectively. As
the orbit of probe B is slightly behind that of probe A the equivalent times are 10:30
and 10:45 UT respectively.

Figure 7.10 shows the orbital configuration of the probes between 8:30 and 12:00
UT plotted in Solar Magnetic coordinates, where Z is along the dipole axis, the XZ
plane contains the Earth-Sun line and Y points in the dusk direction. Panel (a) shows
that for the majority of this time, the probes are located in the post-midnight sector,
while rapidly increasing in radial distance from the Earth. Panels (b) and (c) show that
the probes remain very close, but not completely in the magnetic equatorial plane.

It is important to know where the probes are located along a given field line as
this affects whether the probes will experience particles of all equatorial pitch-angles.
Figure 7.11 shows the field line that each probe is on when they cross the latitudes of
each wave projected on the XZ plane as found using the T96 field model. The top row
relates to probe A and the bottom relates to probe B while the left column is for the
CVW latitude crossings and the right is for the CVE latitude crossings. The red dot
in each plot shows the location of the probes along the field line, and the horizontal
dashed line shows the magnetic equator.

In each of the panels of Figure 7.11 the probes are shown to be slightly north of
the equator, which means that particles with 90◦ equatorial pitch angles, αEq, will not
be observed by the HOPE and MagEIS instruments. As the largest local pitch angle
to the field line at the location of the probes would be 90◦ and the strength of the field
can be calculated using a T96 model field, the first adiabatic invariant (see 2.14) can be
used to find out what equatorial pitch angle a particle must have in order to mirror at
this location. This estimate of the maximum equatorial pitch angle is presented in each
panel and varies between ~76 – 83◦. This range of αEq has been taken into account
when calculating the particle energies expected for the above waves using Equation
2.73.
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Figure 7.10: Van Allen Probe orbital configuration - The eccentric orbit of the Van
Allen Probes lies close to the magnetic equatorial plane are plotted in Solar Magnetic
(SM) coordinates. The four times of interest where the probes cross the latitudes of the
waves are represented by crosses, all four of these times occur when the probes are near to
3:00 MLT.
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Figure 7.11: Field line locations - Each panel shows the field lines that the probes existed
on when their footprints crossed the latitude of both waves. The model field can then
be used to calculate an approximate estimate of the maximum equatorial pitch angle for
particles that could reach the spacecraft.
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7.3.4 Particle Data

Figure 7.12 shows the spin-averaged differential proton flux as measured by probe A
in panel (a) and B in panel (b) between each probes times of interest - 9:45-10:00 UT
and 10:30-10:45 respectively. The colour scale is plotted on a log scale as there are
orders of magnitude of difference between the lower energy bins and the higher energy
bins.

The differential proton flux in these plots was then converted to ion distribution
functions (IDF) using the method described in Section 4.5. Figure 7.13 shows these
ion distribution functions as a function of UT (x-axis) and energy bin (y-axis). In both
plots, there are increases in the IDF at energies close to those predicted by the waves,
where the horizontal lines represent these energies.

In order for there to be free energy available to drive a wave in the IDF, there must
be a positive gradient at the same energy as the particle energy required to drive the
wave. In other words, the positive gradient around this energy would mean that there
are more particles with a higher energy than that required to drive the wave than there
are particles with less energy such that energy can be taken from those higher energy
particles and transferred to the wave leading to wave growth as discussed in Chapter 2.

Figure 7.14 shows the gradients in the IDFs shown in Figure 7.13 against time
(bottom axis) and L-shell (top axis). Red represents negative gradients responsible for
wave damping and green represents positive gradients responsible for wave growth.
The IDFs had to be smoothed using a boxcar algorithm to create these plots as there
is a small amount of jitter between the bins. Both panels show that there are positive
gradients present at similar energy ranges to that predicted by the waves indicating
that particles observed by the Van Allen Probes are in fact potential candidates for the
driving particles for these ULF waves. The energy level at which there is potential
for wave growth reduces very gradually over the ~0.25 L-shells (~1◦) that the probes
move through in these plots.

Figure 7.15 shows the IDFs for each of the four times of interest, with the two IDFs
produced by probe A in the top row and those produced by probe B in the bottom and
the IDFs related to the CVW wave latitude are in the left column and those related
to the CVE wave latitude are in the right column. In each panel the energy ranges
predicted for the driving particles of the appropriate waves are shown as two vertical
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Figure 7.12: Differential particle fluxes - Differential particle flux as measured by HOPE
and MagEIS on probes A (a) and B (b) between the times at which each probe crosses the
latitude of each of the waves.
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Figure 7.13: IDF as a function of time - IDFs as a function of time for both spacecraft
between the times of both latitude crossings where a bump around the energy of the waves
is marked with arrows.
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Figure 7.14: IDF gradients - Gradients of the IDFs displayed in Figure 7.13 where green
is positive and red is negative.
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lines. The parts of the IDF derived from HOPE data are shown in blue and those
derived from MagEIS are shown in red.
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Figure 7.15: IDFs for times of interest - Ion Distribution Functions (IDF) for each space-
craft at both of the waves latitudes where blue denotes the portion of the IDF calculated
using HOPE data and red is that derived from MagEIS data..

In each panel of Figure 7.15, there is a notch in the IDF present around the energies
predicted from the waves. In at least panels (b) and (c) there appears to be free energy
available for each of the waves. Panel (d) isn’t so clear as to whether there is still
free energy within this IDF and it is difficult to tell whether the the positive gradient
in panel (a) between the HOPE and MagEIS data is a genuine indicator of available
energy, or just an artefact created by the use of two different instruments.

It is clear from the IDFs that there was free energy available in velocity space at
the required energy level to drive the waves, Figure 7.16 considers the spatial aspect
of the IDFs. Panels (a) and (b) show the IDFs of several energy bins between 20 and
75 keV as probes A and B sweep out, away from the Earth, through a number of L-
shells between 8:30 and 12:00 UT . As discussed in Chapter 2, wave energy can be
sourced from the spatial gradient in the IDF, where the IDF must increase closer to the

185



7.3 Data

Figure 7.16: IDF variation with L-shell - Ion distribution functions calculated for the
energy bins between 20 and 75 keV for RBSPA (a) and RBSPB (b) as a function of L-
shell as the probes traverse away from the planet in their orbits. The energy bins closest to
the energy range of the driving particles are coloured red and those further away are more
blue. Dashed vertical lines represent the four times of interest shown in Figure 7.15.
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Earth. The inward gradients in the IDFs appear to be present in the data from both
probes, but those which exist at the energy levels required to drive the waves discussed
in Section7.3.1 aren’t at the same L-shell as either wave, and those which are on the
same L-shell as the waves are at much lower energy levels.

In both panels of Figure 7.16, the ion distribution functions at all levels, including
those within the energy range of the waves, show an increase in the vicinity of the
waves beyond L = 3.5. It is unclear whether the variations shown in Figure 7.16 are
spatial or temporal as both spacecraft appear at different L-shells at different times.
This increase in the IDF may be consistent with an injected cloud of particles acting
as a seed for the waves as suggested by Mager and Klimushkin (2007, 2008) which
becomes further amplified by the free energy in the velocity space distribution observed
in Figure 7.15.

7.4 Discussion

7.4.1 Particle Origins

In the previous chapters, the angular drift frequency of the particles inferred from the
properties of the waves have been used to determine whether they were likely to origi-
nate from within the vicinity of a substorm by tracing their position back in time from
the time and location of the start of the wave. This was done assuming that the angular
drift frequency remained constant from the point of injection until they had reached
the wave. If the particles passed through the longitudinal extent of the substorm while
it was present then this would support the idea that the particles driving that particular
wave had originated from the substorm in question.

A similar procedure must be done for this event, not only to check that the waves
could have been driven by this substorm, but to be sure that the particles observed
by the Van Allen Probes both had originated from this substorm and would have sub-
sequently arrived in an appropriate location to have driven part of the ULF waves
observed. The assumption that ωd is constant still stands.

Figure 7.17 shows a visual representation of this analysis. Each plot is a mag-
netic longitude (x-axis) against UT (y-axis) plot similar to that used in Figure 7.7a
where panel (a) relates to the CVE wave and panel (b) relates to the CVW wave. The
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Figure 7.17: Particle origins - Both panels show the longitudinal extent of the substorm
as two thick dashed lines as derived in Figure 7.7a with the time and longitude of the
wave observations represented by a solid rectangle. The spacecraft positions when they
cross the latitude of the waves are represented by a black dot. Using the angular drift
frequency determined by each wave, the particle trajectories that would have intercepted
the spacecraft before or as they reached the wave observations are shown as the diagonal
dashed lines. 188
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horizontal dot-dashed line at 8:30 UT represents the onset of the substorm and the lon-
gitudinal limits of the substorm determined from the magnetometer data are presented
as two bold long-dashed lines. The location and duration of each wave is represented
by the solid-lined box in each figure. The longitude of the Van Allen Probes as a func-
tion of time is overlaid as a dotted line where the time and location at which the probes
cross the latitude of the wave is signified by a bold dot.

In both panels of Figure 7.17, the trajectory of the particles that were observed in
the positive gradient region of the Van Allen Probe IDF data, and are candidates for
both injection during the substorm and driving the observed waves, are represented
by a diagonal dashed line, where the gradient of the line is determined using ωd. It
appears that in all four cases, the particles that were measured by the probes would
have gradient-curvature drifted at the appropriate velocity to pass through the location
of the wave and driven the oscillations that were presented in Figure 7.3. The times
at which the particles would have crossed the wave are represented by dashed lines in
both panels of Figure 7.3. Also, looking back in time before the particles had reached
the probes, it appears that they would have originated from some location within the
extent of the substorm current wedge.

7.4.2 Pitch Angle Distributions

As mentioned in 4.5, it is possible to obtain pitch angle distributions for certain data.
The HOPE instrument can provide this data for the ions and therefore see which pitch
angles are most likely to drive the waves observed above.

Figure 7.18 shows the HOPE part of the IDFs in Figure 7.15 separated into pitch
angle bins. Unfortunately, the energy range provided by the CVE wave is slightly
above the scope of HOPE, so panels (b) and (d) don’t show the relevant parts of the
IDF. It appears that the the IDFs all peak around the 90◦ pitch angle, possibly due to
particles with pitch angles closer to 0 or 180◦ falling within the loss cone.

The positive gradient present in each panel of Figure 7.15 is also detectable in the
pitch-angle separated data throughout the entire range of pitch angles. The location of
the notch appears to change with pitch angle, such that the notch covers lower energies
at pitch angles closest to 90◦.
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Figure 7.18: IDFs split into pitch angle bins - The IDFs as presented in Figure 7.15 split
into their pitch angle distributions.

Figure 7.19 shows the gradients of Figure 7.18 on the same set of axes. The IDFs
had to be smoothed slightly to remove most of the jitter in the data so that the gradients
could be seen clearly. Panels (a) and (c) show that there is a positive gradient in the
IDFs in the energy range of the wave, though in (a) this is very much limited to pitch
angles close to 90◦ and a small range of energy, where the positive gradients present in
panel (c) are spread over a much larger range of energy and pitch angle.

Even though the energy range of the CVE wave is beyond what HOPE is capable
of measuring, the gradients observed in (b) and (d) follow a similar pattern to those in
(a) and (c). The later observation sees the positive gradients spread over a larger range
of particle energies.
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Figure 7.19: Pitch angle IDF gradients - Gradients of the IDFs shown in Figure 7.18
where green represents a positive gradient and red represents a negative gradient.

7.4.3 Comparison to Previous Results

Figure 7.20 shows a comparison of the current results with those obtained from the
previous two chapters. In red is the CVE wave, in blue is the CVW wave, in grey are
the waves from Chapter 5 and in black are those from Chapter 6. Panel (a) is the com-
parison of the azimuthal wave numbers, panel (b) is the comparison of the angular drift
frequencies and (c) is the comparison of the particle energies calculated using Equa-
tion 2.73. Each panel shares a common x-axis where wave events are plotted against
their azimuthal location relative to the centre of the substorm, wave observations to
the west of the substorm are on the left of the plots and wave observations to the east
of the substorm are on the right of the plots. The centre of the substorms for the grey
points are all determined using IMAGE data, the centre of the substorm is defined us-
ing magnetometer bays for the coloured points and the black points are a mixture of
the two.
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Figure 7.20: Comparison to previous results - Comparison of results obtained in this
chapter to those from the previous chapters. Panel (a) shows the azimuthal wave numbers,
(b) shows angular drift frequencies, and (c) shows inferred particle energies all plotted
against the wave location relative to the substorm, events to the left of the plot are waves
which occurred to the west of the substorm and events to the right were to the east. Results
from Chapter 5 are in grey, results from Chapter 6 are in black while the red and blue
correspond to the CVE and CVW waves from this chapter respectively.
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Panel (a) shows that while the CVE wave is closer to the epicentre of the substorm,
it also has a higher azimuthal wave number than the CVW wave. This is unusual when
compared to the earlier results as they show that there is typically an increase inmwith
distance from the substorm, though they are still both well within the general spread
of the previous results.

Panel (b) shows that the angular drift frequencies of these two waves follow the
expected trends found in the previous chapters, where the waves closer to the substorm
typically have larger angular drift frequencies than those farther out. Even though the
m numbers don’t increase with distance from the substorm, the large difference in the
periods of the two waves has meant that the CVE wave still has a large angular drift
frequency than that of the CVW wave.

As with the angular drift frequencies found in panel (b), the particle energies in-
ferred from the wave parameters also follow the expected pattern. The CVE wave
predicts particles of a higher energy as the source than the CVW wave does as it is
closer to the substorm. The main difference between these results and the previous
ones are that, overall, the energies found for these two waves are slightly higher than
the rest of the population. This is likely due to the waves being observed at lower mag-
netic latitudes using the mid-latitude array of SuperDARN radars whereas the previous
results were obtained from the higher latitude main-array.

7.5 Summary

The primary aim of this chapter was to observe particle populations using in-situ data
as they drift around the Earth driving ULF waves, allowing for a comparison with the
energies calculated using the method described in 5.6.3. It was also of interest to find
an appropriate range of pitch angles to include in the calculation of particle energy.

Two waves observed using SuperDARN radars were associated with the injection
of westward drifting energetic ions from a nearby substorm. The particle populations
responsible for driving these waves appear to have been detected using the HOPE and
MagEIS instruments aboard the Van Allen Probes.

An initial look at the ion distribution functions created from the spin-averaged dif-
ferential particle flux measured by the Van Allen Probes reveals that there is a notch
in the distribution where the waves are being driven. This notch contains the positive
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gradients indicative of energy available for growth of the waves at the expected energy
ranges.

A closer look at the ion distribution functions using pitch angle distribution data
shows that this notch is present over all of the pitch angles observed and that its location
in energy increases slightly as α departs from 90◦ although the particle distribution
functions become less significant as they move away from 90◦ pitch angles due to the
lower count rates available in those regions.

It was found that the maximum equatorial pitch angle that the Van Allen Probes
could detect in each IDF ranged from 76 - 83◦, so not all of the particles that could
have potentially driven these waves were observable. Due to the significant peak in the
IDF around 90◦ observed in Figure 7.18 and how little the particle energy predictions
change with estimates of αEq, values between ~75 and 90◦ are likely to be important
for wave growth in this example.

When the results of this chapter are compared to those of the previous chapters, the
parameters such as m, ωd and W of the two waves observed in this study appear to be
very consistent. The azimuthal wave numbers and period of the waves observed in this
chapter are very different to each other but are fairly typical of waves of this type. The
unusual behaviour of m may be explained by the difference in local eigenfrequencies
between the two wave locations - in order for there to be resonance between the waves
and the driving particles, m must be modified to satisfy the drift-resonance condition
(see Equation 5.2). The angular drift frequencies and energies are larger in magnitude
closer to the substorm as expected. The main difference is that the energies are in
general slightly higher than the previous results, most likely due to the observations
taking place at lower latitudes.
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Chapter 8

Conclusion

This thesis has set out to investigate the properties of substorm-driven ULF waves.
Previous studies of such waves were discussed in Chapter 3 and were determined to be
driven by drifting clouds of energetic particles that are injected into the nightside mag-
netosphere due to substorm activity. This class of waves is likely to be excited by one
of two possible mechanisms: the first being the excitement due to drift-resonant parti-
cles as part of a bump-on-tail instability (Southwood et al., 1969), the other being that
the cloud of particles produces an alternating current which excites the waves (Mager

and Klimushkin, 2007, 2008) which was the mechanism suggested for the events stud-
ied by Zolotukhina et al. (2008); Yeoman et al. (2010, 2012). It is likely that a mixture
of these two mechanisms may be the cause, where the alternating current driven by the
drifting particles acts as an oscillation seed which becomes amplified by the particle
instability.

Yeoman et al. (2010) made the suggestion that the proximity of the wave obser-
vation to the substorm may be a controlling factor in the phase propagation of these
waves. Chapter 5 investigates this suggestion with a statistical study of ULF waves
observed by HF radars nearby and shortly after the onset of substorms visible in IM-
AGE FUV data. This study was then taken further with Chapter 6 which looked in
detail at three case study events where multiple waves at various azimuthal locations
were associated with individual substorms. In both Chapters 5 and 6, driving particle
energies were estimated using Equation 2.73 but there were no direct observations of
the responsible particle populations. Chapter 7 used in-situ data to find the particle
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distributions relevant to a single case study event where two waves were observed to
the west of a substorm.

8.1 Spatio-temporal Characteristics of Substorm-Driven
ULF Waves

Chapter 5 investigated the properties of 83 poloidal ULF waves that were associated
with nearby substorm activity. The waves were observed using the Doppler velocity
measured by five SuperDARN radars in the northern hemisphere. The waves were
observed at various azimuthal separations from the substorm location both to the east
and to the west.

The waves exhibited azimuthal wave numbers with magnitudes from 2 - 60, with a
mixture of eastward and westward phase propagations. The azimuthal wave numbers
were directed such that waves with positive m (eastward phase propagation) typically
occurred to the east of the substorm and negative m (westward phase propagation)
to the west. The magnitude of m appeared to generally be larger for those waves
observed farthest from the substorms and smallest for the closest, for both eastward
and westward phase propagations.

The source for this population of waves was suggested to be a drift-resonant in-
teraction with a cloud of gradient-curvature drifting energetic particles. Due to the
drift-resonance condition being invoked as the mechanism for wave growth, the drift
speed of the particles had to match the phase speed of the waves. The angular drift
frequencies of the waves were similar to the m numbers such that positive ωd was
mostly observed to the east of the substorm and negative ωd to the west, but unlike
the azimuthal wave numbers, the magnitude typically reduced with distance from the
substorms. The waves which exhibited positive wave numbers and angular drift fre-
quencies were associated with a source in eastward drifting electrons and waves with
negative wave numbers and angular drift frequencies were associated with westward
drifting protons.

As the angular drift frequency calculated using the wave parameters would match
the angular drift frequency of the clouds of particles and the azimuthal separation of
the waves and substorms was known, it was possible to estimate an expected time
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lag between substorm onset and wave onset. This estimated time lag was typically
very similar to the actual observed time lag supporting the theory that the waves were
related to those substorms.

Using Equation 2.73, it was possible to estimate the particle energies responsible
for driving each of the waves with the use of the measured angular drift frequency
of the waves. These predicted particle energies appeared to be much higher for those
waves observed closest to the substorm location and lowest for those furthest away,
with no apparent difference between the eastern, electron driven waves and the west-
ern, proton driven waves. This trend in particle energies implies that, as the clouds of
energetic particles gradient-curvature drift away from the point of injection, higher en-
ergy particles are lost relatively quickly leaving lower energy particles to drive higher-
m waves farther from the source. The higher energy particles could be falling within
the loss cone quicker than lower energy particles and being lost to the atmosphere, or
they could be losing their energy to the waves that they drive.

The latitudinal phase propagation of these waves was also studied, with unclear
results. The majority of the population of these waves exhibited equatorward phase
propagation typical of this class of waves (e.g., Yeoman et al., 2010). The rate of
latitudinal phase propagation, l, hinted at a possible relationship to the waves location
in latitude relative to the substorm though this remains uncertain. One of the things
that could be studied in more detail in future would be the latitudinal dependence
of the wave and particle characteristics such as equatorward phase propagation and
energy. The trends noted by Yeoman et al. (2008) where the azimuthal wave numbers
and predicted particle energies were suggested to be related to the L-shell of the waves
could be elucidated with the use of both StormDARN and main array SuperDARN
radars in order to cover a larger range of latitudes, and also a larger range of latitudinal
separations from the substorm.

It is clear from this study that the phase propagation of the ULF waves associated
with substorm injection is related to their proximity to the substorm as suggested by
Yeoman et al. (2010). The phase propagation of these waves all appear to propagate
away from the source of the energetic particles. This study is unique in that there were
a large number of electron-driven waves which are rare in previous publications (Eriks-

son et al., 2006; Zolotukhina et al., 2008; Yeoman et al., 2010). Another interesting
result of this study is that, amongst the high-m and intermediate-m waves observed,
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there were a number of low-m waves which would usually be associated with sources
external to the magnetosphere.

8.2 Multi-Radar Observations of Substorm-Driven ULF
Waves

The study in Chapter 5 investigated 83 events in which a single ULF wave was ob-
served for each substorm. The aim of Chapter 6 was to study substorm events where
multiple wave observations associated with the substorm at various different locations
relative to the substorm. With multiple wave observations at different locations relative
to the substorm it is possible to tell whether the trends observed in Chapter 5 would
hold for each individual substorm and to study how the particle populations evolve as
they drift away from their source.

This study was focused on three substorm events. For events 1 and 2, the substorms
were located using IMAGE FUV data as in Chapter 5, but due to the limited lifetime
of IMAGE the substorm of event 3 had to be located using other means. The IMAGE
FUV data and ground magnetometer data simultaneously available during a number
of substorms was used to determine an algorithm that would allow the bays in the
magnetometer data caused by the substorm current wedge to be used as a proxy for the
auroral FUV data provided by IMAGE. This enabled the use of ground magnetometers
to locate the substorm involved for event 3.

Event 1 included the observation of three westward drifting ULF waves all ob-
served to the west of the substorm. For event 2 two other westward propagating ULF
waves associated with a single substorm were observed. In event 3 there were four
ULF waves associated with one substorm, two of which were observed with negative
m to the west of the substorm and two with positive m to the east. The phase propa-
gations for each of these waves appear to fit with the observations in Chapter 5 where
westward phase propagation was associated with westward drifting ions and eastward
propagation was attributed to eastward drifting electrons.

The waves in this study were all analysed in the same manner to those in Chapter 5,
where the drift resonance condition was invoked as the source and the particle energies
were estimated using Equation 2.73. These waves exhibited |m| = 2 to 79 where in
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Substorm-Driven ULF Waves

each event the magnitude of the azimuthal wave number increased with distance from
the particle source. Both the angular drift frequencies and estimated particle energies
(2 to 95 keV) in all three events was reduced for waves observed farthest from the
substorm and highest for the closest waves. The values for m, ωd and W were similar
to those observed in the previous study, where the trends in these values also remained
similar to those predicted by the previous chapter.

The large range of particle energies estimated from the wave characteristics in each
event suggest that in any given substorm, the injected particles may contain a large
range of energies. Also, the variation in energies predicted from event to event suggest
that the range of energies present in this population of injected particles is likely to
vary from substorm to substorm.

8.3 Van Allen Probe Observations of Particle Distribu-
tions During Substorm-Driven ULF Waves

In both Chapters 5 and 6, the wave parameters, wave location and geomagnetic activ-
ity are used to predict the energy of the particle populations required to drive them.
The aim of Chapter 7 was to use in-situ particle data aboard the Van Allen Probes to
be able to observe these particle populations injected by the substorms as they drive
ULF waves. This would allow for a comparison between the energy levels at which
there is free energy available within the particle distribution functions and the predicted
particle energies, while investigating the importance of the particle pitch-angle.

Chapter 7 concentrated on a single substorm event which coincided with the obser-
vation of two nearby ULF waves. This substorm event was detected and located with
the use of ground magnetometer data using the method described in Chapter 6. The
two waves appeared to the west of the substorm, both with negative m numbers and
were associated with westward drifting ions. The azimuthal wave numbers of these
two waves were -19 and -35 where the largest m was observed closest to the substorm
(unlike the previous Chapters). The two wave also has very different wave periods, but
were both still typical of the distribution observed in Chapter 5.

The vastly different wave periods andm numbers combined to predict angular drift
frequencies which followed the same trend as previous results where they reduced
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with distance from the substorm. The estimated energies for the waves, 45 − 53 keV
and 55 − 61 keV, also reduced with distance from the location of the substorm as
expected. All of the wave parameters and the derived angular drift frequencies and
energies fit reasonably well with the results from the previous chapters. The exception
to this was that the energies observed seemed slightly higher for the observed azimuthal
separations, possibly due to the waves being observed at lower latitudes using the
StormDARN radars.

This particular event was chosen due to the conjunction with both Van Allen Probes.
Both probes crossed through the paths of the particles that drove the waves. The HOPE
and MagEIS instruments onboard the probes were used to find the local ion distribution
functions to each of the crossings.

The spin-averaged data revealed a notch in the IDFs in the relevant energy ranges
for both of the waves. Inside these notches existed positive gradients indicative of
the availability of free energy for wave growth. These IDFs were also created for
pitch-angle distribution data and showed the same structure, though the location of the
positive gradient increased in energy with the departure of the pitch angle from 90◦.
The maximum equatorial pitch angles that could be observed by the probes were also
estimated between 76 and 83◦ due to the spacecraft locations being slightly away from
the magnetic equator. The conclusion of this part of the study was that particles with
equatorial pitch angles of the order ∼ 75− 90◦ were likely to be the most important to
wave growth.

8.4 Future Work

The phase characteristics of substorm-driven ULF waves and particle energies required
to drive those waves have been shown to be related to the proximity of the wave to the
substorm that drives it, though there are still other dependencies that remain unclear.
The dependence on wave properties such as the latitudinal phase propagation and az-
imuthal wave number may have some dependence upon the latitude or L-shell that
the wave is excited at. Given many more events like the three investigated in Chapter
6, future work may also enable us to determine the range of particle energies injected
during the substorm which can lead to wave growth, and what the conditions are which
determine whether wave growth will occur.
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This study could be taken further with a statistical study of substorm driven ULF
waves and the associated particle fluxes with spacecraft like the Van Allen Probes in
order to determine whether these results are typical. It is still to be determined whether
a bump-on-tail distribution function is required, or whether enhanced particle fluxes
without the positive gradient would be enough to drive such waves as suggested by
Mager and Klimushkin (2007, 2008). The possibility that these waves are driven by
spatial instabilities such as the event in Dai et al. (2013) as opposed to velocity space
instabilities (bump-on-tail) could be studied in more detail using the Van Allen Probe
data. It may be the case that the class of waves studied in this thesis source their energy
from both instabilities, or that substorm driven waves are predominantly amplified by
one particular instability. Further conjunctions with substorm-driven ULF waves may
be able to disambiguate the spatial and temporal variations observed in the IDFs as a
function of L-shell to determine whether the bump observed in Figure 7.16 at L > 3.5

could be the enhanced particle flux seeding the ULF waves as suggested by Mager and

Klimushkin (2007, 2008).
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