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Radicals and Radical Pairsin Chemical and Biological Systems

Raminder Shergill

Abstract

Magnetic fields of different strengths can be applied to chemical and biological systems
to study processes involving radicals or radical pairs. This work uses two such
techniques, electron paramagnetic resonance (EPR) spectroscopy (= 150 mT) in
addition to time resolved EPR spectroscopy and time resolved infrared (TRIR)
spectroscopy (< 37 mT). The former are used to monitor metalloproteins, and the
photochemistry of phosphorus oxides, while TRIR spectroscopy is used to record the
magnetic field effects on the reaction kinetics of neutral radical pairs.

The thesis begins with an introduction and an overview of the experimental techniques
and developments. This is followed by an EPR study of the Fe(l1l) binding proteins,
transferrin and lactoferrin and the effect thereon of catecholamine stress hormones.
Catecholamines mediate bacterial growth by sequestering iron from the iron binding
proteins. The mechanism of iron capture is unknown, however, the current work reveals
Fe(l11) binding by the catecholamine and supports subsequent reduction as the most
likely route. Since catecholamines are also administered therapeutically, the validity of
EPR as a diagnostic technique is examined and iron loss from human serum transferrin
IS observed.

Also within this work, experiments are presented in which TRIR spectroscopy is used to
investigate factors that affect the development of magnetic field effects for radical pairs
in different solutions. This initially involves studies on acylphosphine oxides. In
addition to the reported photoprocesses, alternative chemistry is uncovered, which
occurs when bisacylphosphine oxide is in solutions where the solvent is sufficiently
nucleophilic. The photochemistry is investigated using time resolved EPR and density
functional theory calculations to suggest three possible structures that are responsible
for the additional radicals observed. Furthermore, encapsulated organic radical pairs in
reverse micelles are studied. These experiments, in combination with dynamic light
scattering measurements provide insight into the magnitude of the observed magnetic
field effects and the differing kinetics of the radical pair in the reverse micelles.
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1. Introduction

1.1 Spin of an Electron

Following a series of experiments conducted in #sly 1900s that disobeyed
predictions based on classical mechanics, camev@apidiscovery termed electron
spin

In 1921 Stern and Gerlathimed to prove the quantisation of angular monmantu
by demonstrating that a single beam of silver atevosild be divided into specific
orientations when directed through an inhomogeneoagnetic field. The results
displayed overlapping bands, showing a constantatiem from the central beam
position; this outcome was different from the ramddistribution anticipated from
classical behaviour. The two bands were, howevisg & conflict with quantum
mechanical predictions of the time. Siridangular momentum quantum number) gives
rise to 4 + 1 orientations of angular momentum, it may only lpea to 2 under the
condition thatl = %, contrary to the understanding thanust be an integérThe
explanation of this result was proposed some faary later, when the physicists
Gouldsmit and Uhlenbeélsuggested the existence of a half integral intiemagular
momentum. This was in order to aid their explamaid thefine structurethat was
detected in atomic hydrogen emission spectra. ppearance of these spectra was such
that an additional splitting of lines was observadsing due to the doubling of states
available to the valence electron. The pair coredudhat the angular momentum
observed was therefore not due to orbital anguamantum brought about by electron
rotation about the nucleus, as initially suspectadt, rather from an innate angular

momentum of an electron, which became known as spin

Further support of this theory arose through a aep® the Stern-Gerlach
experiment using hydrogen atoms, which was perfdrrog Philips and Taylot.
Hydrogen atoms exhibit no orbital angular momentins 0), yet the deviation was
still present. This implied that the previously ealised magnetic moment of the atom
could adopt two defined orientations with respextttie field, thus providing clear

evidence for the inclusion of an intrinsic angutawmentum to an electron.

In 1928 Diraé confirmed that relativistic effects and quantumchamics could
only be linked if the electron had an internal @egrof freedom possessing the

properties of angular momentum. This natural outarh his workings allowed the
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construction of the relativistic formulation, whichmains the origin of the spin angular

momentum of an electron.

1.1.1 Spin Angular Momentum

The origin of the electron’s angular momentum isargum mechanical. For
convenience it is illustrated as precessing aroandinternal axis. The associated
quantum number for this spinning motian, maintains a constant value 4, for all
electrons. The square of the Hamiltonian operdtofor the spin angular momentum
(SAM) gives the magnitude and this can be descriiped vector of length'{s (s +
1)}h. mg is the projection of the angular momentum in a roedi direction, and the
component of the angular momentum along the z-eamsbe determined frommg h.
The values ofing are limited by the same boundaries that apply teroguantised
angular momenta, wheres 2 1 sub-states are allowed. Thug can have values of
—s,(=s+1),..(s—1),..+s, in integer steps, allowing, to occupy discrete values

of +15.°

As a consequence of internal SAM, the force of neigm is induced. Expression
[1.1], details the proportional and antiparallel natoféhe generated magnetic dipole

moment and the intrinsic spin of an electron.

He = — Gettps = —ys [1.1]

Here, g. is the Landég-value, this describes the ratio of the magnetien@at to the
angular momentum of the electron and for a freetela this is equal to 2.002319304.
ug = eh/2m, is the Bohr magneton, wheesandm, are the charge and mass of an
electron respectively. The formulation on the rigand side of Equatiohl.1] is also

commonly used for simplification and for thigs called the gyromagnetic ratio.

Like electrons, protons and neutrons are fermiakstherefore they each possess
a spin oft,. If unequal numbers of protons and/or neutrontexithin a given nucleus,
that nucleus will also possess net spin. A nucleitls net spin is referred to as spin
active. Nuclear spins can exist in integral or hatiegral states, andl is used to
represent the SAM operator, where the veal§i(I + 1)}h gives the magnitude.
Following the same reasoning as described eatir, spin projection in a given
direction ism;, again running in integral steps freni through to+1.
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u = gnunl [1.2]

Unlike the electron, the magnetic moments and rrucépins are in general parallel.
Though there are examples for which the magneticnemts and nuclear spins are

opposite, this occurrence is governed by a negagtvemagnetic ratio.

1.2 Radicals, Generation and Reaction

Any chemical species containing an unpaired elactiocluding those with an odd
number of valence electrons in an orbital, is defims aadical. Much of a radical’s
behaviour is governed by the high reactivity of tiipaired electron(s), which leads to
instability and short lifetimes (~ nanoseconds)eDa radical reactions occurring so
rapidly, radical concentrations in solution arei¢gly low (uM), making them both
difficult to detect and stud.

Radicals are formed when a parent molecule becostregturally unstable
through excitation and electron movement processbgh can occur in a variety of
ways as summarised in Table ¥ These processes specifically include:

* Homolysis where a covalent bond is cleaved using either tteatmolysis) or
radiation (photolysis) and each fragment inheritsirggle electron from the
bond.

« Atom abstraction where an excited molecule abstracts an atom, aiym
hydrogen, from second molecule.

« Electron transferwhere an electron is lost from a donor, D, ang&ned by an
acceptor molecule, A.

« Radiolysis where the removal of an electron is triggeredhigyh energy X- oy-

ray radiation.

Once formed, theropagationof these radicals is primarily governed by thédoiitst of
the radicals and their thermodynamic drive to gadditional stability. This allows the
likely sequence of reactions to be categorised fato distinct groups, as shown in
Table 1.2.

Radical abstraction (or transfer);-
Here the radical attack occurs on a wealtond of the target molecule from which the
non-radical atom is to be abstracted. The outcare fiegenerated radical and a new

molecule with a stronger covalent bond than waseprein the original molecule.

Page | 3



Table 1.1 Possible pathways for producing radipaties.

Initiation process Radical formation route
Homolysis R; =R, — RI + R}

Atom abstraction R;i—R3 + R3H - R; —R3H + Rj
Electron transfer R;—R,+ D - [R{ —R,]" "+ D**

Ri—R,+ A > [R;—R,]*"+ A"

Radiolysis Ry —R; > [R; —R,]** + e~ > R} + R}

Radical addition;-

This involves the carbon centred radical attackaoweaktebond of an unsaturated
molecule, which selectively creates a more stakb®nd. Both intra and intermolecular
reactions are common, with the rate of reactionegoed by the individual radical and

theTesystem.

Table 1.2 Possible pathways for propagating a clesiation.

Propagation process Radical formation route
Radical abstraction Ri+X—-R; — R;{ =X + R} X=H,Cl, |, etc.
Radical addition R] + H,C = CH, — H,C* — CH;R;

Radical fragmentation =~ H,C* — CH,R; — R} + H,C = CH, B-elimination
R;C*=0 —-R;"+C=0 a-elimination

Radical rearrangement  R;(X) — R, - R} —R,(X) X=Ar,C=(CC=0

Radical fragmentation;-

Driven by an increase in entropy, this processueady involves3-elimination, or less
frequentlya-elimination, and results in the formation of arsaturated molecule and a
radical. For elimination to occur it is necessaoy ltave correct overlap of the

participating orbitals to form the nembond.

In the case of benzoyl radicals, which are of paléir interest in this work, the
rate of decarboxylation of the radical is relatiwvslow due to the additional stabilisation
provided by the electron rich phenyl group. Theidgp reaction rate (tens of
microseconds) of the benzoyl radical is thereforeranrapid than the usually
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competitive decarboxylation process. This alonghvatditional reasons discussed in
Chapters2 and5, makes the benzoyl moiety suitable for investaatising the TRIR

spectrometer.
Radical Rearrangement;-

This intramolecular process often occurs in cyslystems and involves an electron

initiating the breaking and reforming of bonds toguice a more stable structure.

An alternative to propagation is for two radicats @ncounter one another and
react to form a diamagnetic molecule; a procedsatrmination This can only occur
via one of two pathways. The first possible pathwayyscombination, where two
radicals form a covalent bond. This reaction ig {as1d dn® mol* s?) and results in
the simultaneous release of the bond dissociatiengg® A second equally competitive
route, disproportionation involves the productidnooe saturated and one unsaturated
product, via the transfer of ap-hydrogen atom, to again produce the most

thermodynamically stable products (see Table 1.3).

Table 1.3 Possible pathways for terminating a eddeaction.

Termination process Molecule formation route

Combination Ri+ R, — R; —R,

Disproportionation R{HC* — CH,;R, + R3HC® — CH,R,
l

RlHC = CHRZ + R3CH2 - CH2R4

More than 100 years after the chemist Moses Gomlxegtified the first organic
free radicalreaction, it is clear that radicals are involvednany aspects of life. From
peroxy radicals within the atmosphere, driving themistry of the boundary layer, to
use and applications in the plastics and coatindsstry, where organic radicals formed
from molecules such as aryl ketones and aryl phinspbxides have become widely
used to initiate polymerisation reactions. Furtldéscussion of industrial reactions

involving the radicals formed from such moleculas be found in Chapté

The next section considers the effects of the iftespin of an unpaired electron,
in a magnetic field and how this property can bedut reveal information on the

immediate chemical environment of an electron.
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1.3 Spins in a Magnetic Field

The energy of a magnetic momemf, of an unpaired electron in a static magnetidfiel
B, is classically defined &= —u,B.° A quantum mechanical system requires the

construction of a Zeeman spin Hamiltoni&if, and modificatiorvia the inclusion of a

spin operators,

Hs = gettsS-B [1.3]

When considering the application of a strong exkefield to a system containing a
lone electron, the direction parallel to the fidg, is defined as the quantisation axis,
commonly referred to as the z-axis. This allowspdification of the above expression

to give,

fj{z = geﬂBngO [1-4]

and alters the energy of the system to be,

E = geugmsBy [1'5]

Recalling thatn; can have values afl2, there exist only two possible eigenstates for
the electron to occupyx (mgy = +%) or B (mg = —%), and without any other
influences these two are initially degenerate. Ughenintroduction of a magnetic field

the twomg = + % andm,; = — % electron levels, become separated in energy.

AE = hv = g,ugB, [1.6]

The extent of the separation is proportional torttagnitude of the applied fiel8,, as

given by the relationshifi.6] and shown in Figure 1.
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Energy

Zero Field

p

»

Magnetic Field, B,

Figure 1.1 The Zeeman splitting of two initiallygémerate spin-states of an electron in

an applied magnetic field of increasing magnitusig.(

Under this imposed strong field the electron preessabout the applied field direction
rather than around itgternal axis and the magnetic moment of the electron can
therefore align either parallel or anti-parallelthe z-axis (see Figure 1.2). If the spin is

parallel withB,, the energy of the electron increases and if ardifel it decreases.

mg =-% H ms =+

> Energy
Figure 1.2 The alignment of electron spin-states= +%, in a strong magnetic field,

with the electron shown circling the z-axis.

The rate of precession around the z-axis for thawed spin is governed by its unique
Larmor frequencyw. This frequency is linked tg and is proportional to the external
field, By.
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w = gusBy
h

[1.7]

It is appropriate to mention at this stage thah smtive nuclear energy levels are also
subject to splittingvia the analogous nuclear Zeeman Effect, though thisfien
neglected as its magnitude is several orders |tivear the equivalent electronic value.

The Landég, factor is the value for a free electron. This, bgfimition, is
measured for an electron in the gas phase in teenab of neighbouring nuclei. In
reality unpaired electrons reside within atoms enadecules (radicals) as discussed, and
the g-value for these yield information on the effectivagnetic field experienced by
the electron in the sample. Alterationsgnoccur due to differing resultant magnetic
moments arising from the immediate environment. &fiective field,B. (s, felt by a
particular electron therefore has two componemis;vialue from the applied fiel®,,
and the induced field8,;,,4.

Beff = BO + Bind [18]

This effective field is accounted for by an effgetg factor giving the relationship in

[1.9] rather thar{1.8]. Here,g deviates frony, according tdB;, -

AE = hv = gugB, [1.9]

Transition metals with unpaired electrons, suchiras (Chapter3) normally
reveal large deviations frogy,, due to the magnetic moment arising from the slet
orbital motion around the nucleus, in addition ke tusual SAM. The interaction
between the spin and angular magnetic momentscsuated for by spin-orbital (SO)
coupling. The magnitude of SO coupling dependshencrientation of the electron and
nucleus in relation to the applied magnetic fiedthd is therefore a measure of the
anisotropy of a particular sample. Under theseuanstanceg should be replaced with
a 3-dimensional tensag, Only truly isotropic solutions will have = g.. This is very
nearly demonstrated by organic free radicals imtgmi, since contributions from the
orbital angular momentum are averaged and consdyubea g-values only differ from

ge by up to 161
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1.3.1 Hyperfine Coupling

The Hamiltonian describing the interaction of agcéion with a single nuclear centre in

an applied field may be written &s,

Ho= gusS-B—gyunyi-B+AS-1 [1.10a]
= gﬂBngo - gNMNTzBO + ZiAgiTi [1.10b]

The first two components of the HamiltoniagugS,B, and gyuyi,Bo, respectively)
represent the Zeeman interactions of both therele@nd nuclear spins with a static
field B,. The third component of the HamiltoniaX;AS;I;) describes the non-
Coulombic (specifically magnetic) interaction beémethe electrors, and the spin

active nucleus!, and is measured in terms of hyperfine couplirig)(h

Here, A is termed the dipolar hyperfine coupling tensad @ossesses contributions of
both isotropic (Fermi contact) and anisotropic ¢d&dipole) origin. The dominant

coupling is intimately linked to the matrix in whi¢he radical resides.

The classical model of coupling states that theremir originating from the
electron’s spinning motion, covers a radius comiparao that of the nucleus, and is
responsible for generating the nuclear magnetic emmin regions far from the
nucleus, it is assumed that the field from thisrentr is interchangeable with that of a

point dipole?

1.3.1.1 Anisotropic Coupling (Dipolar Interaction)

Assuming the interaction of a spin active nuclend an electron in a radical species
can be approximated by the dipole-dipole relatigmslescribed in Sectiot.3.1, the
interaction energy, E, between the two magnetic emdsyu, and i;, separated by a

distancer, becomes?

_pepy 3(ue )y T)
E= 3 5
T r

[1.11]
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This energy is dependent on the orientations ofdipeles with respect to an applied
field, as well as the magnitude of the field itséfhe dipolar interaction is usually
insignificant in solution and only becomes influahtwhen radicals experience
restricted movement, such as is encountered inllescand highly viscous solvents. In
a liquid as the radical rapidly tumbles,the distance between the dipoles will adopt an
array of values, as will their angle of alignmeatthe field. Given that these point
charges (whose behaviour can be considered asganaldo tiny bar magnets), are
oriented in the direction of a strong field, rafdcownian motion averages the sum of
any created fields to zero. However, in a wealdfidhe magnets are mutually coupled,
since they orient about their magnetic dipole aris, the applied field, so again the
anisotropic interaction is zero. But in the weakdithe zero result occurs irrespective

of tumbling.

Amendments to the energy expression to accounEdmrations[1.1] and [1.2]
yields the corresponding Hamiltonian, which carsbemarised to include the traceless

and symmetrical hyperfine tensaft,

1 g7 i (8r)d
Haipolar = A°S -1 = —guggnun {r_3_( r)dn)

} [z

rs

1.3.1.2 Isotropic Coupling (Fermi Interaction)

When the electron is in close proximity to the ewsl, the point dipole approximation
fails, as there is a non-zero probability of finglithe electron at the nuclear
centre |y,—o|?> # 0. The magnetic interaction at this distance betwb@nnon-dipolar
field and the electron’s magnetic moment is describy the=ermi contact mechanism
The prerequisite for very close approach and fipibability density at the nucleus
means it is only present for electrons occupyinglstals (it vanishes wheh> 0,

since|y,—,|? = 0), and those possessisgharacter.

§Cfermi =aS-1= 8?ﬂg;“BQN.“NN’r:Olzg -1 [1'13]

The field model for the nucleus in this case isuarant loop and interactions
between the magnetic moment of the nucleus and stebital electron occur

independently of the external field. The couplirmnstant,a, is proportional to the
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square of the electronic wavefunction at the niglésee Equatioril.13]) and the
outcome of this contact mechanism is the enerditiocaore favourable antiparallel

arrangement of electron and nuclear spins.

The Fermi contact mechanism cannot account for hyygerfine structure in
radical species where the unpaired electron ocsuptetype orbital. For such radicals,
the direct isotropic interaction is zero, since tlueleus is located in a nodal plane. The

origin of this hyperfine interaction is explaindaddugh spirPolarisation

Consider, a basic example involving the C-H bona &HC’ radical, for which
the unpaired electron inhabits a p-orbifalThe magnetic interactions between the
nuclei and the electrons increase the probabilitfinaling an electron, nearby to the
nuclei in thes-bond (see Figure 1.3). The unpaired electron éenporbital influences
the orientation of the electron adjacent to théaarand slightly favours a configuration
with the greatest number of unpaired electronsyiogeHund’s rule of maximum
multiplicity.” As a consequence, the electron close to the hgdragcleus will prefer
an antiparallel arrangement of spins due to thdi Raulusion principle®® The innate
hybridisation of thes-orbital close to the carbon, and its 1s appearareze to the
hydrogen, supports some spin density in the 13adribience this gives rise to isotropic

couplingvia the discussed Fermi contact mechanism.

Rl/ll'll;

() (b)

Figure 1.3 The polarisation mechanism for an umpl@lectron in a pure 2p)(orbital.
(@) Is the low energy and (b) Is the high energaragement and both of
these illustrate how transferring spin polarisatiorough a bond can lead to
a hyperfine interactiofi.** The preferred antiparallel spins are shown near
the nucleus (Fermi) and through the C-H bond (fatlhe low energy
arrangement displays the favoured parallel spinsh
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For the scope of this work isotropic and anisoraguplings are both relevant,
however the significance of anisotropic effects thre solution phase work are
negligible, whereas the anisotropy in solid sampias often dominate over the

isotropic coupling®

When electrons are paired within orbitals, conttarghe examples given so far,
the spin angular momenta sum to zero, as do thanaghetic moments. It is not
surprisingly then, that only species with one orenanpaired electrons have a resultant
spin moment, and exhibit interactions with a maignfetld. This behaviour is exploited
in recording techniques such Bkectron Paramagnetic SpectroscofBPR), which to
date remains the most widely used analytical tegheifor the study of paramagnetic

species?

1.3.2 Electron Paramagnetic Spectroscopy

Transitions between the electron Zeeman levelsctepin Figure 1.1, can be induced
once the resonance condition in Equat|ar9] is met. Continuous wave EPR (CW
EPR) spectroscopy uses a fixed magnetic fi@l¢g) from a microwave source and
sweeps an applied magnetic fiell, ] to vary the electron level separation. Once the
resonance separation in energy is achieved, theowawe radiation is absorbed by the
electrons, causing reorientation of the electromsspThis corresponds to the EPR
signal and requires a population difference to slaowet effect. The resulting EPR
spectrum yields information on the effective figdthe unpaired electron through the
aforementionedy-value, which appears at the central field positibhe spectra also
reveal hyperfine structure, which arises from thespnce of nearby spin active nuclei
and can be identified as splitting in the EPR gpégeaks. The process of collecting

data and the appearance of the resulting spe@missussed further in Chapter

1.4 Radical Pairs

From Table 1.1, it is apparent that radicals atelhg created in pairs from diamagnetic
precursors and for this reason they are referreastadical pairs (RPs). Upon bond
cleavage, the two resulting radicals will each pess an unpaired electron.
Consequently the RPs may be divided into two grodegending on the relative
alignment of their spins. Amincorrelatedpair has a random orientation of electron

spins and occurs for radicals that encounter inbihi& solution. Acorrelated RP is
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generated from a common precursor. For such RP®tAeSAM, S, is preserved and

the two spins will have the same orientation asdhéheir precursot’

When considering that an electron can adopt onéwof spin-states, the spin
correlated radical pair (SCRP) may have four péssgermutations of its spin. On
conservingS, whereS = s; + s,, (which is a combination of the spin angular
momenta orR] andR}), the spins may sum or counteract one anotheings/as 1 or
0 respectively. If the spins are antiparalfel: 0, and the state obtained is referred to as
a singlet (S) state. The number of allowed subieigagain given by £+ 1, which
for the S state equals 1. If the spins are pardielSCRP is in a triplet (T) state, of

which there are 3.

When two radicals encounter in bulk solution, oreyraxpect they instantly react
to form a covalent bond. Since a requirement fa tih occur is that the electron spins
be paired, to satisfy the Pauli principferecombination is not always guaranteed.
Therefore based on the orientation of the spineeal&®Ps with parallel electron spins
should not couple to produce a non-radical proddotwever, interactions of the RP
with an applied magnetic field have been shownter ghe spin-state from a triplet to a
singlet and vice vers4. The evolution between the S and T coupled statisgsa
through different mechanisms that are dependetbh@®magnitude of the applied field.
The following section details the experimental atods that promote spin-state

mixing and how altering the reactivity can affdu kinetics of the RP.

1.4.1 The Radical Pair Mechanism

Statistically, when a RP is generated, % of theainpairs should be in the triplet state,
and the remaining % in the singlet. Accordinglyyathle latter proportion of interactions
between singlet RPs should result in bond formatrResults obtained from a number of
NMR studies opposed this, and revealed enhanceehsmies (now known as
Chemically Induced Nuclear Polarisatio@IDNP) that could not be rationalised by the
statistical predictio.To explain the results, an alternative mechanisas required in
which alterations in the radical kinetics could@mse to the witnessed line intensities.
This was proposed by thadical Pair MechanisntRPM)!* ?°The RPM is depicted by
the overall scheme given in Figure 1.4, and offersexplanation for altered reaction

and product yields obtained for RPs when undemthgence of magnetic fields.

For the discussion in this section the singlet Rfesassumed to be reactive while

triplet are unreactive. It should however be nateat this is not explicitly the case.
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Triplet correlated RPs with sufficient energy cdsoarecombine to yield an excited
state, though this is not relevant to the currentkwand is therefore considered no
further. Under the proposed condition, it is appatlat for triplet correlated pairs, no
encounter leading to bond formation will ever ausgess there is the prospect for the
spin to flip and generate the compulsory singletaetated electron spins. For RPs that
remain in close proximity, this scenario may depeldwo methods that allow such an
event, occur at different stages of RP separationsequently the distinction between a
close pair and a separated pair (as shown in Fifjdlebecomes pivotal. The RPM
diagram proceeds from the formation of the RP, whlke medium in which the pair is

born influences both its lifetime and subsequeattien route.

Close Pair Separated Pair Escape Radicals
1 Cage Escape
Product Product
0
00 9 02
o o
o o ®° o © o
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Triplet 00 «—> 0 < T/
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Geminate Product Escape Product

Figure 1.4 Reaction scheme depicting the subseqreadunters of singlet and triplet
correlated RPs following their formation.
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1.4.2 Radical Pair Diffusion and Recombination

Since radicals are generated in pairs, they arelase proximity after formation. In
solution, their separation is prevented by theaurding solvent molecules, commonly
referred to as the solvent cage. The energy bdaotienigrating past these neighbouring
molecules is typically ~ 10-15 kJ miband confinement of the pair means they remain
together for a few thousand collisions, continugustparating and re-encountering,
before either combining or escaping into the bwlkison. This phenomenon is the cage

effect and occurs to some extent for all RPs intgmh.

RPs formed in this manner are often called gemirngdgs or g-pairs. As
discussed, recombination through the singlet dtat¢hese is allowed, while through
the triplet state it is forbidden. In theory, foipgirs in the singlet state, recombination
should be immediate following their formation. kmlity, the excess energy from bond
cleavage tends to separate the radicals and tlugrtiduced radicals are not close
enough to allow such instantaneous recombinati@veNheless the RP may recombine

rapidly on a timescale that is governed by the dsians of the solvent cage.

The remaining unpartnered radicals continue touddf through the cage and
become separated pairs. Under this condition, ielikinteractions such as those from
Zeeman and hyperfine effects become significant eaxa initiate S-T conversion.
Interestingly, upon generation, certain close pare also able to undergo S-T
conversionvia SO coupling. However, this only manifests in heaviadical centres,
predominantly those of transition metals. SO cowplis negligible for lighter atom
centred radicals, such as those of carbon and pbasp that are encountered in this
work, and so this phenomenon is not discussed durtiifhe probability of
recombination for the triplet correlated RPs witkiie solvent cage, is higher than that
recorded without these field induced developmemsving a direct correlation

between the period of time spent in the cage aridaease in the geminate prodict.

Radicals that escape the cage and travel randdmdygh solution to encounter
other radicals are known as freely diffusing péigairs) or escape pairs. The result of
this escape route is a much slower reaction, withimescale dictated by the rate of
migration, and hence it is referred to as a diinstontrolled reaction. RPs retain spin
correlation with their original partners, but fopdéirs (uncorrelated pairs), the spin
orientation is random. Provided there is correddital overlap with the encountered
radical (be it from the solvent itself or an altime f-pair) in bulk solution,

recombination will occur. This yields a random @nsgtate correlation upon encounter,
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which is accordingly reflected in the escape prodaued adheres to the statistical

distribution of S and T coupled states.

The first mechanism for spin exchange is throughc8@pling, which only arises
in close pairs. Whereas the secondigsmixing of the singlet and triplet states and is
reliant on a separation g 1 nm:! which in turn defines the distance between
separated pairs. To determine how an applied miagfietld can induce spin-state
mixing it is firstly necessary to consider the faaupled states in the presence of an

applied field.

1.4.3 Coupled Spin-States in a Magnetic Field

In a magnetic field the singlet and triplet RPs kateelled in terms of their resulting
magnetic quantum numbers. Given that the grountk saatiparallel arrangement
producess = 0, the consequent magnetic quantum number is als&Vidle for
whenS = 1, there are three magnetic quantum numbers, I)d;X corresponding to

the T., To, and T coupled states respectively.

When in solution, the two radicals possess verykweaupling, and only
momentarily on formation does the RP exist in aepapin-state. Thereafter, the
combined spin is neither wholly triplet nor singhit rather the overall state may be
described as a mixed intermediate of the tié linear combination of the four
coupled electron wavefunctions gives an accurasergsion of the true singlet and

triplet states. These resulting electron spin wanetions may be written as follows,

1Sy> =27 (af - Ba) h
IT,> = aa
>[1.14]
IT,> =27 (0 + Ba)
IT_> =BB y

This outcome is analogous to that obtained whesidenng the behaviour of both spin
and spatial wavefunctions during the approach af hydrogen atoms, prior to bond
formation?* The corresponding spin Hamiltonian for a R&,R5) in solution can be

described by,
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f}’CRp = fj\cex'*‘ fj\Cmag [1-15]

The components of the Hamiltonian are a combinatiotmhe exchange (discussed later
in this section) and magnetic interactions of thpaired electrons in the RP,

S’:\Cex = _](2§1§2 + 1/2) [1.158]

= a R, &= a R, &+
Himag = (gr,15512Bo + X;  @;S11;) + (gr,8522Bo + Xi? arS2lk) [1.15b]

The magnetic interaction is the sum of the indiaidaontributions from both the
radicals in the pair (refer to Equatiph10b]). a; anda, are the two isotropic hyperfine
coupling constants (hfccs) with nuclear spihsand I, in radicals R}, and R3,
respectively. The nuclear Zeeman terms are omftma Equation[1.15b], and the

electron-electron magnetic interactions averagesto in solution.

There is no simple manner of physically interprgtihese paired spin-states,
though commonly the classical high field model $&di owing to its compliance with
quantum principle$! Therefore, in an analogous manner to that fomglsielectron,
Figure 1.5 depicts the two vector spinpsands,, precessing around the z-axis at a rate
defined by their individual Larmor frequencies described by Equatign.7].

By

A
B. B. B. B,
A A A A
S T+ To T.

Figure 1.5 The high field vectorial representaticofs the electron (arrow) spins
(mg =+ % upwards, andng; = — % downward)in the four RP spin-
states. The separate radical spins are drawn gyalicone shape, each at

their individual Larmor frequencies.
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Figure 1.6 The variation in energy of theaiid S coupled states as a function of RP
separationy, in the (a) absence, and (b) presence, of anetpphiagnetic
field. 2 is the electron exchange interaction. Note the degenerate nature
of the S and Btates at large whenB, = 0, this remains for the S ang T
states wherB, > 0. r ¢ indicates the distance required for the spin-state

mixing via the level crossing mechanism (Sectioh4.1.1).”

The S state is non-magnetic. This is immediatelyials from the vector
diagram. Notice how the two spin angular momentaorscremain completely out of
phase with respect to all axes. The same is netftuTy. The total magnetic moment
for Tp is orthogonal to the applied field and consequeritiis coupled form is
independent of changes in the field. The States exhibit an overall magnetisation in
the direction of the applied field, thus their emes are directly proportional to the

strength of the applied magnetic field.

To predict the possibility of recombination of tiiglet born pairs, it is necessary
to consider the respective energies involved. Tieegy difference between the S and T
coupled states (Figure 1.By, = 0), at any instance is described bj(r3, the electron
exchange interaction] is a quantum mechanical term and its origin istedoin
electrostatic interactions between the electronthénpair. It is the energy required to
align the two spins of the RP with one anotheriargiven approximately by,

r

J@r) = Joe " [1.16]
Here,], is a scaling parameter, which typically equals’1ad §',** **and is negative

for neutral pairsr is the separation between the RPs, while the fall off distance and

has a value of approximately 49 pm for isotropikigon 2
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1.4.4 Spin-State Mixing

Clearly, the magnitude of the exchange interadtbibits spin-state interconversion at
small RP distances, (refer to Figure 1.6). As the &ffuses apart, the electron

exchange interaction reduces. When the energep@ragon of the singlet and triplet

states becomes negligible (typically at 1-1.57irtt)e spin-states of the pair may evolve

under the influence of the spin Hamiltonign.

Strictly, at any period following RP creation, (barmediately) the pair possesses
both singlet and triplet character and the recomtimn probability is linked to the
amount of singlet character of the RP. For modglparposes the distinction of the S
and T states is useful. After adequate separagtween the pairs and spin evolution,
] is able to freeze the mixing so a portion of thesiRBn exist in a prolonged pure state.
In the case of the recently evolved singlet pdis, allows recombination. As a result,
an initially T born pair, given time and multipl@@unters, can recombine to yield a
neutral ground state molecule. A greater proportibRPs will therefore encounter in a
singlet state and thereby increase the yield ofiigat® product, thus altering the
predicted statistics. Spin-state mixing directlydifies the ratio of the cage to escape
product, while the underlying chemistry remains hamged. This effect can be
observed in an experiment for two reasons; firgtgy/ f-pair product may be different to
the original molecule (assuming the medium to laetree) and secondly this diffusive

reaction will occur on a much longer timescale.

The solvent cage becomes highly influential at gtéggye and governs whether or
not the spin-state mixing can occur. An ideal cagk both prevent the radicals
diffusing into the bulk solution and simultaneoualiow sufficient separation between
the RP. This is a much sought after trait, with pumns studies dedicated to the

encapsulation of RPs alone (Sectiofi1).*® 232

1.4.4.1 Mechanisms for Coherent Spin-State Mixing

In zero field the three triplet sub-states are stidguishable (Figure 1.6 (a)) and
theoretically, provided there is an appropriate ma@ism, spin-state mixing should
evolve readily between the triplet state and tinglst (assuming a largg. Spin-state
mixing is primarily driven by local hyperfine inegtions and therefore also occurs in
the absence of an applied magnetic field, the mfatethis is described later in Section

1.4.4.1.3. Having previously considered the effect on algimdectron, it is useful at this
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stage to discuss the influence of an applied magfield on all four coupled RP states,

before discussing the underlying mechanisms for-sfate mixing.

In Figure 1.7, as a magnetic field increases thenia interaction energetically
removes the Jlevels, to a condition where no coherent spinestaiking between the S
and T, or T. states can arise. This isolation requires thera@ipa of the T and T
states to far exceed the value of the average figparoupling in the RP. Thep&ind S
states, however, due their non-magnetism in theextibn, remain a distance of the
exchange energy apart regardless of the field giitner\t such a distance wheye= 0,
the To and S would be degenerate, this would allow imteversion between these two
coupled spin-states.

A
S
&3]
v T
2J S
f
T.

Magnetic Field, B,

Figure 1.7 The Zeeman effect on the four coupled-states of a RP, in an increasing
magnetic field, at a fixed inter-radical separation

There are three coherent spin mixing mechanisnesnsider and the relevance of each
is governed by the strength of the field and pratyiraf the RP members.

1.4.4.1.1 Level Crossing Mechanism

Notice (Figures 1.6 (b) and 1.7) how the increasemagnetic field causes an
intersection between the S andlévels (for positive values g). This occurs at an
instant whenr = 1 and leads to a temporary degeneracy, which isated at low
magnetic field strengths. This, the so calledesonanceshould have a negligible
influence on the overall spin-state mixing innarmal solution. This is since only
fleeting periods of time will be spent in this Blyeencountered energy state that exists

during diffusion. Its effects become more pronouhedien RP diffusion is restricted,
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and pairs that spend significant time at the appeitgor separation will exhibit an
enhanced Tto S mixing rate (and vice versa). Such examples esacountered in
micelles or more efficiently in biradical systemdhere the level crossing may unlock
substantial spin-state mixirf§.Therefore the effect of this mechanism for mixisg
considered insignificant in the majority of solutiphase work. While viscous solutions
as well as micelles are actively investigated hehe contribution to spin-state
interconversion during the temporary level crosshguld be negligible in comparison
to the other coherent spin-state mixing mechanistosarring at low fields.

1.4.4.1.2 Ag Mechanism (Zeeman Mechanism)

From the discussions presented earlier (see SecBpnit is clear that a change in the
local field of an unpaired electron due to hypexfinteractions and SO coupling, will
alter itsg-value. Accordingly this will also change its Larmfsequency, given by
Equation[1.7]. If both radicals in a RP have uniqgevalues, they will precess around
the magnetic field axis at different rates. Forxaed field strength, the difference in

their Larmor frequenciedw, will directly depend on the difference in thghvalues,

_ AgugBy

A
@ 3

[1.17]

Given sufficient time, the variation between thésguenciesAw, will cause the phase
difference between the states to fluctuate, asritbescby the high field model in Figure
1.8. This leads to an oscillation between S apdtéites as the relative spins of the
electrons alternate in and out of phase during R#s lifetime. The rate of
interconversion depends on both the fiBjd and the RP’s respective electigivalues.
The variation in phase is exaggerated by increagiagexternal magnetic field, which

increasedw, and the rate of Sglconversion accordingly.

When the radicals in the pair experience the sawual Ifield, their spin-state
mixing rate develops as a function of their relatiy+values. This is encountered in
larger fields (of> 100mT), where the value of the resultant fidid,,, is increasingly
governed by the external fiel8,, and not by the hyperfine coupling (referlid.4.1.3
of this Section). Théag mechanism at such a field strength is the principethod of
spin-state interconversion, and the proportionotdltspins that can recombine in the

singlet state will tend toward a maximum of ¥z, whihe other %2 (from I removal),
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remain unreactive. If, however, the radicals aeniatal with respect to both chemical
structure and their hyperfine environment, then Jgue of their constant phase
relationship, S-§ mixing will be prevented. The radicals in the paitl continue to

retain their relative coherence for the duratiothef RP lifetime or until other processes

interfere.

B, B, B. B,

S . Mixed S Ty Spin-states , To

Figure 1.8 The high field representation of theraily electron phase relationships in
the To and S RP coupled states. Each electron precesgesoa/n Larmor
frequency, which depends on the local field contidns to theg-value.
This difference in the Larmor frequency is given byuation[1.17]. The
conversion of T to S and vice versa over time lgsitated and the
intermediate stages comprise of mixed S and T cleraA largerAg, or

local field, B+, promotes faster SoTnterconversiort:

The Ag mechanism is not the only manner by which alteratiin the Larmor

frequency can trigger spin-state mixing, as is w@red in the next section.

1.4.4.1.3 The Hyperfine Coupling Mechanism

The Hyperfine Coupling Mechanism (HFM) reveals hbyperfine coupling (Section
1.3.1) from interactions with neighbouring magneticalgtive nuclei (such a¥P and

'H), can alter the precession rates of the electinona RP, in an applied or zero
magnetic field. A different model is used to ddserithe interaction between the
electron and the nuclei in each case, and the pppte model is determined by the

strength of the applied field.
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The High Field Model

Consider the strong field case, where the quardrsatxis is in the field direction. A
radical pair R}, R}), resides in the strong field and consists ofralsi electrons,,
interacting with a spin %2 nucleuk, whilst the second electrosy, is not coupled to a
nuclear spin. Referring back to Equat{dr8], which describes the contribution from
both Zeeman and hyperfine induced fields, it isiragaticipated that evolution of the
phase relationshipAw) will occur, driven on this occasion by hyperfimgeractions.
For the given examples, precesses at the usual Larmor frequenay)(while s; is
altered by an amount equal A = guga,/2h, by virtue of the additional spin %

hyperfine contribution to thB, -, (Equation[1.18]).

Beff = BO + am,; [118]

Therefore in a similar manner to tiA&gy mechanism, &T, conversion is permitted
through changes in the respective Larmor precessitas. Again, ho conversion with

the T. will ever develop at fields of this magnitude aybnd.

The Low Field Model

Based on Equatiofil.18] it is apparent that applied fields comparableotoless than
the hyperfine couplingguzB, < a (the definition of a weak field), can vary the
primary axes for rotation of the electron. Thi®alé the precession of the electron to be
ever more dominated by the sum of the induced liygefields, i.e. wherB, sy =
am,;. This scenario is contrary to that of the high fiekbe, where a comparatively large

external field is used and the hyperfine interaxtiare negligibl€B. (s = By).

For the defined RP, a simple illustration may beisaged (Figure 1.9). In the
first radical R3), the spin angular momentum vectors of the pré¢ipand electronsy)
couple to generate a resultant angular monjenBoth the spins rotate arourjg with
identical angular momenta, as well as simultangobshaving under the influence of
the applied field. This process of circling the uleant moment, J,, occurs
independently for non-interacting radicals in solot When the radical®] andR’, are
created as a singlet pair (refer to Figure 1.9y timitially exhibit no resultant electron
spin, since they reside perfectly antiparallellirages. Given time, as, ands, precess

around their respectiyje moments, the pair will continuously lose and refothis

Page | 23



antiparallel relationship, which is again triggexea their differing hyperfine couplings.
This net direction is no longer coincident with #eternal field and so introduces a
variable electron spin projection in the applieeldiaxis. This projection in the field
direction exhibits the characteristics G%Sn(n:+,o,_)mixing.27 The more pronounced the
difference in their hyperfine states, the greater fate of the S-T mixing will be and
typically a time period of nanoseconds is obseri@dspin-state mixing in organic

radicals®?

Chemical reactions often occur on a timescale map@l than spin-state mixing,
and therefore efforts have focussed on systemsentherreaction has intentionally been
retarded. Additionally, in weak fields the time ¢ak for S-T evolution may be
significantly longer than that required at higheflds, imposing two challenges to

recording such effects.

When the two electron spins in the RP both possesying hyperfine
interactions, originating from coupling with mulgpneighbouring nuclei, and inter-
radical effects (which in reality is often truehet depiction becomes much more
complex. The simplified illustration given in Figuf.9 is no longer valid for this case,

since it assumes a stationary frame of referesyge (

1 S2 Uz) S2 S1

s | — C% T,

Figure 1.9 Precession of a coupled magnetic nudi§usnd electron spins{) around
their net angular momentunj,. The second radicaky) in the pair has no
hyperfine coupling, so remains static with resgecthe applied field, and
defines the frame of referenteRotation around two sets of magnetic axes
demonstrates S T,n=+0,-)interconversion in a lowWgugB, < a) magnetic
field. Note that the angular momenta of the electemd nucleus are

identical, despite their different magnetic moments
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The Zero Field Model

The HFM also describes the method by which spitegtderconversion is achievable
in zero fields. In the absence of an applied fisjgin selection rules are integral to the
potential for spin-state mixing and the total amguhomentumj{,.,;) of the nuclei and
electrons/.,ta1 = J1 + J, and their projection onto an arbitrary axis, must both be
conserved’ This enforces an alteration in the projection of of the electrons or
nuclei to be accompanied by a concurrent changéhenother. Abiding by these
conditions still allows the electron and nucleag@dar momenta to rotate at a rate
controlled by their hyperfine couplings, and henmrmits S-§ mixing to occur.
However, these spin selection rules do restrictetktent of zero field oscillations and
no T. exchange can arise unless a flip in spins of bethelectron and nucleus occur
simultaneously (see Figure 1.10). This may be étigd by a change in the hyperfine
coupling as a result of other magnetically activelei. So while $>Tpp=+0- does
occur in zero fields, the<ST. is restricted, and can only occur for a spin cedpgb a

spin active nucleus.

When the RP is in an applied magnetic field, tHecd®n rules ease. This allows
spin interconversion between all available stafef with the S. The spin exchange in
an applied field becomes a function of the progectiof the total angular
momentum(/,) only and/, in this case is defined as the direction of theliad field

axis.

I S5 (J2) S1 53 (J2)

S1 S I T+

Figure 1.10 The zero field representation of acteda (s;) coupled to a single spin %2
nucleus [), whilst residing near a second electran) (that exhibits no
hyperfine interactiod® Rotation ofs, at the hfc frequency shows how $-T
mixing can develop. The total andangular momentum must both be
conserved; hence the extent of spin conversiommgeld since complete

spin reversal of; withrespect tx, cannot occurdf. Figure 1.9).
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1.4.4.2 Mechanisms for Incoherent Spin-State Mixing

Owing to the conservation of spin angular momentumformation of a RP, all of the
electron spins in the total number of pairs, inugoh, will initially have identical
orientations. This phenomenon is referred tpalarisationand it does not conform to
thermal equilibrium as described by the Boltzmaistridbution.

The individual spins in solution experience variongagnetic interactions during
their course of rotational and translational matidherefore an unsystematic array of
field values with oscillating components of all dreencies will be present. As a
consequence of the fluctuating magnetic fields rtbar RP, two specific types of
mechanism may be instigated; these are referredstaspin-lattice and spin-spin
relaxation. Both of these mechanisms occur duentsoropies ing and the dipolar
coupling; hyperfine and electron-electron (mindme effect of these incoherent spin-
state mixing processes is illustrated in Figurel,ldnd both the spin-lattice and spin-
spin relaxation mechanisms work to establish theegailibrium in the spin alignment
of the RPs.

A VA

Figure 1.11 A high field vectorial diagram to demtyate the incoherent spin-state
mixing mechanisms present to correct a non-theymaljuilibrated
system. Both occur as a consequence of a conshudfluctuating local
field arising due to radical motion, and cause dpps or rephasing on

timescales labelled ag @nd T, respectively.
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Spin-Lattice Relaxation

The spin-lattice relaxation mechanism accounts tfer exchange of the electron’s
energy with its surroundings, thattice. The local field of the electron has associated
oscillating frequency components that are propodioto the energy of the
electromagnetic wave. When a RP tumbles in soluttore spin may encounter the
correct orientation and magnitude to allow traosisi between the electron Zeeman
levels, among this range of frequencies. At thiscHr energy the lattice induces
spontaneous flipping of one electron spin in thepted spin-states, allowing S angd T
to solely exchange with ,T(and vice versa), as can be seen in Figure 1.11.
Interconversion proceeds within the high field liraver the time period defined as, T

the spin-lattice relaxation time.

Spin-Spin Relaxation

A SCRP has a fixed alignment of spins with resp@the magnetic field axi8,. Over
time, thermal equilibrium will be achieved by thec#l field destroying the phase
coherence between the spins in the RP, leaving iforom spin distribution. This
development is driven by the static componentsénldcal field as the radical tumbles,
and occurs due to the continuously altering Larmates of the two spins. Dephasing of
STy states occurs on a timescale labelleg the spin-spin relaxation time, as

illustrated in Figure 1.11.

Clearly both spin-lattice and spin-spin effects tabate to incoherent spin-state
mixing. The weak coupling of the electron spinshwitie thermal bath means the period
of these incoherent processes is slow (typicallgraseconds) compared to the RP
geminate lifetime and the aforementioned HFMAgrmechanisms. Consequently, for
the majority of RPs encountered in solution, randggm exchange of this origin is
negligible. This, however, is not true for th@H radical in solution, where the
adjustments in the solvent hydrogen bonding netvadtdr the orbital contribution to
the anisotropigg-value. This generates a fast relaxation time<af ns, thus the spin
mixing contributions from the spin-spin and spitti® mechanisms dominate.
Therefore observing magnetic field effects for saclspecies is unfeasible given its
short lifetime?® When the lifetime of the radicals is approximatelicroseconds, as is
the case for the RPs investigated within this wdadth coherent and incoherent spin
relaxation will unavoidably influence the time ewtibn of the RP.
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1.5 Magnetic Field Effects

The illustration in Figure 1.12 details the effedétboth principal coherent spin-state
mixing mechanisms on the escape yield of an ihjtigiplet born RP in solution.
Inversion of this plot reveals the associated étifdorn product in the geminate cage.
The area dominated by each mechanism is labellddbath occur at different field

strengths. As well as these mechanisms, there fielé region where neither is
encountered.

Long after the energetic separation of the [Bvels from the S (ando)and
occurring at fields of> 1 T, the escape yield is gradually reduced. H#re, spin
interconversion between the @nd S states is sufficiently field enhanced throtlgh
differences in theg-values of the pair, to increase the proportion toplet
recombination reactions (occurring through the Isinghannel) in the geminate cage,
over that of the zero field case. This enables mpbi@ochemically created, Btates to
evolve into an S state. This is identified as AMlgeregion in Figure 1.12. Additionally,
S-Tp mixing can also occur through the HFM; howevee, dffifect is much weaker than
that from the variation ig at these field strengths.

A
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2
>
V)
g
5] .
4 Hype.rfme Ag
region region
—
ILigE
0 ~10mT \/\ ~1T Magnetic Field g

Figure 1.12 The variation in the dominant spinestatixing mechanisms of a triplet
born RP, with increasing field strength. The reactyield represents the
overall escape recombination product. In the logldfiregion the HFM
allows spin-state mixing between—S nn=+0- and thus demonstrates a
LFE, while an increase in the field 1 T, alters the dominant spin-state
mixing mechanism to beconigy.
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The lifetime of the RP is among the spin-state ngxlimitations for theAg
mechanism. Wheng is relatively small, the rate of Sy mixing will be longer than the
average lifetime (~ nanoseconds) of the RP in ¢iheat cage. Therefore the spins will
not exchange states and thus will not impact theargd f-pair product ratios. An
appropriate example of this involves organic ragdicahere thegy-values typically vary
by 10°. Realistically at low fields, no spin evolutionggered byAg can ever develop
for the RP, thereby revealing whyg is not influential to spin-state mixing at low
fields.

The plateau area in Figure 1.12 shows a reduatidha spin mixing processes in
the geminate cage. This arises after the applield &xceeds the average hyperfine
coupling in the pair and after the complete Zeesgparation of Ifrom the S and o
levels. During this period the contribution frakg is usually insignificant and therefore
negligible changes in the field effect are normalhserved. Consequently, the escape

recombination product peaks in this region.

At weaker fields still, in the range of approximgt& to 10 mT is an area
dominated by the HFM. Here, the escape yield giduaes due to a reduction in the
rate of T to S mixing. This stems from lower genténeecombination occurring in the
solvent cage as the.Tevels become increasingly separated in energy ftren

remaining two states, and thus definesrtbenal MFE.

Based on this theory alone it was originally apt¢ed that a comparatively low
field would not interfere with the S-T interconvens beyond that of the
aforementioned MFE. However, predictions to theti@g were made by Brocklehurst
in 19762° where an effect was proposed to ocgiara mechanism opposite in phase to
the conventional MFE. It has since been experinigrmieoven’ 2* 24 393%nd arises at
very low magnetic fields< 3 mT), which are comparable in magnitude to therage
hyperfine coupling between radicals in the paire Thanifestation of this type of field
effect is labelled as the low field effect (LFE)dars identified accordingly in Figure
1.12.

Application of a weak field causes minor perturbasi to a RP system and will,

I.  Energetically separate the 3States from the S and,Tvia the Zeeman Effect.
This decreases S-T mixing and gives rise to a noktid, which results in an
increase in the escape product.
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II.  Alter the spin angular momentum rules to allow sgiete mixing between the S
and all three triplet sub-states, as they all ardonger bound by the selection
rules that exist in zero field conditions (referSectionl1.4.4.1.3). This reflects

as a dip in the escape product as more geminatentaoation occurs.

The generated effect, MFE or LFE, at these lowd§etherefore depends on the
competition between the two processes in | and\ltontinued increase in the field
beyond that of the average hyperfine coupling siltee axis for rotation to become the
external field, this dampens the mixing, due to ittereased isolation of ;Tlevels. A

reduction in the recombination yield at the genenatage is noted along with an

increase in the number of f-pairs, in line withaaeentional MFE.

While the earlier mentioned low field model desestihis interaction, an accurate
explanation for a LFE can only be achieved throustplicit solutions to the
Schrddinger wave equations. These equations c#dctlia energies of the individual
states and from this describe the S-T mixing adlasons in the quantum coherences

of the zero field state, which are unlocked byapplication of a weak field.

1.5.1 The Study of Magnetic Field Effects

The ability of large magnetic fields to develop &Bin laboratory based reactions of
RP intermediates, have been rigorously expldted: 22Regularly fields of between 10
mT and 10 T have been observed to be capableesirgtthe products ratios of many
RP systems by more than 10 %, from those recordéteiabsence of a fietd.?* **Far
less focus has been directed to investigating tifleieince of much smaller fields,
comparable or less than the average hyperfine twuphteractions (1-10 mT).

Furthermore studies conducted on RPs in the geoetiadield (~ 50uT) are rare’

Direct epidemiological studies in these low fieltsd magnetic field links with
the onset of disease in humans are often expfdiid. conclusive trends have yet been
defined from biological studies alone; however, ithiduence of low fields on SCRPs
created artificiallyin vitro may provide some insight. An example of the imgace of
laboratory based investigations is the implemenatf the RPM in modelling the
origins of avian navigatioff, which was originally discovered through chemical
investigations conducted at much higher field sites.

Altered RP kinetics have been revealed from fiasldow as ~ 0.1 mT, achievable

through careful manipulation of the RP lifetimesdlved?® A more recent publication
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has even detailed the first direct effect of &0 uT field and shed further light onto the
mechanism by which species may navigate in resptmsesarth’s magnetic fieft.
Studies have also been conducted in all phasémugih the solid and gas phases are
less relevant to biological systems, since the slyimnamics in solution are entirely
different. Therefore, numerous investigations héeen dedicated to liquid phase

experiments alon¥: '8

On occasions where the S-T mixing from the Larmoecpssions is slow in
comparison to the lifetimes of the species invoJuweal discernable field effect can be
measured. Many investigations are therefore focoseektending the reaction times, of
the RPs, by retarding the rate of recombinatiornn&mf the experimental methods
explored in detail include the use of ion-pHirsvhich are joinedvia their mutual
coulombic attraction, and to a lesser extent tieeriporation of viscous solvenitsand
the study of biradical system$While all field effects can be maximised in a REhva
long lifetime, the generation of LFEs is particljasensitive to this. The hyperfine
driven spin-state mixing at low fields is slow asdptimised when~! « a, wherer
is the lifetime of the RP and is the average hyperfine couplifigThe field effects
occurring at low fields € 35 mT) are particularly pertinent to this work;nbe the

subsequent section solely considers those stuthésdve observed a LFE.

1.5.1.1 The Low Field Effect
There are two mechanisms that may contribute t&B5; lthe level crossing between S
and T states and the HFM. The latter is the more relespim-state mixing mechanism

in the solution phase systems used here.

To facilitate sufficient spin-state evolution andarder to generate a large LFE,
the RP’s lifetime must be enhanced to a minimura &w hundred nanoseconds. This
effect is best demonstrated in situations wheraddeals in pair are prevented in their
escape from the cagand has led much attention to the study of sucts paimicellar
aggregates’ '® % *!Micelles are desirable for two reasons; primaRly confinement,
since a typical micelle can be manipulated to pEssesize in the order of 2-3 nm,
which allows the potential for repeated short tediffusion and reencountéf.
Secondly, RPs in micelles are believed to loosebdeh the behaviour of biological
systems, thus enabling realistic conditions toesereatedn vitro.

While multiple studies have been performed in nésglfew probe for a LFE in

otherwise neutral radicals, examples are limited given herein. Shkrotet af*
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photolysed deoxybenzoin derivatives in SDS (Sodibwceyl Sulphate) micellar
solution. This generated a LFE for smaller radicatsich was absent in larger ones, the
difference was attributed to the differing hypegfinouplings of the RPs. Tarasev
al,** similarly used deoxybenzoin, but varied the chainthe alkyl sulphate micelles to
investigate their relation to the observed LFE sTi@vealed a shift in the position of the
LFE with the surfactant used. Evesen af® studied a range of alkyl sulphate and
sulphonate micelles by encapsulating benzophertéae, the internal viscosity of the
micelle was found to decrease with increasing sineputcome often supported in both
micelles and reverse micelles (see Chaptetmhis in turn affected the RP dynamics in
the micelle and the magnitude of the LFE, as dideotparameters such as the
temperature of the solution. More recently howewerl.FE was demonstrated for
(2,4,6-trimethylbenzoyl)diphenylphoshine oxide, M@ (also commonly known as
TMDPO), in detergent solutions of SDS and dodegkthyammonium chloride
(DTAC).” The LFE originated from the expected coherent-spte mixing as with all
of the aforementioned examples, combined with erflees from spin relaxation. This
study is particularity interesting owing to the geation of a broad LFE, which is a
consequence of the larger average hyperfine caypfinthe pair. For such a pair,
considerable spin evolution can develop during litetéime of the RP and over that
occurring in the absence of the field. The MAPOcprsor is an ideal candidate to
probe the experimental conditions that influence generation of a LFE, and for this

reason it was also used in the current work, detan Chapted.

Additionally, studies have focused on radical i@ in solution, which by
virtue of their electrostatic attraction cause tfeminate RP to remain together for
prolonged periods of time and can likewise lead significant LFE. An example study
of this type, by Batcheloet al*? involved the standard system of pyrene (Py) aBd 1,
dicyanobenzene (DCB) radical ions in solution, ara$ recordedia the fluorescence
intensity of the cage recombination exciplex moleciRadioluminescence techniques
are also common and have been used to investigatearying ion separations, in

different species of hydrocarbon cations and heraflbenzene aniofs.

Published work studying neutral RPs in viscoustsmhsg is less common than the
micelle and ion-pair examples given. Optically detd EPR and TRIR spectroscopy
are the few techniques to record a LFE for thenaéptirs effectively surrounded by a
viscous solvent. The work of interest in this teasicludes modifying the environment
around the neutral RPs in solution. This is achdetr@ough using solvents of varying

viscosity and encapsulating the RP in reverse tegeto determine the effect on the
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resulting LFE and MFE. The systems investigated @esented and discussed in
Chapterst and5.
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2. Experimental Techniques and Development

Overview

The first section of this chapter details the practical method by which continuous wave
EPR spectroscopy is able to probe paramagnetic systems. For this instrument the limits
in detection determine which species may be monitored, i.e. those with relaxation times
and lifetimes longer than the order of a hundred microseconds. This technique relies on
a permanent concentration of radicals in the cavity and is therefore applicable to a
variety of radicals, including those generated on exposure to radiation, stable radicals,
spin traps, spin labels, as well as transition metal complexes. CW EPR is widely applied
to observe paramagnetic centres in metalloenzymes and proteins, where following their
reactions can provide direct insights to the biochemical and biophysical processes
occurring.™ % To allow measurement of these systems, low temperatures equalling those
of liquid helium or nitrogen have become standard in slowing the progression of
competitive relaxation.? Temperatures of 77 K are likewise used here, for the studies on

metalloproteins transferrin and lactoferrin. The focus in this work is on using CW EPR
to observe the binding of high spin (S = g) iron at the two active sites in both the

proteins. The data for this is included and discussed later in Chapter 3.

In addition to CW EPR, an experimental arrangement for monitoring radicals in
solution that typically decay on a timescale more rapid than microseconds is detailed.
The requirements of this technique include an improved instrument time resolution,
which extends the measurement ability of the existing instrument to a nanosecond time
domain by altering the mode of detection. This is achieved by using a pulsed laser as the
master trigger. The laser controls radical generation at a defined pulsing rate, and the
response in the cavity as a consequence of the radicals prompts recording via a transient
recorder. The samples of interest are all solution phase, this means that there are
negligible anisotropic coupling contributions. Consequently, the EPR signals from the
radicals are centred at approximately 333 mT, which corresponds to the free electron g-
value for an X-band (typically 9.5 GHz) spectrometer. This represents a very different
scenario to that for the solid samples mentioned earlier. The technique is now restricted
by the response of microwave cavity and is therefore a reflection on the design of the

machine and not the field scanning rate as encountered with CW EPR methods.

All the magnetic field studies were performed on a time resolved IR (TRIR)

spectrometer that monitors RP kinetics. This instrument is capable of accessing the sub-
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microsecond time domain. However, to generate a significant LFE and monitor f-pair
recombination kinetics, the RP must inhabit an environment that extends its lifetime
from hundreds of nanoseconds to microseconds (refer to Section 1.5.1.1). In this
instrument, the IR probe laser has a tunability of around 100 cm™, centred close to 1800
cm™, which corresponds to the carbonyl absorption of benzoyl radicals and thus
confines the study of RPs to specific carbonyl compounds. The evolution of this setup is
described, as well as the introduction of a step scan time resolved IR method to allow
magnetic field studies to be conducted over a wider range of IR wavelengths. Finally
the advantage of ab initio and semi-empirical methods, as complimentary to
experimental data, is discussed. This is in addition to a brief background and an account
of the procedures used to estimate hyperfine coupling constants (hfccs) for the data

included in Chapter 4.

2.1 Electron Paramagnetic Resonance Spectrometers

This section describes the continuous wave and time resolved EPR methods for
acquiring data exemplified by the two different X-band EPR spectrometers used in this
work; a JEOL RE-1X EPR spectrometer, controlled by National Instruments LabVIEW?
software on a windows based PC and a Bruker ELEXSYS E500 CW EPR spectrometer
controlled by Xepr software on a UNIX system. The latter was also used in conjunction
with a custom built low temperature attachment manufactured by Oxford Instruments,
ER 4112HV, which was inserted in the cavity and capable of maintaining a stable

temperature of 10 K.

2.1.1 Principles of Continuous Wave EPR Spectroscopy

The elements of a conventional CW EPR spectrometer are illustrated in Figure 2.1.% In
this instrument a stable supply of microwave radiation is generated by a klystron and
reflected off the internal walls of rectangular hollow pipes called waveguides. The
amount of microwaves travelling through the spectrometer may be regulated by an
attenuator to avoid instances of saturation. As the microwaves are directed through the
circulator, via waveguides, the radiation meets an opening in the cavity called the iris,
its dimensions are such that the microwaves resonate in the cavity to produce a standing
wave. This resonance condition confines the dimensions of the cavity to match the

wavelength of microwave radiation employed.
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Figure 2.1 The basic components of a CW EPR spectrometer. This setup generates a
spectrum by sweeping the magnetic field at a constant mw frequency, and
applying a modulation method for detection, to increase the sensitivity. The
reference arm insures the mw detector operates within the linear range by
supplying additional mw power (bias) that travels through a separate

attenuator to adjust its intensity.

In this setup, any back reflection of the microwaves is minimised and they remain in the
cavity before eventually dissipating as heat energy through continual contact with the
walls. Deliberately, the circulator prevents direct access of the microwaves from the
source to the detector, and only back reflected radiation is permitted access through,

giving the desired spectrum.

During tuning, an adjustable screw adjacent to the iris allows fine power
(amplitude) control of the radiation in and out of the cavity to compensate for any loss
that occurs as a result of the sample (in the cavity), thereby providing optimum coupling
and sensitivity. The standing wave also serves to increase the pathlength of the radiation
through the sample, thus amplifying the signal (see Section 2.1.3 for discussion of the Q

factor).
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Figure 2.2 An illustration of the effect of an applied 100 kHz modulation field on the
crystal detector output current (below), and the corresponding first derivative

spectrum from processing the modulated detector current.”

The cavity is located between a set of modulation coils and the poles of an
electromagnet to apply the variable field to the sample. Once the standing wave is
established and the cavity tuned, the magnetic field is swept through the various
resonances in the sample. At a magnetic field point where the resonance condition is
met the energy of mw radiation equals the energy level separation of the electron states,
so triggers absorption of the microwaves by the sample leading to transitions. An
alteration in the standing waves as a consequence of absorption leaves the cavity and
microwaves uncoupled, and these waves are reflected via the circulator to the detector.
This radiation corresponds to the EPR signal. For the duration of a scan it is important
for the Klystron output to remain coupled to the resonating frequency of the cavity.
Therefore to avoid drift in the frequency, due to power loss on absorption of the mw
energy, an automatic frequency control (AFC) is used. This keeps the source frequency
locked to the centre frequency of the resonator, and is achieved using an electronic

feedback loop.

A microwave detector crystal converts this radiation into a direct current (DC)
signal, though for increased sensitivity a modification to the outlined data collection
process is normally used; phase sensitive detection. To the additional modulation coils

mounted outside the cavity a small alternating current is applied at a fixed modulation
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frequency (see Figure 2.2). This superimposes an oscillating component on the

magnetic field applied by the electromagnet during a sweep.

The modulation frequency controls the current applied to the small coils and has a
typical value of 100 kHz for most commercial spectrometers.> Therefore at any point
on the absorption curve, the EPR signal will feature an associated oscillating component
whose amplitude will be proportional to the slope of the absorption line (see Figure
2.2). This oscillating component is amplified to give the final EPR signal. The use of a
lock-in amplifier can enhance the sensitivity further by monitoring the signal at the
detector crystal for alterations solely at this frequency. This filters noise outside this 100
kHz + 1 Hz range, principally removing the lower frequencies associated with electrical

interference.

The phase of the new signal relative to the original modulation signal determines
whether the EPR absorption has a positive or negative slope. The result of this mode of
data collection is the generation of a first derivative trace of the absorption spectrum,

similar to that shown in Figure 2.2.
Phase sensitive detection is particularly useful for;

e Broad line spectra, to reveal details otherwise masked during conventional
absorption detection.
e An enhanced sensitivity as already discussed.

e Eliminating baseline instabilities.

While it has many benefits, its parameters must be chosen wisely as the following can

distort spectral lineshapes;

e A modulation frequency larger than the linewidth of the EPR signal will cause
the signal to broaden (since the signal o the slope only when the linewidth >
modulation frequency)

e A modulation amplitude of greater than the hyperfine couplings will conceal

their splitting.

2.1.2 Data Collection Using the Continuous Wave EPR Spectrometer(s)

The collection of data using both spectrometers proceeds as illustrated in Figure 2.1.
The sample, contained in a quartz finger dewar or EPR cell (refer to Section 2.3.1 for
the specifics) is placed in the cavity and the cavity is then tuned to critically couple to

the mw source. The two sets of software, custom written LabVIEW or Xepr, allow the
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parameters (Section 2.3.1) for the scan to be controlled and the latter also enables the
spectrometer to be tuned using only the software. The desired field width is swept at a
rate defined by the software. The signal from the cavity per field point is sent to the
detector to be amplified, and passed to the PC via a lock-in amplifier. The software
displays this signal as an intensity vs. magnetic field trace, revealing the EPR signal for

the entire field sweep, as already discussed.

The internal components in both the CW JEOL and Bruker spectrometers are
analogous to those given in Figure 2.1, however additional apparatus were required for
the Bruker spectrometer to facilitate the low temperature work. The external
components of the Bruker spectrometer are pictured in Figure 2.3. The apparatus
common to both CW spectrometers are indicated in black and these include the cavity,
the iris (screw), the microwave head and bridge, the electromagnets, the magnetic field
control and the console. The function of these has already been covered. Any additional
apparatus required solely for the Bruker spectrometer are labelled in red. Specifically
these consist of the rotary and turbo pumps, which create a vacuum in the cavity to
maintain a steady liquid helium temperature (4 K). A transfer line that is connected to a
helium dewar, through this, the liquid helium travels to the cavity; both of these latter

features are not pictured to allow a full view of the spectrometer.

Pressure Gauge Air/Liquid Flow
ontroile

1 :
.

i Entry for

' Helium

Figure 2.3 The components of the Bruker EPR spectrometer. A few additional pieces of
apparatus, compared to the JEOL, are required for low temperature
measurements. A transfer line connected to both the helium vessel and the

spectrometer would normally be attached at the entry point as labelled.
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A temperature control unit which is used in conjunction with a needle valve located on
the transfer line to regulate the temperature of the cavity. The desired temperature is set
on the control unit that triggers a heating coil when the cavity is overly cool, though the
need for this can be eliminated by an appropriately set needle valve. As well as these,
there is a pressure gauge to monitor the flow of helium, a heat exchanger, and a water

cooler (not shown) for the electromagnets.

2.1.3 Comparison of the Continuous Wave EPR Spectrometers

An obvious variation between the two instruments lies in their respective cavities and
consequent quality factors, Q. The sensitivity of a given cavity can be defined by its Q.
This is a measure of the how efficiently it stores energy. It therefore depends on factors
such as the material of the inner surfaces and extensions of the cavity wall, since both of

these can prevent microwave loss. A higher Q value implies a more sensitive cavity.

The value can be measured from the resonance signal of the cavity, since Q = v;:S,

where v,..¢ is the resonance frequency, and 4v, the bandwidth. For a fixed frequency the
volume of the cavity will also govern the number of modes present, a larger volume

allows more modes, and thus increases the Q.*°

The Bruker instrument features a Super-High-Q ER 4122SHQE cavity with a Q of
8300 when loaded (no sample), and the JEOL spectrometer contains a TEO11 cavity
with a lower Q of approximately 2000. The Bruker cavity is rectangular, while the
JEOL is cylindrical in shape. The maximum sample diameter that can be placed in the
JEOL is approximately 11.5 mm, compared with 10.5 mm for the Bruker, and since the
sample heights are similar the volume of sample contained in the JEOL cavity is larger.
Clearly the Bruker spectrometer has a superior Q factor. This high Q cavity enabled the
low iron content in the transferrin of blood serum to be detected, while the signal was
absent when recorded on the JEOL spectrometer, thus indicating its additional

sensitivity. The results for the transferrin data are included in Chapter 3.

For CW methods a high Q is preferred for greater sensitivity. However, due to the
increased bandwidth, higher Q cavities often create additional issues with ringing in
signals recorded using pulsed techniques or transient responses. This limits the
detection time. Therefore, Q factors of 1000 or lower are advantageous for TREPR
techniques to allow responses of tens of nanoseconds to be recorded, though this
additionally depends on the operating frequency and the response of the transient

instrumentation.®
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2.1.4 Principles of Time Resolved EPR Spectroscopy and the Modification of
the JEOL RE-1X EPR Spectrometer

This method of recording is used to reveal kinetic information on radical species as a

function of time, by decoupling the transient event from the magnetic field sweep. The

radicals typically decay on a nanosecond to microsecond timescale and are continuously

regenerated by an external radiation source, most commonly a pulsed laser.

A Nd:YAG laser is suited to time resolved spectroscopy, primarily due to its
pulsed output, providing both a stable and reproducible amount of monochromatic
radiation. It can also be used as the master trigger and features a low internal jitter
between the firing of the flashlamp and Q-switch. Additionally, the removable harmonic
generators enable an easy exchange between wavelengths. While four output
wavelengths are accessible, 1064, 532, 355, 266 nm, by using the fundamental, 2" 3"
and 4™ harmonics, most organic chromophores only absorb at the latter two. Another
useful feature of this type of laser is the ability to delay the Q-switch, which allows

alteration of the peak power without any change in the flashlamp intensity.

The faster detection requirements for the time resolved EPR data collection deem
the modulation speed of 100 kHz unsuitable, as this equates to a spectrometer response
of only 10 ps. Therefore a more direct mode of detection is normally provided by a low
noise detector crystal and the modulation function of the spectrometer is disabled.
Furthermore to access a sub-microsecond time resolution the receiver bandwidth must
be increased to capture the transient signals. A CW spectrometer will have a narrow
receiver bandwidth of approximately 10-100 kHz, which for time resolved studies
should be extended to cover 10-200 MHz.%’

By disabling the modulation, the sensitivity of the technique is compromised
resulting in a decrease in the signal to noise ratio (S/N), however this is normally
compensated for by use of the sampling method. The sampling method strictly records
the output using the transient recorder post laser flash for a defined period to produce a
decay curve; these times typically range between 100 ns and several microseconds.
Recording over a small time window such as this, improves the scan quality by enabling
the temporal separation of the signal from any associated noise. This signal is
subsequently stored and integrated by a boxcar averager, which feeds the resulting data
to a chart that additionally receives the associated field change. This allows construction
of the entire spectrum directly. An alternative to the boxcar, is to record the response as

an output voltage on digital oscilloscope, and this is the method used in this work.
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2.1.4.1 Data Collection Using the JEOL RE-1X TREPR Spectrometer
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Figure 2.4 The components of the JEOL RE-1X ESR spectrometer used for the time

resolved recording of EPR spectra. Modifications from the CW method
include triggering radical production using a pulsed laser (15 Hz), measuring
using a transient amplifier and disabling the modulation coils; refer to Figure
2.1 for comparison.

The collection of a TREPR spectrum proceeds as illustrated in Figure 2.4. The master
trigger for the experiment originates from the Q-switch of the Surelite Continuum |
Nd:YAG laser. The RPs are continuously re-generated by the 266 nm (Ultraviolet, UV)
laser pulse, at a rate of 15 Hz. A Shimadzu LC-6A Liquid Chromatograph pumps the
precursor solution through a flat quartz flow cell (to minimise dielectric loss) situated in
the TEO1l cavity, at a rate to ensure that fresh solution is photolysed with each
consecutive flash of the laser (typically between 1-2.0 ml min™). In response to the laser
flash and radical generation, the cavity sends a signal to the microwave detector. This
signal is captured and passed on by the wide band preamplifier (model JEOL ES-
WBPA?2), to the 100 MHz, 1 GS/s Tektronix TDS220 Two Channel Digital Real Time
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Oscilloscope set with a vertical range of 2 V. At this point the signal is sampled and

sent to the windows PC.

The oscilloscope is triggered along with the laser flash. The oscilloscope averages
16 laser shots and then transfers the data in real time to a windows PC using custom
written LabVIEW? software, where integration of the signal can later be performed. The
signal at any one field point is recorded the predefined number of times, before
continuing to the next field point where the process is repeated. This proceeds until the
chosen magnetic field sweep width has been covered. The resulting data are stored as
intensity vs. time sets by the LabVIEW control software and there are two basic modes

for analysing the data.

Mode 1 displays the original signal from the cavity at each field point specified,
and reveals the lifetime of any radicals generated by the laser, while providing a
baseline correction when in the absence of any radicals (see Figure 2.5). An off
resonance subtraction is necessary to get an accurate mode 1 decay signal, and this is
performed prior to analysing the data, again, using LabVIEW. These data for each field
point may be compiled into a 3D plot to map the entire time-history of the radicals in
the sample, showing both the time and magnetic field dependence. Mode 2, essentially
traditional EPR spectra, are intensity vs. magnetic field traces and are extracted by
integrating mode 1 data over selected time windows. Unlike in CW EPR spectra, these
are direct observations of the signal from the cavity, so the concentration of the radicals

is proportional to the integration of the decay curve (relaxation may also contribute).
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l mode 2 Integration
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E mode 1 j
—

: >

! Time / ps
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A
N

Figure 2.5 Modes for analysing the TREPR data. Mode 1 is the decay curve obtained
for a single field point and shows the decay of the cavity response with time.
Composite mode 1 spectra for each field point of the magnetic sweep show
the data in 3D, mode 2. Mode 2 spectra can be extracted from specified time

windows as highlighted by the shaded integration region.

Page | 45



2.1.4.2 Chemically Induced Dynamic Electron Polarisation

TREPR spectra often reveal enhanced emission or absorption lines, which are indicative
of a non-Boltzmann distribution of electron spins among the accessible spin-states. This
phenomenon is referred to as Chemically Induced Dynamic Electron Polarisation
(CIDEP).* It arises either during the generation of the paramagnetic species, through the
conservation of spin angular momentum of its precursor, or via the subsequent
encounters of the radicals. Two main types of mechanism can be identified from the
spectra. First is the RPM, where a combination of emissive (E) and absorptive (A)
peaks appear simultaneously, and second is the triplet mechanism (TM), where either
enhanced emission or absorption with the usual statistical pattern is observed.

The RPM occurs from the incidence of both triplet and singlet correlated spins
among the RPs and develops through coherent spin-state mixing, via the HFM or Ag
mechanism, as detailed in Section 1.4.4. This generates a hyperfine dependent
polarisation. The TM involves the selective population of triplet sub-levels that are
available to a molecule during intersystem crossing from a singlet excited state (Figure
4.2). This occurs before the creation of the RP and therefore manifests in the spectrum
as complete electron spin polarisation. The enhanced intensities of the CIDEP lines
partially compensates for the loss in sensitivity from disabling the phase sensitive

detection.

An EPR spectrum, from both CW and TREPR methods, should allow the accurate
determination of g-values as well as hyperfine structure, by way of well separated sharp
peaks. This, in addition to the ability to resolve electron spins from low radical
concentrations (~ 0.1 uM), makes EPR the most popular technique for the study of
paramagnetic species.” 8 Nevertheless, the method has limitations and is, for example,
relatively insensitive when compared to other forms of spectroscopy. This is since the
signal derives from the energy difference between the electron spin-states and
furthermore it cannot be applied to study the effects of low magnetic fields on the

reaction kinetics of RPs.
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2.2 Time Resolved Infrared Spectroscopy Instruments

The focus of the current work resides in a section of the mid infrared (mid-IR) region,
which spans 400-4000 cm™. This area has benefited from continued development in the
fast time resolution of its instruments since the 1980s, and is widely applied to study
transient species in chemical systems.? However, TRIR spectrometers of the type used
here, and described in Section 2.2.1 are not commercially available and are therefore
built in house with construction primarily requiring a stable source of IR. The most
common of sources of IR are continuous wave CO lasers, operating in the region of
2200-1600 cm™. These are mainly used to probe organometallic compounds, by
detecting intermediates via their characteristic vc.o stretches.®® Alternatively, as is the
case in this work, tuneable IR diode lasers may be used. These require cryogenic
temperatures and can be tuned over a maximum range of approximately 100 cm™ using
a combination of temperature and electrical current controls. As a consequence of the
multimodes present, incorporation of a monochromator with the IR diode lasers has
become routine, though it is often unnecessary when the additional modes are non-
resonant with any sample absorptions. This was the condition when studying transient
free radicals here, thus the monochromator was omitted with a concomitant increase in
the S/N ratio.

The design of the TRIR spectrometer is based on a previous study by Neville et
al,"* and permits the direct observation of transient radical kinetics via the distinct
benzoyl stretching mode of one of the radicals in the pair. The absorbing chromophore
is monitored on a microsecond timescale for the duration of its in situ generation and
decay, where for the majority of this work, only very low radical concentrations were
probed. While the scope of some IR laser based instruments has extended to detecting
intermediates beyond the picosecond time resolution,® the spin effects of interest,
specifically for the low applied fields, manifest on slower nanosecond timescales.
Therefore this increased resolution would offer no advantage in the current work. The
microsecond to nanosecond range would prove most beneficial in deciphering the
difference between f-pair and g-pair recombination Kinetics, whereas now the g-pair
(approximately 100 ns) is most likely too rapid to detect in homogeneous isotropic

solutions.

On radical generation, the current setup measures a small decrease in the overall
absorbance of IR at the detector. This signal is rapidly reduced at a rate corresponding

to the disappearance of the free radicals and the initial IR absorbance is recovered when
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the reaction is complete. With the application of a magnetic field, the effect of the field
can be determined from the difference between the two curves, produced from field on
and off. Such effects, however, are normally very weak (1 % LFE, 3% MFE), and
achieving sufficient S/N ratios can be challenging and involves extensive averaging. A
novel single wavelength approach to data collection by modifying the design to
incorporate an interferometer could, in principle, enhance spectral sensitivity. By
removing the large IR background signal reaching the detector, noise can be
substantially reduced, and the small difference in signal, due to the radical absorbance,

measured more sensitively.

There are a number of limitations with the current TRIR instrument. As
mentioned, the IR probe beam confines the species that can be studied, to those
containing a distinct vc=o absorption. It is also a single wavelength technique.
Consequently, it can only provide insight into the reaction/recombination of the
carbonyl containing moiety. It is therefore suited to studying species with known
photochemistry, and if alternative mechanisms do occur, it may identify their existence.
However, complimentary techniques are required to reveal the underlying processes
occurring. Problems can also arise from the multimodes of the IR diode laser when
identifying the wavelength of small spectral shifts. While this can be reduced with a
monochromator, the variation in the wavenumber of the absorbance can still be 0.5 cm’

! which accordingly defines the maximum wavenumber resolution of this instrument.

Step scan time resolved FTIR spectroscopy (S*TRS) appears to be a logical
advancement of the laser based TRIR system for studying a variety of RPs. This broad
recording technique features an increased spectral bandwidth covering the entire mid-IR
region. This method would allow multiple different stretching modes to be monitored
simultaneously, and can expand on the magnetic field studies of the vc-o radicals alone
(Section 2.24 for FTIR spectroscopy). This would enable more complex systems to be
investigated, for example, it could be applied to probe the photochemistry occurring in
proteins or biological species. Interferometric methods for spectral encoding (as
described in Section 2.2.2) also make it superior to most laser based techniques, in
determining exact wavelengths. Step scan FTIR spectrometers come self-contained, and
are isolated from external vibrations, as well as temperature fluctuations, which should
result in fewer baseline instabilities. Atmospheric water absorption may also be
eliminated in the instrument, since it incorporates a purge system, whereas in the current
TRIR design the presence of water is unavoidable. Additionally, the automatic

optimisation and alignment of the signal in the FTIR would improve its accuracy.
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Moreover, the two techniques could be complimentary and the step scan instrument
would prove useful in isolating the wavelength of active carbonyl stretches in RPs, for
use with the TRIR spectrometer.

As with all recording methods, there are still limitations with S°TRS, most notably
in the intensity of the globar source, which can affect the sensitivity of detection. Also
the setup of each instrument requires personalising to suit the transient event of interest,
and can often be quite challenging.

All three of the spectrometer arrangements are discussed in this section, beginning

with the original time resolved infrared system.

2.2.1 Time Resolved Infrared Spectrometer

It is important when using this spectrometer, to eliminate any species that may interfere
with the g- or f-pair recombination in the RP, since this would obscure the recorded
kinetics. This is achieved by using unreactive solvents and precursors that do not
undergo multiple-cleavages at the selected irradiation wavelength. The precursor
molecules chosen specifically for this reason, along with their photochemistry, are
discussed in Chapter 4. This next section outlines the components of the TRIR

spectrometer, and the procedure for data acquisition.

2.2.1.1 Data Collection Using the TRIR Spectrometer

Figure 2.6 is a schematic diagram of the TRIR spectrometer. The components of the
spectrometer are mounted on a Melles Griot laser table to dampen the effects of local
vibrations. Central to the build is the cell, which is similar in design to the steel based

Specac Omni cell.*?

The ferromagnetic nature of steel makes the original cell unsuitable
for use here. Consequently the cell outer was assembled from non-magnetic materials,
specifically Delrin. The cell features minor modifications, such as screw-in entrance and
exit holes, and a thick back section to compensate for a reduction in strength of the
material. 0.1 mm Teflon spacers that enable the pathlength of the solution to be adjusted
(minimum spacer, 0.05 mm) are encased between the calcium fluoride (CaF;) windows
of the cell. These windows transmit both IR and UV radiation. A solution of the
precursor material in an isotropic solvent is continuously flowed through this cell, with
rate of flow regulated by a gear pump (ISMATEC, Digital REGLO-Z). The rate is

typically set to 2.0 ml min™* and corresponds to the optimum value.
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Figure 2.6 A schematic diagram of the TRIR spectrometer setup.
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A lead salt diode laser (Laser Components model-L5736-11), as mentioned,
provides a continuous source of IR in the range 1780-1880 cm™ through the CaF, cell.
This probe beam is initially directed via a parabolic mirror and is subsequently met by a
flat then focussing mirror, with a focal point of approximately 3 mm aimed at the centre
of the cell. Following passage through the solution filled cell, this IR beam is optically
directed again by successive focussing mirrors into the mercury cadmium telluride
(MCT) detector. At this stage the signal is amplified by a 20 MHz low-noise
preamplifier and sampled using a 12-bit digitiser (Picoscope ADC-212). This generates
a signal which is viewable as a 2D dataset of voltage vs. time, using a custom built
LabVIEW® program running on PC 1 (see Figure 2.6). On a given millisecond
timescale, the output from the IR laser fluctuates, generating peaks and troughs in its
intensity. Therefore a second oscilloscope (Picoscope ADC-200) is necessary to solely
monitor this output, and act as the master trigger to initiate scans, only at these

intermittent periods of peak, stable, IR.

The 4™ harmonic of a Nd:YAG Continuum Minilite series Il (approximately 1.8
mJ, 266 nm) laser is fired at the cell in pulses (15 Hz). The UV strikes the sample cell in
a direction approximately collinear to the IR beam and on crossing these two beams
must overlap perfectly to ensure optimum recording conditions. This UV radiation
causes photocleavage of the precursor molecule to yield a RP. The IR laser is
accordingly tweaked to match the frequency of the vc=o absorption in the benzoyl
radical of the pair. Once the UV beam passes through the solution, it is prevented from
travelling further by a beam dump placed behind the cell and at numerous other
positions to prevent interference from reflections. As with the aforementioned Surelite
Continuum | laser, the wavelength of the UV beam can be adjusted to the 3™ or 4™
harmonic, generating 355 & 266 nm respectively. The chosen wavelength depends on
the UV-vis absorption profile of the precursor molecule being studied. The laser power
can also be adjusted by altering the Q-switch timing, although this was not necessary as

the maximum output power was always used.

The sample is located at the centre of a pair of Helmholtz coils, through which the
current flows in the same direction, to produce a resultant field. These coils are
responsible for supplying a uniform, homogeneous, pulsed field and the Helmholtz
relationship confines their distance apart to be identical to their radius. The amount of
current flowing is altered incrementally through binary controls by the LabVIEW

program, to allow field effects to be recorded at any field strength less than the
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maximum field. The magnitude at any one point may be described by the following

equation,

81uoNI
B=—t" [21]
5°/2r

where, B is the Magnetic Flux density in Tesla, and u, the Permeability of free space.
The variables are the number of turns per coil (N), the coil current in amperes (I), and
the radius of the coil in meters (r), though for a given set of coils only the current may
be altered. The coils used have N = 186, and r = 0.043, which corresponds to a field of
31.6 mT for the incremental increase required. The coils are situated on a Mumetal base
to prevent the magnetic field from interacting with the other instruments present. In
addition to the applied field, all the investigations were conducted in the presence of the

earth’s own magnetic field.

The pulsed magnetic field is controlled through a pulse generator (Thurlby
Thandar Instruments TGP110), which is initially triggered simultaneously with the
flashlamp of the UV laser, and both are managed via PC 2. The standard delay in the Q-
switch firing, in combination with an intentional delay on the pulse generator, causes
the pulse of the field to activate on alternate laser shots. This ensures that the maximum
field coincides with the flashing of the laser and holds (~ 2 ms) for the duration of the
recorded signal. The field off and field on kinetic decays are recorded consecutively,
typically with 2000 averages performed per field point to reduce the noise level.

In this work, the results are displayed in two forms. The first is a kinetic trace,
which reveals the RP lifetime and is the direct voltage response with time. All the traces
of this type are shown for a zero magnetic field. The second form is the MAgnetic effect
on Reaction Yield (MARY) mode, which gives a % MFE, and is determined from the
relationship in Equation [2.2] for each field point in the scan. This is plotted as the %

MFE vs. magnetic field point and typically covers the range 0-31.6 mT.

[ field on — [ field off

% MFE =
% [ field off

x 100 [2.2]

The occurrence of further oscillations in the temporal output of the IR laser made it
increasingly difficult to obtain a steady baseline. Therefore no integrations were
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performed 6 us onwards following the laser flash, since by this point the signals were

sufficiently small to make the resulting % MFEs too noisy for useful interpretation.

2.2.2 A Basic Interferometer Setup and Fourier Transform

The first successful build of an interferometer, by Michelson,** was implemented in the
earliest predictions of the speed of light. A small scale variant of this is given in Figure
2.7 to demonstrate the principle of interferometry. Collimated visible light strikes a half
silvered semitransparent mirror, called a beamsplitter, at 45 °. The material of this is
governed by the source output. For example, for visible light the beamsplitter would be
quartz. This divides the amplitude of the light beam in half, with one beam travelling to
mirror 1 (M) and the other to mirror 2 (M;). These two beams then follow their
individual paths, reflect off their respective mirrors and recombine at the beamsplitter.
This signal is then directed to the detector to be digitised.

If the distances of the two mirrors from the beamsplitter are identical, the waves
should interfere constructively. If, however, the two waves remain incoherent, it is often
due to the additional dispersion of one of the beams. This occurs as one of the beams
travels through the quartz pane twice. Under these conditions, a compensating plate is

suitably positioned in the setup to correct the amplitude mismatch.

Beamsplitter ||,
Source S S /
O bl < =—======
% Compensator
I
I

'

——
Detector

Figure 2.7 The principle components of a Michelson interferometer. The reflections are
represented with different paths to distinguish between the beams; in reality
all the beams would follow identical paths. The compensator plate corrects

for refraction.
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For a Fourier Transform IR interferometer, one of the mirrors is fixed whilst the
other is mobile. This latter mirror is placed on a smooth mechanical slide to minimise
disturbance of the signal during the movement of the mirror. A path difference, 6, is
introduced and the signal at the detector oscillates while the two component waves
alternate in and out of phase, according to the motion of M, along the interferometer
arm. To obtain an interferogram, the intensity signal at the detector, I, is recorded as a
function of mirror distance (retardation). For monochromatic radiation, the variation of

the signal at the detector appears as a sinusoidal wave, and can be described by,
1(6) = I1(V) cos(2nvs) dv  [2.3]

1 (6) is the amplitude of the signal recorded as a function of distance, and I (V) is the

intensity of the corresponding wavenumber.

For a polychromatic light source, the signal at the detector appears as a
superposition of all the sinusoidal waves at their respective wavenumbers. When the
pathlength difference between the mirrors is zero, the waves sum constructively and a
peak centreburst is observed on the digitised interferogram. The interferogram for a

polychromatic source can be written as the sum of all the individual waves,
1(6) = f I(V)cos(2nvd) dv — 1) = f 1(6) cos(2nvd) d§  [2.4]
0 0

Fourier transform (FT) enables conversion between the distance domain, 1(§), and
wavenumber (or frequency) domain, I(v), for each of the constituent waves in a
radiation source. For monochromatic radiation the FT will extract a single wavenumber
spectrum at its associated intensity. The same procedure, when applied to the intensity
of a polychromatic source, will yield the range of wavenumbers present. Due to the
complex assortment of wavenumbers in spectral recordings, this function is routinely
performed using computers. The resulting wavenumber lines also feature signs of

spectral broadening, as a result of the lifetime of the species involved.*?

As discussed earlier, the current TRIR setup measures a reduction in the
absorbance of the IR signal at the detector when the RP is created. This is recovered
when the radicals recombine. A rearrangement of the optics on the laser table shown in

Figure 2.6, to match those in the Michelson interferometer (Figure 2.7) would allow
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destructive interference of the IR beams to occur on recombination at the beamsplitter.
This would give an essentially zero background signal against which to record the RP
kinetics, while the remainder of the recording procedure would be unchanged. It was
anticipated that this would improve the quality of data obtained, and consequently
reduce the amount of averaging necessary per scan. A modification of the optics to
match that illustrated in Figure 2.7 was attempted for the TRIR design, and the process
of doing this is described in the following section.

2.2.3 TRIR Spectrometer Development

The IR signal at the detector in the current TRIR spectrometer is large at ~ 10 V, in
comparison to the actual decay curve from the irradiated sample, which is typically 20-
40 mV. Given the magnitude of the original signal an accompanying amount of noise is
observed, for both the background radiation and the minor signal of interest arising
from the recombination of the RP. This associated noise can, however, be reduced if the
radical decay could somehow be acquired as an emission type spectrum using a
monochromated IR source against a negligible amount of background radiation. This
will prevent any direct IR from the source interfering with the detector, and ought to
generate a proportionally lower amount of noise, thereby increasing the overall S/N
ratio and inherently the sensitivity.

2.2.3.1 Modifying the Optics of the TRIR Spectrometer

The interferometer plan in Figure 2.8 was contained in a transparent Perspex box, and
was again constructed on the original laser table. The area within the box was supplied
with a continuous flow of nitrogen via a corked vent, to dry the environment around the
moisture sensitive potassium bromide (KBr) beamsplitter. Silica gel crystals were also
positioned near the beamsplitter to absorb any traces of water present. To allow the IR
beam from the diode laser into the unit, holes of approximately 1 cm diameter were
drilled for entry and exit to the detector, as well as for the sample flow, which were

temporarily sealed.

After initial construction, the aim was that sample cells be placed in front of both
mirrors (the fixed mirror, M; and movable mirror M), allowing solution to flow from
one to the other. The first sample cell C;, would provide a background of the absorption
by the molecules in the solvent for comparison, whilst the second, C,, would be

photolysed with UV radiation. Suppose the mirrors were located at such a distance to
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introduce destructive interference of the IR beams before photolysis, then the absorption
of the IR by the radical possessing the characteristic vc-o band would result in the
appearance of a signal at the detector upon RP formation. When incorporating the
monochromator into this setup the optics would need readjusting to minimise the signal
at the detector, though this would be minor in comparison to the original build. In this
design the overall signal attained would be directly proportional to the absolute

absorption of the sample.

Initially a helium-neon (He-Ne, 632.8 nm) red laser was situated in front of the
parabolic mirror to align the optics and direct the beam through the interferometer. The
signal at the detector was monitored using the original LabVIEW?® program, generating
a voltage vs. time trace. The He-Ne laser served to crudely arrange the positioning of

the mirrors and was thereafter replaced with the IR beam.
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Figure 2.8 The intended setup for the interferometer based TRIR experiment, which is
encased in a nitrogen purged Perspex unit to minimise water damage to the
beamsplitter and remove interference from water vapour in the recorded

signal.

Page | 56



The invisibility of the IR radiation, unavoidably, caused a few problems.
Particularly since the intensity of the beam was low and therefore undetectable using
infrared sensor cards. A minor adjustment of the optics often resulted in a total loss of
signal at the detector; consequently the mirrors regularly required correcting to recover
the initial or lost signal. The IR beam also travelled via holes into the purged unit and in
some instances only a partially reflected beam continued through to the detector. This
was due to dispersion occurring at some point in the mirror iteration process and the IR
beam was lost inside the unit. A further issue arose from hitting the beamsplitter at 45 °.
This split the IR beam unequally to each of the mirrors, and on return to the
beamsplitter the beams would be slightly off-axis and unable to interfere constructively
to maximise the voltage signal. The optics were adjusted accordingly to correct for this,
however, this also meant that in the final setup the mirrors were not visually at 90 ° to
the beam, even with the inclusion of a compensator plate. Additionally, over the period
of a day the IR beam would drift, causing the intensity at the detector to drop
considerably. This intensity could not be recovered without repeated iterations of the

optics through the setup.

Once the optics were optimised, and an acceptable voltage signal, compared to
that in the TRIR spectrometer was reaching the detector, the monochromator was
incorporated. Again, the He-Ne laser was used to initially tweak and position the
mirrors. The preliminary steps for constructing the interferometer had been completed
and the signal, using the single wavelength IR, had been maximised to ~ 10 V. Upon
constructive interference of the two beams, blocking each of the two mirrors
independently resulted in nearly half the amount of IR reaching the detector, ~ 6 V. The
anti-phase relationship caused the signal to reduce to 2 V, making the total signal
approximately 8 V. The detector reading in the absence of any radiation from the diode

laser (background signal) was found to be 0.85 V.

A cosine wave could be viewed on the display as M, was rapidly moved through
multiple retardation positions. This displayed the anticipated maxima and minima for
the single wavelength of IR. Undesirably at this stage, there appeared to be large
oscillations in the recorded spectra. These were originally proposed to be from
vibrations in the nearby environment, since interferometry would naturally increase the
sensitivity of the spectrometer. This was, however, clearly not the case, as the vibrations
in the signal were greatly reduced when there was no interference of the beams and only

one travelled through to the detector. For confirmation, deliberate vibrations were
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created and it was concluded that noise was not responsible for the oscillations in the
signal. While interferometry is a sensitive technique, the laser table should be equipped
to provide adequate damping from external vibrations. It is feasible that irregular
environmental noise may still have contributed to the vibration issues, though this was

evidently not the main cause in the work described.

Despite the two IR beams successfully interfering in this new design, the noise
level in the signal was far too high for any useful spectral measurements of the samples.
Further development by incorporating the cells was therefore not undertaken and no
additional work was pursued on this setup. The original TRIR spectrometer was
reconstructed to match the schematic given in Figure 2.6, with the optics varying from
that in the original build.**

2.2.4 Fourier Transform Infrared Spectroscopy

The complementary techniques of Fourier transform and interferometry with IR were
first commercialised in the late 1960s, in the form of FTIR spectrometers. However, the
application of fast time resolution in these instruments was only available from the
1980s onward.> * Through continued development, their scope has now extended to
include the study of dynamic systems, such as short-lived species in reaction kinetics,
and the characterisation of protein binding. With the universal appeal of infrared,
increased bandwidth, desirable resolution and sensitivity, this technique is superior to
most conventional laser based methods. It lacks only in its inability to access the sub-

picosecond time domain; an area where laser based techniques currently dominate.

A clear benefit of FTIR lies in the simultaneous recording of all the frequencies,
often referred to as the multiplex (or Fellgett) advantage. This enables a complete
spectrum to be collected and averaged in the period taken for a single scan on a
traditional spectrometer.’® The instrument also features the throughput (Jaquinot)
advantage, where the routinely used narrow slit entrances to the prism or grating
element in some spectrometers are replaced by a circular aperture, to allow more of the
total radiation through to disperse. It is worth noting that many laser based instruments,
such as the one described earlier, operate at a single wavelength so the aforementioned
advantage does not apply in this case. The registration (Connes) advantage means that
calibration is performed with a He-Ne laser. This generates more accurate and

reproducible measured frequencies, and eliminates the potential for human error.
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In continuous scan interferometers the mirror moves at a steady velocity, while
the associated signal at the detector is measured at regular time intervals. Consequently,
the interferogram becomes a function of the time taken for a scan. This method of
recording is limited by the total length of time a particular scan takes. It is therefore
suited to recording relatively slow kinetic processes, typically of the order of seconds to
milliseconds, or static spectra.’ Rapid scan FTIR is an enhancement of the continuous
scanning mode. The mirror speed is adjusted so the duration of a scan averages one
order of magnitude less than the lifetime of the species being studied. This enables
successive scans to produce instantaneous interferograms with respect to the temporal
evolution of the dynamic event. Hence, the entire spectrum can be recorded at once, and
FT can be applied to decouple the interferograms to generate the desired frequency

spectrum.

The mirror in this instrument requires time to reverse its direction following each
scan completion, and therein lays the first limit of continuous velocity scanning.
Furthermore, its reliance on a CW globar source defines the dynamic event to be a
function of sample response and therefore a function of time. The former of these issues
is tackled in more advanced setups, such as ultrarapid scanning. By substituting the
usual translational mirror for a rotational one,™® species with lifetimes of a few hundred
milliseconds can be monitored. The rare stroboscopic sampling technique is capable of
measuring in the sub-millisecond region, though differs in its manner of data collection.
The entire interferogram is collected on multiple sweeps and requires a moving trigger

delay, making analysis of the data more complex.

Albeit more expensive than the continuous wave methods discussed so far, the
acquisition of data using S?TRS is most favourable for probing species in this sub-

millisecond time domain.

2.2.5 Step Scan Time Resolved FTIR Spectroscopy
Originally this technique was also introduced in the 1960s, and received far less
attention than its continuous scan rival until the 1990s, when the limitations of CW

spectroscopy were fully realised.™

The novelty of step scan stems from its ability to decouple the time dependent IR
measurement, from the dynamic event. Here, the moving mirror holds steady at a
particular retardation position, where it settles, then sends a pulse to trigger the rapidly
decaying process. The change in the spectral intensity at the detector in volts (AC) is
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measured at defined points during the relaxation of the timed event and averaged for the
desired S/N. The S/N ratio from step scanning is, per single sweep, inferior to that from
rapid scanning. However, as mentioned, multiple co-additions can recover this at the
expense of a longer timeframe for a complete scan. The mirror then travels to its next
position and the process is repeated for all the retardation points. The data files are
compiled into individual interferograms to yield a 3D profile, and with the aid of FT
these interferograms can generate the corresponding 3D frequency spectrum.

In theory, the resolution of step scan bears no limits in itself, but rather is
governed by the capabilities (speed and sensitivity) of the detector and transient
digitisers, and not by the scanning speed or globar source. This manner of recording is
ideal for obtaining kinetic information on rapid and highly repeatable chemical

reactions, occurring on a timescale ranging from microseconds to nanoseconds.

2.2.6 The Varian Step Scan Time Resolved FTIR Spectrometer

The purchased S?TRS (7000 Series) instrument functions similarly to that described in
the earlier section. A notable difference is that the recording technique for this
spectrometer involves the movement of both the movable and fixed mirrors during the
period of optical retardation. M, gradually moves along the axis of the interferometer
arm, whilst the fixed mirror M; oscillates back and forth regularly. The combination of
both the mirror actions produces the stepping mechanism. This design allows access to
an increased range of scan speeds, from 0.004 Hz (250 s) to 800 Hz (125 ms). The next
section outlines the various steps in testing the ability of the spectrometer for studying

dynamic events, as well as discussing the associated difficulties in using the instrument.

2.2.6.1 Testing the Spectrometer

A schematic of the final spectrometer arrangement can be viewed in Figure 2.9. The
first stage of development of the S’TRS instrument required installing the various
components for the intended solution phase studies of RPs. This included,

e Constructing a cell base to accommodate the height of the IR beam, and a set of
magnetic field coils, which would be added lastly to the setup.

e Focussing the probe IR beam and UV excitation beams on to the cell via the
appropriate optics.

e Arranging the triggering and recording of the transient event.
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Figure 2.9 A schematic of the step scan spectrometer setup.
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A similar cell holder to that used for the TRIR spectrometer was positioned in the
external unit of the step scan instrument as shown in Figure 2.9. Alternative cells were
also researched, though for ease of cleaning, adjustable pathlength, as well as
considering the extent of absorption from the solvent for larger pathlengths, the current

cell was the most suitable choice.

The master trigger for the system originated from the back of the FTIR unit.
Therefore, it was necessary to build a pulse stretcher to control the pulsing of the
Nd:YAG Continuum Minilite | laser. Initially, the triggering sequence was such that the
recording of the transient event and triggering of the flashlamp occurred simultaneously,
as advised by the manufacturers. Accordingly, the resulting spectra from S*TRS
included a period of delay associated with the Q-switch firing, after which the signal

corresponded to the transient event of interest.

Prior to recording any step scan spectra, it was important to determine the strength

of the absorption of the precursor molecules, using the CW scanning mode.

2.2.6.1.1 FTIR Studies

The initial tests on the instrument involved acquiring static FTIR spectra. This would
give an indication of the concentrations required for the later solution phase work. The
(2,4,6-trimethylbenzoyl)diphenylphoshine oxide (MAPO) and bis(2,4,6-
trimethylbenzoyl)phenylphosphine oxide (BAPO) molecules (both were investigated in
a separate study and the results are discussed in Chapter 4-their structures can be found
in Figure 4.3), were recorded first. These molecules had prior to this been studied on the
TRIR spectrometer and were known to have strong carbonyl absorption in the benzoyl
radical, from only 20 mM of the precursor in solution. These molecules were prepared
in different solvents (cyclohexanol, acetonitrile, ethanol, and propan-2-ol) at varying
concentrations in the range 20-300 mM. This was to determine the extent of absorption

of the precursor and the commonly used solvents.

For the 20 mM precursor rapid scan, the absorbance signal was from the solvent
alone, and there was no evidence of the molecules in these spectra. Therefore,
incrementally higher concentrations were used. Concentrations of 100 mM in solution
were needed to confidently assign the signals to the phosphorus oxide precursors. All
these scans were performed using sodium chloride plates, using the internal
compartment of the FTIR spectrometer as labelled in Figure 2.9. At this point the

external compartment was still under development to hold the CaF, flow cell. Later,
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when analogous tests were performed in the external compartment, it was discovered
that 150 mM of MAPO and BAPO were necessary for a similar sized signal from the
molecules. This indicated that the alignment of the external optics did not steer the IR
radiation appropriately out of the spectrometer, since only one mirror (labelled in Figure
2.9) was responsible for directing the radiation outside the unit. The optics were
therefore adjusted to improve the intensity of the IR signal level achievable outside the

spectrometer.

2.2.6.1.2 Step Scan FTIR Studies

Once the components were in place, the UV photolysis and IR beams were overlapping,
and the triggering was setup, the initial time resolved experiments were undertaken.
These primarily used 2-hydroxy-4-(2-hydroxyethoxy)-2-methyl propiophenone (ahp) in
propan-2-ol. The structure of ahp along with the generated RP is included in Chapter 5,
Figure 5.1, for reference. The intense radical absorption signal in the TRIR system from
only 2 mM «ahp in solution, as well as knowledge of both the wavenumber of the
carbonyl stretch in the benzoyl radical and the lifetime of the RP, made this a suitable
choice of precursor for both aligning and preliminary tests on the step scan instrument.
After carrying out similar concentration analyses to those detailed in Section 2.2.6.1.1,
for a closed CaF; cell (non-flowing) a concentration of 50 mM or higher was decided
upon, to achieve a relatively strong ahp peak in the static FTIR spectra. Accordingly, it
was anticipated that the benzoyl radical should too be evident in the resulting S*TRS

spectra, after multiple co-additions to improve the S/N.

A lifetime of several microseconds for ohp in propan-2-ol should, from the
instrument specifications, be easily probed using the step scan instrument. Yet no

appropriate signal was observed. This led to a number of concerns:

I.  The potentially poor overlap of the probe IR and UV photolysis beams.

To investigate this, quencher studies of 50 mM ahp with 70 mM trichlorobromo-
methane (CCI3;Br) were performed using the rapid scan on the FTIR. The inclusion of
this quencher should preferentially form a benzoylbromide adduct (within 2 ps) at ~
1772 cm™, rather than regenerating the ahp.'* This peak occurs as a result of bromine
atom abstraction by the transient benzoyl radical. The peak was evident in the spectrum,

and increased in absorption with increasing periods of irradiation (see Figure 2.10).
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Figure 2.10 The increasing irradiation of 50 mM ahp with 70 mM CCI3Br. The peak at

1772 cm™ grows with time.

An accompanying decrease in the original precursor carbonyl stretch was noted at
1663 cm™, though this was repeatedly obscured by a nearby absorption and for this
reason is not shown. This additional absorption could possibly have been associated
with polymer build up on the cell, occurring after continued irradiation. The observed
modification of the precursor and growth of the adduct peaks supported some overlap of
the IR and UV beams and the formation of the expected radical intermediates. But still,

at this stage, the radical signal was still absent from the S*TRS data.

ahp with an excess of quencher was found to be appropriate for aligning the IR
and UV beams. This was done by probing for maximum product formation at different
irradiation points on the cell. At the point of maximum overlap, a notable difference in
the intensity of the product peak occurred for these high concentrations of ahp and

CCI3Br, after irradiating for 30 s or more.

While the overall power of the broadband IR source is greater than that of the IR
diode laser (in the TRIR spectrometer), the corresponding amount of power per
wavelength of the broadband source, is significantly lower. It is therefore reasonable to
conclude that a higher concentration of the precursor molecule would be necessary
when monitoring the same species using S’TRS. However, the 25 or 50 fold increase, as
used, should have proved sufficient to observe the transient signal, considering the
precursor in solution was clearly visible. The absence of the intermediate was no longer
considered to be from an inadequate amount of precursor, but more conceivably, from
the laser power. This idea was supported by the fact that only prolonged irradiation
significantly reduced the absorption of the precursor carbonyl peak and gave rise to a

strong signal for the benzylbromide product.
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Il.  The laser power

The original Minilite | was efficient at cleaving 2-20 mM of precursor using 1.8 mJ per
266 nm pulse (measured using the exit beam). A higher concentration of 50 mM may
require more energy per pulse and this was initially supplied by a Minilite 1. The
Minilite 11 was capable of firing 3.5 mJ per pulse when optimised and focussed using an
appropriate lens on to the CaF, cell. Given that the concentration of ahp was often
increased up to 100 mM, ideally, the pulse power needed to be adjustable. Therefore,
the Surelite | was used to control the power output, over a wider range, by altering the
delay between the flashlamp and Q-switch. This laser was kept in the final setup and the
timing was altered as appropriate for the concentration. Additionally, focussing lenses
were used to tightly focus the UV beam to match the size of the IR beam
(approximately 3 mm), thus providing maximum overlap. Again, on running the S°TRS

experiment no intermediate signals were noted.

At this point the pathlength in the cell was also investigated up to a maximum of
0.4 mm, after which solvent absorption saturated the detector. To hinder saturation
effects (non-linear response), filters were situated in front of the detector to cut down
the spectral bandwidth and limit the amount of absorption by the solvent outside the
region of interest. For the work with ahp, this covered a range of 650-2200 cm™.
However, the lower limit was governed by the transmission of the CaF, windows which

began to tail off below 1000 cm™.

I1l.  The lifetime of the species

In combination with the high concentrations of ahp (50-100 mM), a range of solvents
were also used to alter the RP lifetimes. This was performed to determine if the
detection issue was associated with the decay time (~ 7 ps) of the RP in the propan-2-ol
solution. These studies were conducted in the presence and absence of CCI3Br, for
solutions of increasing viscosity, up to a maximum viscosity of 59 cP (cyclohexanol).
None of the resulting S’TRS spectra showed any evidence of the transient species. The
longer scan times did, however, reveal an oscillation in the IR output occurring at 32 ps
intervals (62.5 ps, 16 kHz, for a full cycle), which was associated with mirror dither.
The amplitude of this transient signal was much larger than that expected from the
radical intermediates. This limited the recording timeframes to approximately 5 ps
before a reduction in the IR intensity was observed, and the signal of interest removed.
Therefore further tests were performed solely within this 5 ps period.
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Neither the amount of ahp nor the laser power should be hindering radical
detection; as both were increased, accompanying changes in the precursor and product
peaks were recorded. The investigation into the RP lifetime similarly confirmed the
absence of any signals that could be assigned to the transient species. At this stage,
attention shifted to altering the timing sequence of triggering the event and recording.
This was particularly important given that the mirror dither would interfere with signals

recorded after periods of > 20 us, and may account for the missing signals.

IV.  The timing sequence

After monitoring the sources of potential fluctuations in the timing sequence, it was
discovered that the jitter (~ 1.2 us) in the rise time of the Q-switch caused the largest
variation. This led to an uncertainty in the start point of the dynamic event when
interpreting the recorded S’TRS data. The jitter could be reduced (to ~ 10 ns), by
controlling both the flashlamp and Q-switch externally using a pulse generator. The
trigger arrangement was also modified to capture the data (Acqiris card) simultaneously
with the Q-switch firing; here the delay between the shutter for the laser flash and Q-
switch signal was also accounted for (10 ns). This final spectrometer setup is illustrated
in Figure 2.9. Further details can be found in Section 2.2.6.2, where the data collection

process is outlined.

V.  The chemical process

The lack of any signal from the transient radicals following all the modifications to the
spectrometer and repeating with the new triggering arrangement, naturally led to testing
alternative chemical species. These exhibited kinetics on a much slower timescale, and
could be excited without using the pulsed laser source. The chosen chemical alterations
also occurred without the solution flowing though the cell and so eliminated as many

variables as possible.

This was first performed in a CaF, closed cell with a pathlength of 0.4 mm, using
4-anilino-4-nitroazobenzene in propan-2-ol. This system when flashed (visible light) is
excited to its cis-state and undergoes a cis—trans relaxation to the ground state. The cis-
state was expected to have a distinguishable IR resonance structure to that of the trans-
state, likewise this difference should have been evident on comparison of the acquired

FTIR data. The kinetics are slow and proceed over 4 s, as confirmed using UV-vis
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spectroscopy. This allowed the process to be recorded using the conventional rapid scan
method, which records kinetic information independently of the dither. The solution
was initially tested with the UV-vis spectrometer using both, a relatively large
pathlength of 10 mm, and the smaller 0.4 mm cell, to confirm that isomerism was also
observable at the low volumes of solution. Using the pathlength of 0.4 mm during the
rapid scan, gave a strong solvent absorption, thus the pathlength of the cell was reduced
and the scan repeated. Neither showed signs relating to a change in the conformation of

the molecular structure.

Additionally, among other systems, a solution of methyl iodide was investigated.
Methyl iodide is reported to efficiently produce radicals, and other recombination
products on exposure to visible light.!” Accordingly, an evolution of the spectrum was
expected to occur following an appropriate flash of light, or after ongoing exposure to
visible light. The solution was contained in a closed cell in a similar manner to that
detailed earlier. The resulting rapid scan spectra revealed some alterations. However,
evaporation occurred readily making it difficult to reproduce the results. The solution
was neat methyl iodide, so was used at a much higher concentration than any of the
samples tested thus far. This suggests that it may have been the magnitude of the
transient signal following irradiation which was hindering the observation of the kinetic

events.

VI.  The intensity of the transient signal

An external lock-in amplifier was used to capture and magnify the signal received by
the MCT IR detector. In the setup, it was positioned prior to transferring the response to
the windows PC. The signal of the transient change was initially optimised to 10 mV,
without the amplifier, through careful alignment and focussing of the IR and UV beams.
The amplifier then allowed control of this signal, up to a voltage of 100 mV.
Conveniently, this method also enabled the overlap of the probe and UV beams to be
directly optimised using an oscilloscope. A transient signal of 100 mV should, in
theory, have been sufficient to reveal a change in the resulting spectra, though again, no

appropriate intermediate signal was recorded.

Regardless of the various modifications sought, the FTIR instrument has to date,
been unable to confidently reveal the presence of any short-lived species in the resulting
spectra, using either the rapid scanning or step scan modes. The primary concern when
using a S*TRS instrument for recording transient events is the power of the globar
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source. This problem should be overcome following adequate amplification of the
transient signal and by the various amendments made, though clearly, this still required
further attention.

The relatively high concentrations of precursor molecule employed here,
additionally raises questions on the suitability of the technique for recording magnetic
field studies, with the intended low fields. At these concentrations, the RPs may be
eliminated rapidly and selectively from solution, perhaps making it more difficult to
observe the effect of a magnetic field on the RPs. One potential way to investigate this
would have been to monitor the product ratios using a fixed magnetic field and

continued irradiation of the ahp and CCl3Br sample. This was, however, not attempted.

Numerous failures in the Parker Balston gas generator responsible for controlling
the piston for the moving mirrors, complications with the software, the speed of the
mirrors, failures in the water cooler for the source and difficulty in reproducing the
spectra has further inhibited the evolution of the experiment. No magnetic field studies,
RP studies or simple photochemistry were ever successfully completed using this
instrument. In view of all the system modifications, it is suggested that perhaps, the
signal processing may be responsible for the absence of any intermediate radical species

in the resulting S*TRS spectra.

The next section outlines how a spectrum is collected using the final spectrometer

arrangement, following the various amendments described in this section.

2.2.6.2 Data Collection Using the Final Setup of the S?’TRS Instrument

Mirror M, steps to a position, as indicated by point 1 in Figure 2.11, where it holds
stationary and stabilises (point 2). Here, a static interferogram is recorded from the DC
output of the detector preamplifier, in an identical manner to that in the continuous

wave process (point 3). This signal is then averaged and used as the background.

The master TTL trigger (0.5 ps, 5 V) for the experiment originates from the FTIR
(point 4), at a rate governed by the Win-IR pro software and is set to coincide with the
pulsing rate of the YAG laser; see Figure 2.9 for the scheme. The signal travels via an
external pulse stretcher (approximately 50 ps) and a delay generator (Berkeley
Nucleonics Corporation, model 555) to trigger both the flashlamp and Q-switch of a
Surelite I Nd:YAG laser, while incorporating an appropriate delay (point 5) to control

the power output.
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Figure 2.11 The timing sequence for data collection using the S*TRS instrument. The
points, 1-8, occur for each step, as indicated by the Win-IR pro software. 1.
The mirror step, 2. The settling time, 3. The background collection, 4. The
trigger from the FTIR, 5. The delay in the laser flash, 6. The laser flash 7.
The decay of the dynamic event, and 8. The repeat/co-add.

Simultaneous with the Q-switch, a second trigger, from the pulse generator
initiates data capture using the Acqiris card located in the PC. The laser flash initiates
the photochemistry (point 6), which is monitored in an identical cell to that used in the
TRIR system. The dynamic (AC) output from the preamplifier of the detector via a
external lock-in amplifier (Precision AC Amplifier 9452), measures the change in
spectral intensity and the Acqiris card collects interferograms over a period of time set
by the software (point 7). This data is subsequently averaged a defined number of times
for this particular mirror step to improve the S/N. For the work described, a UDR 8
filter ranging from 650-2200 cm™, was situated in front of the detector to eliminate
spectral interference from stray laser light and reduce the spectral bandwidth. The
movable mirror (M;) then advances to the following position (point 8) and the entire
process is repeated. FT of the data gives the dynamic single beam array. The difference
in absorbance can be obtained by normalising the dynamic spectra over the reference

spectrum.

Currently a time resolution of between 1 ns (limited by the digitiser board) and
250 ms is available on the instrument. In practice the maximum time resolution is
defined by the response of the photovoltaic TRS MCT detector, which for this
spectrometer is limited to 10 ns. In any case, this resolution should have been more

than sufficient to monitor the dynamic events of interest.
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The primary aim of this research was to construct a MFE spectrometer based on a
commercial step scan instrument. Countless months were dedicated to doing this, and
still, the basic requirement of detecting transient species, or indeed confidently
assigning any low concentration samples has not been feasible. Further to this, the
instrument had many functioning errors and over the period of a year, months were
spent awaiting or arranging the exchange of the components, or for replacement parts.
This, in addition to the multiple issues addressed earlier, significantly hindered
progress. Ultimately and very disappointingly, it was the instrument that was found

incapable of the measurements the manufacturers had claimed.

2.3 Materials, Sample Preparation and Procedures

2.3.1 Biological Samples for Chapter 3

Reagents and materials Human serum (HS), transferrin (Tf), ferric nitrate, lactoferrin
(L), 3-(2-pyridyl)-5,6-bis(4-phenylsulfonic acid)-1,2,4-triazine (ferrozine, Fz), the
catecholamines; norepinephrine (NE), epinephrine (Epi), dopamine (Dop), and
dobutamine (Dob), and catechin were all purchased from Sigma Chemical Co.
Ammonium ferrous sulphate was obtained from BDH chemicals, the liquid nitrogen

originated from BOC and the liquid helium from BOC and Air Products.

Preparation of transferrin/lactoferrin catecholamine frozen samples and EPR
analysis The Tf (or Lf) catecholamine samples for EPR analysis were prepared by
mixing 6 mg ml?, 75 uM, (Lf, 5 mg ml™, 63 uM) of iron saturated Tf/Lf (holo-Tf/Lf)
and 10 mM tris(hydroxymethyl)aminomethane (Tris)-HCI buffer of pH 7.5 with (or
without, in the case of the control sample) the specified concentrations of
catecholamines as included in the individual experiments. Lower concentrations were
used for the serum (mammalian; bovine and human) samples and these amounts are
indicated in the text. The Tf/Lf catecholamine and serum catecholamine mixtures were
analysed immediately unless otherwise stated, where alternatively they were either
incubated at - 20 °C or 37 °C for the time periods indicated in the text.

Samples were prepared and frozen in liquid nitrogen as pellets of, 0.3 or 0.40 ml
volume using the custom built device shown in Figure 2.12. 0.1 ml of mixed solution
was retained in non-pellet form for each sample. The samples were located in a finger
dewar, and surrounded by liquid nitrogen, with a glass or wooden insert to minimise

disturbance whilst recording. The spectra were obtained on an X-band JEOL-RE1X CW
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EPR spectrometer with the following analysis parameters; centre field: 150 mT, sweep

width: 80 mT, field modulation: 1.0 mT, microwave power: 10 mW.

65.3 mm

52.4 mm

Figure 2.12 The aluminium pellet making device with labelled features, 1. The base
made of aluminium with indented edges for easy grip when frozen, 2.
PTFE flexible tubing to fit the required sample size, 3. Pellet base to hold
PTFE tubing, 4. Route for sample injection using a micropipette to
eliminate air pockets, 5. Plastic casing to fit perfectly on the base and hold
N2(Liq) to freeze the pellet, 6. Aluminum sliding lid for the pellet maker, to
hold the tubing in place and ensure a straight pellet is made. The device is
assembled, and 5 & 6 are removed to allow injection. 5 is replaced and
filled with Na(ig), then covered with 6. The pellet was kept encased for 30
seconds before removing 2 and releasing the pellet using a wooden
implement into a dish containing Nyqiq for a further 30 s. Note that
different bases were constructed for varying pellet sizes, which were
dependent on the spectrometer and dewar/EPR tube size. Pictured is the

base for a 2.7 mm diameter sample for use with the standard EPR tube.

Alternatively spectra were recorded on an X-band Bruker ELEXSYS E500 CW
EPR spectrometer, again using a finger Dewar, or an ultra low temperature helium
attachment from Oxford Instruments (ER 4112HV) inserted directly in to the cavity to
provide a stream of helium over the sample contained in a conventional EPR tube. The
parameters for this instrument were comparable with those listed for the JEOL

spectrometer and adjusted accordingly for the slight shift in centre field positions
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between the two spectrometers. All spectra were acquired at a temperature of 77 K,
where for the Bruker instrument this temperature was maintained by liquid helium using
the defined attachment. Both spectrometers incorporated a flow of nitrogen (gas) into

the cavity whilst recording to inhibit condensation on the dewar/EPR tube.

2.3.2 Solutions for the TREPR and TRIR Investigations in Chapter 4

Reagents and Solution Preparation (2,4,6-trimethylbenzoyl)diphenylphoshine oxide
(MAPO) and bis(2,4,6-trimethylbenzoyl)phenylphosphine oxide (BAPO), were both
obtained in powdered form from Ciba Speciality Chemicals. Reagent grade acetonitrile,
t-butanol, ethane-1,2-diol, propan-2-ol, trifluoroethanol solvents were purchased from
Fisher Scientific Ltd, and cyclohexanol from Sigma Aldrich Co. All chemicals were
used as supplied, and prepared in 20 mM (MFE), or 10 mM (TREPR), concentrations
under nitrogen flow combined with ultrasonication to ensure complete dissolution

during preparation.

EPR Analysis The spectra were obtained on an X-band JEOL-RE1X TREPR
spectrometer with the following analysis parameters; centre field: 333 mT, sweep

width: 60 mT, microwave power: 1 mW.

2.3.3 Solutions for Chapter 5

2.3.3.1 Reverse Micelle Solutions

Reagents 2-hydroxy-4-(2-hydroxyethoxy)-2-methylpropiophenone (ahp) and 2-
hydroxyethoxy-2-methylpropiophenone (mhp) were obtained in powdered and liquid
form respectively, from Ciba Speciality Chemicals. 2,2,4-trimethylpentane (isooctane),
and sodium bis(2-ethylhexyl) sulfosuccinate (AOT) were purchased from Sigma
Aldrich Co.

Solution Preparation 0.7 mM of ahp or up to 20 mM mhp were dissolved in the
amount of water for the required water pool size and ultrasonicated. AOT was dissolved
in isooctane and mixed by hand. The water was then injected into the AOT solutions to
fully disperse the water, this was vigorously shaken and sonicated while degassing for
the TRIR measurements. Further details of the sample preparation for the TRIR and

DLS measurements can be found in Chapter 5.
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2.3.3.2 Varying Viscosity Solutions

Reagents and Solution Preparation 2-hydroxy-4-(2-hydroxyethoxy)-2-methylpropio
phenone (ahp) was obtained in powdered form from Ciba Speciality Chemicals. The
reagent grade solvents; acetonitrile, butan-1-ol, butan-2-ol, dichloromethane, ethanol,
propan-1-ol, and propan-2-ol were purchased from Fisher Scientific Ltd, and
cyclohexanol from Sigma Aldrich Co. 2 mM of ahp was dissolved in the solvents as
indicated in the text and prepared under nitrogen flow combined with ultrasonication to
ensure complete dissolution during preparation. Where a ratio of solvents is given, this

indicates the amount by volume.

2.4 Theoretical Approach and Computational Details

Increasingly, theoretical and experimental data are being combined to gain insights into
the structural and thermodynamic feasibility of certain species; this synergistic approach
can often aid the interpretation of recorded spectroscopic behaviour. Ab initio
calculations have long been used to model molecular systems and yield important
information, such as equilibrium geometries or vibrational structures. More recently,
methods such as density functional theory (DFT) have gained credibility in doing
likewise, and have proved valuable in predicting the hfccs of various radicals, including
those of phosphorus.'® *° DFT is similarly used in this work to assist in unravelling the
mechanism of the recorded photochemistry in Chapter 4, by comparing calculated hfccs

with experimentally observed values.

As discussed in Section 1.3.1.2, the hyperfine interactions between an unpaired
electron and magnetic nuclei can be described by the hyperfine tensor, A, which
contains information on both the isotropic and anisotropic components (see Equation
[1.10c]). As a consequence of the anisotropic interactions being rapidly averaged by
tumbling, in solution the observed coupling arises due to the isotropic component alone
and this may be estimated from the Fermi contact mechanism. This mechanism can be
considered a local property dependent on the spin density, |,-|2, present at the nucleus
in question, which in this case is phosphorus. The hyperfine interaction is linked with
the s-character of the singly occupied molecular orbital (SOMO), thus for the realistic
prediction of hfccs it is imperative that both the geometry around the radical centre and
the wavefunction are correctly described. This requires firstly, a solution to the
Schrodinger wave equation in order to estimate the energy of the system.
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The route for approximating the many electron wavefunction of the Schrédinger
equation, via the Hartree-Fock (HF) method, is detailed briefly in the following section.
While this was used primarily on the radical structures, work thereafter applied DFT to
locate the optimum molecular structure corresponding to a low energy equilibrium state,

as well as to predict the hfccs.

2.4.1 Solving the Schrodinger Equation and the Hartree-Fock Method

The introduction of the Schrodinger wave equation (Equation [2.5]) dates back to
1926.% It is a very powerful tool that is able to describe, in detail, most aspects of
atomic and molecular structure. However, due to the complexity of the original form of
the equation, it is near impossible to solve for all but the simplest one electron systems,
i.e. the Hy"ion.

Hy=Ey [2.5]
Here, the Hamiltonian operator may be written as,

—n[a® 9° 9°
=—|—+ a_yz+§] + V(x,y,z) [2.6]

2m L ax?

<

H =T+

The Hamiltonian consists of the kinetic energy, T, and potential energy, V, terms;
including the nuclear-nuclear, electron-electron repulsions and electron-nuclear
attraction, of a molecular system.?* The Hamiltonian operates on the wavefunction s,
which embodies the information of all of the particles in the system, and yields the
energy of the system, E, along with the reproduced wavefunction. Due to the
Heisenberg uncertainty principle, the exact positions of all the constituent particles of a
molecular system can never be known simultaneously, but rather, the probability

density |,.|? of finding the system at some particle configuration, , may be calculated.

To simplify the task of solving the Schrddinger equation, many approximations
are applied, the first of which is the well known Born-Oppenheimer approximation.??
The Born-Oppenheimer approximation assumes at one instant whilst an electron is
mobile, the nuclei will remain effectively stationary, and thus it decouples the

movement of electrons from that of the nuclei. This allows the variables in the
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Schrédinger equation to be separated and removes the kinetic energy term for the nuclei
(now forming the nuclear Schrodinger equation) whilst making the nuclear-nuclear
repulsion term a constant. The Hamiltonian operator reduces to that given in Equation
[2.7] to produce a purely electronic equation.

~

H=T, +V,,+V,, [2.7]

For a molecular system, by fixing the molecule at a certain geometry, the total
electronic wavefunction and energy of the molecule can be calculated by solving the
electronic Schrodinger equation. If this methodology is repeated for multiple values of
r, the resulting information may be compiled to produce a potential energy surface, thus
exemplifying the process of determining equilibrium geometries using ab initio
calculations and work thereafter. At this stage, the electron-electron interactions that

exist for a many electron system require further attention.

The Hartree-Fock? 2* method estimates wavefunctions via the molecular orbital
approximation, by separating the Schrodinger equation into solvable one-electron
equations. It suggests that a many electron wavefunction, s, is the product of single
electron functions, i.e. Y = &4 (1) ¢, (2) ... ... ¢, (n), where ¢, represents the one-
electron molecular orbital (MO). Since MOs are composed of atomic orbitals (AOs) and
each AO contains one electron that maps out the probability density of finding an
electron in that space, the MO allows the total space potentially occupied by the
electrons to be calculated. For this method, all nearby electrons and nuclei are treated as

a time averaged electric field, called the Hartree-Potential.

While many wavefunctions with different energy conformations can satisfy the
Schrodinger wave equation for a system, only the lowest energy conformation will
correspond to the ground state. The variational principle states that this minimum
energy can be attained by iteratively altering a set of parameters, which in this case are
the expansion coefficients required to combine the AOs. The ground state energy, E,, is
associated with a guess or trial (normalised) wavefunction, s, by the following

relationship,®

[YK g dr=E, [2.8]
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A realistic trial wavefunction, as used in the HF approximation, should also correct for
spin (Fermion antisymmetry),?® i.e. for when two electrons occupy a orbital. This
introduces a second type of potential influencing the electrons; the exchange potential.
The exchange potential accounts for the difference in the electrostatic energies of the
orbitals in the system, due to the spin of the electrons (as discussed in Chapter 1). Based
on these approximations the one-electron Schrédinger equations can be derived for each
HF orbital and these equations have the form,

Fo; = &d; [2.9]

where, the Fock operator, F, represents both the kinetic energy and the mean field
potential for an electron in a given spin-orbital. This is shown for the ith spin-orbital,
¢;, in Equation [2.9]. Once the ground state wavefunction and energy have been
identified using the variational principle, and the corresponding Fock operators are
known, the HF one-electron equations can be solved in an iterative manner. This
process will continue until the values (wavefunction and spin-orbitals) obtained

converge to what is known as a self consistent field (SCF).

2.4.2 Basis Sets

For computational use, HF spin-orbitals, ¢;, (or MOs) are composed of a linear
combination of basis functions, y; (or AOs), and are expressed as the form given in
Equation [2.10]. These basis functions are mathematical functions used to describe the
spatial part of the orbitals.

n

¢; = Z cxi  [2.10]

i=1

Calculations are performed using a finite number of basis functions, n,>” and using the
coefficients, c;, that are determined from iterations in the SCF. An exact description of a
molecular orbital is possible if an infinite number of basis functions are used, this by
definition, is the complete basis set limit. In reality, however, much less freedom is
allowed, as the basis set size interlinks with the period of time a calculation will require

for completion. Choosing an appropriate basis set therefore entails both an
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understanding of the finite number of basis functions allocated to describe an AO, and

some knowledge of the chemical structure of the species under investigation.

Routinely, standardised basis sets are used for the calculations. These are
complied from two categories of atomic orbital type basis functions; Slater type orbitals
(STOs) and Gaussian type orbitals (GTOs). A minimum basis set consists of the fewest
number of basis functions required to describe every atomic orbital in the atom, and the
simplest of these is the STO. While STOs provide an accurate approximation for atomic
one-electron orbitals, as the number of electrons increases, evaluating the resulting
integrals become increasingly complex. Thus, for use with software programs such as
Gaussian® specifically tailored basis functions have been developed, to model the
STOs. A linear combination of the GTOs is essential to improve the description of the

atomic orbitals, and achieve a level of accuracy comparable to that using the STOs.

The most basic of the linear combinations, adopts the form STO-nG, where n is
the number of primitive Gaussian functions (G) forming a single basis function. These
are also referred to as single-zeta () basis sets and for the most part they generate crude
results. This limits their application to preliminarily molecular calculations, to reduce

the computational expense.

Flexibility is added to a basis set by allocating more basis functions per atomic
orbital present. Such basis sets are called split valence basis sets, labelled as double-C,
triple-C and so on, depending on how many GTOs are used. They have the form A-BCg,
where the first term is the number of Gaussian functions used to describe the core
atomic orbital and the hyphen indicates that the basis set is split. The latter two

numbers, labelled B and C, show the valence Gaussian basis functions.

Additions are often made to basis sets. Denoted by an asterisk (*), polarisation
functions add angular momentum to the atomic orbitals, allowing, for example, a
hydrogen to consist of a p-function, as well as the original 1s atomic orbital. A double
asterisk (**) indicates that light atoms also feature a polarisation function, and some
more computationally expensive correlation consistent basis sets have polarisation
inbuilt. This, for instance, is indicated by the p in ccp-VXZ, where X is D for double-C,
and T for triple-{ basis sets etc. Broadly, the larger the basis set the greater the

flexibility and the closer the result is to that from the infinite basis set.”
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2.4.3 Post Hartree-Fock Methodologies

While the HF method is loosely accurate, it remains flawed due to the adopted mean
field approach, often rendering the probability of finding an electron in close proximity
to another, as inaccurate. Therefore methods in addition to the HF, collectively referred
to as post-HF, are executed to account for electron correlation (since spin using the HF
method is only partially accounted for). These include both ab initio and semi-empirical
methods. While the former is strictly quantum mechanical, the latter fits calculated
results to experimental values and uses tailored mathematical functions to describe
molecular properties. Predominantly semi-empirical methods, by way of DFT are
applied in the current work, and for this reason only DFT is discussed in the following

section.

2.4.3.1 Density Functional Theory

The objective of density functional theory is to replace the many-body electronic
wavefunction with electronic density. This is achieved by mapping the ground state
electron density, p, with the ground state wavefunction and therein reducing the
complexity of the Schrddinger equation. Since, the many body wavefunction of an n-
electron system (dependent on 3n interacting electrons), may be replaced by the
electron density (which is expressed as a function of the three spatial coordinates, x, y,
and z), the electronic structure calculations are simplified.*

This idea of electron density as a functional originated in 1927 from the Thomas-

Fermi model,?®

which was used to calculate the energy of an atom by representing its
kinetic energy as a function of the electron density. The result was largely inaccurate
and remained so, on addition of the exchange energy functional in 1928 by Dirac,*® due
to misrepresentations of the kinetic and the exchange energies, as well as having no

appreciation of the electron correlation.

In 1964, Hohenberg and Kohn (HK) unveiled two pivotal theorems.®* The first
was an existence theorem, stating that for a fixed molecular geometry, the ground state
wavefunction is a functional of the ground state electron density. The second theory
suggested that the ground state electron density distribution minimises the total
electronic energy of the system and could be determined via a variational method i.e. it

is self consistent.

In theory, by constructing an electronic Hamiltonian with electron density as the

function, the energy or indeed any ground state property of a molecular system could be
Page | 78



attained, in an equivalent manner to that from explicit solutions of the Schrddinger
wave equation. The energy evaluated, in terms of electron density, has the form given
by Equation [2.11]. It includes contributions from the kinetic energy, T, nuclear-
electron attraction, V,,, and electron-electron interaction potentials, which are
conveniently split into two parts: the coulomb (exchange) potential, ], and the exchange-

correlation potential, V..

E(p) = T(p) + Ven(p) + J(p) + Vie(p) [2.11]

The possibility of such a Hamiltonian was very appealing to theoreticians;
however, the design of accurate mathematical functionals for the kinetic energy and

exchange correlation proved problematic, therefore an alternative approach was sought.

Today the DFT is most commonly implemented through the Kohn-Sham (KS),
method,* which was introduced in 1965 as an amendment of the HK model. Here, the
many body problem of interacting electrons in a static external potential is reduced to
non-interacting electrons moving in an arbitrary effective potential. By using a reference
system the Kkinetic energy may be identified exactly from KS orbitals. The resulting KS-
DFT equation is analogous in form to the time-independent Schrodinger, with the
exception being that the potential experienced by the electrons is expressed as a

function of the electron density.

Modelling the electron exchange interaction part of the density functional has
remained the main challenge of the KS-DFT method, and was initially accounted for by
the local density approximation (LDA).*? The LDA considers the electron density at the
coordinate where the functional is being measured, and correlates this with the exact
exchange energy for a uniform non-interacting electron gas. This method has since been
adapted to include spin via the local spin density approximation (LSDA). Overall, the
application of both of these functionals is somewhat limited, as the electron density of
molecular systems often deviates significantly from that approximated by the ideal

electron gas.®

Further improvements to the LDA (or LSDA) include the use of electron density
gradients at each coordinate in the system, which account for a non-uniform electron
density distribution in the molecular structure.* These, in addition to the LDA, and
correlations based on alternative gases have led to the generation of many novel

functionals, most influentially the BLYP functional. The BLYP was discovered to be

Page | 79



capable of accurately predicting molecular geometries and ground state energies to a
level unparalleled by the earlier local density based calculations. But by far the most
applied functional for DFT is the Becke three parameter Lee, Yang, Parr hybrid
exchange functional, (B3LYP),* *® which is an amendment to the BLYP to include a
gradient corrected correlation. This hybrid functional (which incorporates aspects of ab
initio HF methods) has contributed greatly to the widespread use of DFT, and is shown
to calculate energies analogous to those attained using higher post-HF (MP2%) methods,

in only a portion of the computing time.*

Possessing the exact exchange-correlation potential is vital for accuracy, for both
DFT and post-HF methods alike. While comparisons are often made with MP2, DFT by
treating the particles in the system collectively is at present lacking in its ability to
describe weaker physical properties, such as hydrogen bonding. It is unclear how to
logically develop these exchange functionals to extend the application of DFT further;
however the model for DFT remains the most convenient for the treatment of larger

molecules of the type investigated in this work.

2.4.4 Procedure for Estimating hfccs Using Density Functional Theory

The size of the molecule for which the hfccs are calculated is essential to deciding upon
the chosen method of calculation. While post-HF is preferred when dealing with
systems containing a few atoms (i.e. Naom < 1-5), when the system exceeds 5 atoms
DFT is normally recommended.®* The main reasons are that DFT avoids the expense of
the more traditional post-HF methods, by deriving the energy directly from the electron
probability density, rather than the molecular wavefunction. Thus, the dimensionality of
the problem is drastically reduced, and DFT calculations can be performed faster than
post-HF methods. This difference in speed is heightened by the fact that multiple
determinant calculations require very large basis sets with high momentum basis
functions. Whereas DFT can produce accurate results with relatively small basis sets

which are, in principle exact, the post-HF method remains intrinsically approximate.*

Within this work all computations were performed using Gaussian 03.% The
geometry optimisations were first performed using HF approximations to find the
optimum molecular structure in a low energy equilibrium state. Thereafter DFT
calculations were employed using the B3LYP method combined with 6-31g* basis set,

and were executed to the very tight convergence criteria, with an ultrafine grid

¥ Second order Mgller-Plesset Perturbation theory.
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specified. Single point calculations undertaken to estimate hfccs were performed from
the geometry optimised structures using the B3LYP functional in all instances,
combined with the triple-C basis set (TZVP),*” for low computational cost, as well as
with the Dunning polarised correlation consistent triple-C cc-pVTZ and/quadruple- cc-
pVQZ* * basis sets for further confirmation of the hfccs achieved using a higher level
of theory. GaussView* visualisation software was used to illustrate all the structures
obtained. Further details of the procedures used here can be found in Chapter 4.
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3. Catecholamine Mediated Iron Liberation from Immune
Defence Proteins Transferrin and Lactoferrin

Microbial endocrinology, a term conceived in theleaineties is a newly recognised
interdisciplinary approach to probing the developmef infectious disease. The
objective of this field is to rationalise the paty{s) by which microbes can utilise host
hormones and related chemicals, to initiate thevtiroof pathogenic processes. This
can thereby suppress the innate immune system amaften lead to infection in the
host. Interest in this area focuses on catechoksn{along with their derivatives),
specifically norepinephrine, epinephrine, and dopamwhere the former are referred
to asfight or flight hormones due to their incidence in the body ipoase to stress.
The first documented enhancement of Gram-negati&eteba cultures by stress
hormones arose in 1992Further work has since detailed that microorganisrave
evolved specific methods of detecting these hormondich they seem to regard as
environmental cues to trigger the production ot@re that are required for pathogenic

processes.

Iron as the key nutritional element essential factbrial growth in all humans,
mammals and bacteria alike, forms part of the uUgisher mechanism. As do the
catecholamines, which have been shown to enharuteria growth through provision
of normally inaccessible host iron (bound by transh and lactoferrin§.Host defence
mechanisms in the body naturally withhold iron &am bacteriostasis and it is this

bound iron which pathogens must sequester to neebaterial growth.

This chapter is concerned with determining the aobleatecholamines in enabling
the capture of sequestered iron and the poterimtal applications of EPR. The first
is addressed by recording the EPR spectra of gtedpin iron(lll) at the transferrin (or
lactoferrin) binding sites. The binding site (eithtbde N- or C-terminal) with and
without iron is pictured in Figure 3.1 for referendhis is followed by monitoring the
modifications in the characteristic transferrin (@ctoferrin) di-peak EPR spectrum on
addition of the chosen catecholamines. The aimnbgstigating the binding status of
transferrin, is to predict or support a mechanignwhich iron removal from transferrin
may occur. The studies into the clinical applicasiof EPR are similar to those already
mentioned; however for this, lower physiologicallglevant concentrations of the

catecholamines are used and whole blood serunedasthe source of transferrin.
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Carbonate
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pocket
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Tyrosyl
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Figure 3.1 Transferrin binding site. (a) Is without and (b) Is with iron(III). The iron(III)
is bound as a six-coordinate structure, by two tryrosyl, one histidyl, one
aspartyl and a carbonate ligand. All three forms of transferrin bind 2 ferric

irons and 2 counter ions (CO3>) per protein.

3.1 Iron Transport and Iron in Infection

Transferrin (TT) is a glycoprotein present in mammals. Its physiological role in serum is
to complex with iron(III) and release it to iron (Fe) dependent cells. In the body, Tf may
adopt three forms, serum Tf (or serotransferrin) as described, lactoferrin (Lf) from
mucosal secretions and ovotransferrin (ovo-Tf), from the albumin of eggs. The concern
addressed in this work, resides with the two aforementioned iron proteins, though it is

reasonable to predict the outcome would be similar for ovo-TfT.

Tf owns one of the highest metal binding affinities recorded, revealing an affinity
of 10 M for ferric iron. It is able to specifically yet reversibly bind with Fe(III) at two
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separate locations, labelled the N-terminal aner@yinal. Strictly, since Tf can bind

two ferric ions it may exist in up to four iron loiimg states, iron-free (apo), iron-replete
(di-ferric/holo) and mono-ferric; where a singlenris bound to either the N- or C-
terminus. The concentration of serum Tf is typic@b UM and approximately 70 % of

this exists in the non-iron bound apo fotm.

Both Tf and Lf are structurally similar; howevengtbinding affinity of Lf is 300
times higher than that of Tf, making it well adapt® the secretions in which it is
found. Considering the partially iron saturatedestaf Tf and Lf, a modest 6 M
concentration of free iron circulates in serumifohost tissues), and infectious bacteria

normally require at least M to growin vivo.* >

Upon infection, the primary mammalian defence madm is to utilise the
surplus binding capacity of Tf (apo form) by se@iany remaining free iron, further
removing the potential nutrient sources from serufrhis intentionally low
concentration of iron available in serum shoulddenpathogens unable to grow.
Nevertheless, bacteria do multipiym vivo, indicating the evolution of specific
mechanisms that disturb the homoeostasis by remdkien Tf bound iron. Two types of
iron capture are known. Bespoke Tf-bindmgteins (Tbps) may specifically bind to
the Tf of their host, reduce and lift the iron ditg. Studies that support this noted that
deliberate inactivation of the Tbps, in severalcgg® resulted in a significant decrease
in virulence, thereby exemplifying the importandebacterial access to Tf (and Lf) in
the growth of infectious diseaddlternatively, bacteria may synthesise a speciés a
superior Fe(lll) binding affinity to capture thermplexed iron from the host proteins.
This occurs for Tf and other forms of bound irongls as ferritin (iron storage protein),
alike. Upon the cusp of iron deficiency such stioes, known as siderophores;
typically catecholate or hydroxamate molecules a¥ Imolecular weight (MW), are
synthesised. Once Fe(lll) is freed the role of #giderophore is to assist iron
internalisation into the bacterial wall. This predsvia specifictonB receptor proteins
located at the outer (bacterial) cell membrane. uthe strength of the ferric binding
in siderophores, ferric reductases within the biécere necessary to reduce and remove
the bound iron. This model also supports the splesces to be recyclable, so only a
limited concentration need be produced. Importaniiyt all microorganisms rely on
siderophores; however, the implication of a reductnechanism for removing iron is
common. In, for exampleClostridium perfringens, iron capture is facilitated by

reduction of the Tf bound Fe(lll) to Fe(ll), by aténg a microanaerobic environmént.
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Often, in the presence of Fe-Tf (iron bound tramsfe and Fe-Lf alone, certain
siderophores prove ineffective at iron capture seqglire the aid of catecholamines
(CAs) to mediate removalMoreover catecholamine induced bacterial growttorgn
certain species of Gram-negative bacteria have ladésm reported in the absence of
either Tf or Lf, thus indicating a second type oéahanism may also simultaneously

occur®’

3.2 Catecholamine Production in Mammals

Derived from tyrosine, catecholamines are a familgtress hormones which form part
of the sympathetic nervous system (SNS). Leadnghe point of catecholamine
secretion by the adrenal medulla in response &sst(both physiological stress and
physical trauma), the SNS operates only at a b#satl. The catechol (3,4-
dihydoxybenzoyl) group as shown in Figure 3.3 forthe foundation of all the
accordingly named catecholamines. To this substituirtho-hydroxy benzene ring

structure, primary or secondary amine chains daelad (see Figure 3.2).

The mammalian pathway for catecholamine productosiginates from L-
dihydroxyphenylalanine (L-dopa) sourced from fosdpaenylalanine, or directly from
dietary protein containing tyrosine. Dopamine (Dapg) generated first, then is
sequentially converted to norepinephrine (NE) andllfy epinephrine (Epi)via the

mechanistic route given in Figure 3.2.

3.3 The Therapeutic Use of Catecholamines

As well as naturally in the body, catecholaminesoahave significant clinical
applications as positive inotropes (heart stim@#anthey are administered in up to half
of all intensive care units (ICUs) for their hemadynic and renal effecfsThe most
widely used catecholamines are Dop and NE and ,ofteth of these are infused

together.

Dop can be infused at rates in excess of 10 [fgikig™?, to selectively stimulate
a-adrenergic receptors. Since NE also acts throhgla-adrenergic receptors some of
this response may be attributed to NE, producenh filee metabolism of Dopia the
scheme in Figure 3.2. Lower doses, 3-10 pd kin™ trigger p-adrenergic receptors,

while dopaminergic receptors require only 0.5-ggmin™.
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Catecholamine Biosynthesis J

Catecholamines
Tyrosine o] L-Dihydroxyphenylalanine 0O
HO
OH 1 OH
-
NH, NH,
HO HO
l :
Norepinephrine
OH

HO

HO 3
-
NH,
NH, HO
HO
Dopamine
4 l
v Steps 1 through 4;

HO 1: Tyrosine hydroxylase

2: DOPA decarboxylase
3: Dopamine B-hydroxylase
Ho ~ 4: Phenylethanolamine N-

) ) methyltransferase
Epinephrine

Figure 3.2 Catecholamine Biosynthesis illustrates the pathway for catecholamine
production in the body, originating from non-catecholamine tyrosine. This
forms  L-dihydroxyphenylalanine = (L-dopa), @ dopamine  (Dop),
norepinephrine (NE), and epinephrine (Epi) via the steps indicated.
Common abbreviations are indicated in brackets and the structures familiar
to the present work are highlighted in red. The enzymes for conversion are

indicated by numbers 1-4, and step 1 is rate limiting.
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Catechol Containing Species J

Catechol Moiety
HO.
HO: :
Inotropes

OH
HO OH
HN
HO

Dobutamine

HO
mm
HO OH

6-Hydroxydopamine

Other Catechol Species Anion Structure

OH

HO,

HO

\\\\\\\
N O OH

HO Catechin Bitartrate

Figure 3.3 Catechol containing species shows the structures for the catechol moiety
along with inotropes dobutamine (Dob) and 6-hydroxydopamine (6-
OHDA). While catecholamines are naturally occurring throughout the
mammalian body, the inotropes shown are synthetic. Other structures
referred to in the main text are catechin and the bitartrate anion. All species
highlighted in red are relevant to the current work and abbreviations are

given in brackets.
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The chosen dose of inotrope depends on the regfuredion and routinely for renal
treatment, low doses are used. Measurements otfiudting plasma concentrations of
Dop are revealed to be dependent on the dose asted earlier, in addition to the

category of patient receiving®it.

The serum levels of the exogenous drugs are goddmpéhe interplay of two key
processes, pharmacokinetics and pharmacodynamosh wonsider both the influence
of the body on the drug and the drug on the bddyhealthy individuals the drugs are
rapidly metabolised and removed (typically withirR 5 minutes). However, patients
with renal dysfunction are shown to have considgretwer Dop clearance levels, thus
allowing an accumulation of the catecholamines @um®® In either case, the
interpatient variation in plasma Dop levels areeofunpredictable from the infusion
rates and those with septic shock and head traewealr elevated levels of Dop in their
blood serum. A noteworthy study of septic critigall patients, measured the levels of
Dop in serum after infusion with low dose 2 pg'kgin™. This revealed a 1.4 uM
concentration after 60 minutes and a further irsgea 3.5 puM for higher doses of 6 pg
kg min™, both of these confirm significant enhancementsr dkie baseline amount of
0.04 puM? Clinical investigations of NE also show variableagma concentrations in
response to infusion. From these studies it wapga®d that high doses may saturate
the natural metabolic pathway and could therefatmmalise the often observed non-

linear pharmacokinetics.

Since Dop and NE are both administered on infuslair effects should be
additive. Furthermore, catecholamine metabolisthenbody may affect the levels of
the other (not directly infused) catecholamineserum. For example, the breakdown of
the hormone Dop, produces both NE and \E@ithe route given in Figure 3.2, and this
is just one of the many pathways available to dotkese hormones into other
catecholamine derivatives. Clearly, the potentald high catecholamine concentration
in serum exists and is more prevalent for the dilig to stress), who are further
supplemented with catecholamines for organ supportthese patients the implication
of catecholamines in iron theft from Tf could altie bacteriostatic nature of their
blood. This may allow their serum to become an s&ibée source of iron, thus enabling

bacteria to breed in the body, whilst in a partciyl vulnerable state.
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3.4 Catecholamines, Inotropes and Iron Acquisition by Bacteria

The correlation between trauma associated sepsds,saptic shock mortality with
heightened levels of one or more catecholaminesiammals, have been studied in
considerable depth. It is now well accepted thatiibdy is more prone to illness during
episodes of streds® ' A curious outcome given that earlier stress modekxposure
to catecholamines had consistently demonstratedinarease in the capacity of
macrophages (of the innate immune systems) to mditmiinvading pathogens. Though
evidently, catecholamine exposure renders thehosé susceptible to infectidh.The
direct role of bacteria in response to the releaseaochemicals were first examined by
Lyte and Ernst.

The study by Lyte and Erfswho pioneered this area of microbial endocringlog
research, involvedin vitro work monitoring a minimal salt-serum-supplemented
medium (serum-SAPI), incubated with NE, Epi, Doppp@ and varying levels of
selected Gram-negative bacterigscherichia coli (E.coli, enteric pathogen)yersinia
enterocolitica (enteric pathogen) andPseudomonas aeruginosa (opportunistic
pathogen). An increase in the levels of bacteriaradefined incubation periods was
revealed. This highlighted changes in the growtthefstrain of Gram-negative bacteria
in response to the stress hormone used, and NEfovasl to be most potent to all
strains. Manyin vitro studies since have shown a similar outcome whemnguhe
catecholamines and their pharmacologically inactinetabolites. Recorded data on the
enhanced growth of enteric pathogéhsoli'! **andSalmonella' is in particular quite

extensive.

NE is documented as being the most effective grostimulator of the
catecholamines. The magnitude of the growth inmeesu blood is recorded to be up to
10° higher than in its absence, for the same 24 heto@® ** *° Similar effects of
catecholamines are demonstrated for bacteria conammmgst humans and frofjsas
well as in other species such as non-vertebrapes;ifically oysters.” Yet, the most
frequently tested of strains remain the Gram-nggdiacteria of the human gut; an area
controlled by the enteric nervous system (ENS)islinundated with NE and Dop
sympathetic nerve terminals and here, catecholaaméxést in secretions even under
normal conditions. The gut is also home to appraéty 13? microorganisms and so
elevated levels of catecholamines should have thetgst impact in this area of the
body. The localised production of catecholaminesucx due to heightened levels of

tyrosine hydroxylase, which is triggered throughtacstress. This enzyme catalyses the
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rate limiting step in the Dop/NE synthesis pathwage Figure 3.2 Naturally, to

counteract the excessive presence of catecholamimesnmals have evolved
mechanisms to regulate levels in the gua appropriately located catecholamine
degrading enzymes, for example, phenol sulfotraasé which are common along the

gastrointenstinal (GI) tract.

Numerous examples of a sustained increase in adtemid related stress
hormones have been reported over the durationrafpllowing infection. Examples
include cortisol (Glucocorticoid), Epi, and NE, whiare found in saliva during stress
and coincide with the onset of periodontal disédsas well as increases in the
norepinephrine and epinephrine levels of plasmaaitients suffering septic shotk.
Moreover, catecholamine initiated growth is notlased to one region or bacterial

species, since these hormones are widespread twougpe human body.

Catecholamines also enhance bacterial virulencethén case of respiratory
pathogens such &. bronchiseptica, triggeredexposure with catecholamines evokes
the production oBfeA siderophore receptofSwhich are essential for bacterial uptake
of iron in the mucosal secretions. The ensembldatd available has also highlighted
the importance of a certain catechol moiety presanbng the range of molecules:
catecholamines (norepinephrine, epinephrine, arghmae), inotropes (isoprenaline,
dobutamine and their metabolites) as well as p&titacts (catechin, caffeic acid,
chlorogenic acid and tannic acid), which are aflatde of mediating bacterial growth.
15-17.2123 jkewise this catechol group is also in sideropkarech aenterobactin.** 2%
The catechol moiety is proposed to form a complék whe Tf/Lf bound ferric iron,
andvia an unknown manner is able to reduce the iron bmdiffinity of Tf/Lf for the
iron, thus rendering the proteins susceptible &fttin the case of siderophores, it is
understood that capture occurs directly and they #imable transfer of the ferric iron
into the bacterial cell for growth. The mechanisymihich stress hormones liberate the
Tf/Lf iron remains to be determined, though varicgtsidies, as reviewed in the

following passage, suggest that complex formatimescoccur.

Insight into the mechanism of catecholamine mediaten removal was provided
by denaturing urea-polyacrymide gel electrophordsiea-PAGE), which allowed
separation of the four possible binding statesfdf The incubations of purified holo-
Tf with NE, or Dop and bacteria resulted in a lo$ghe Tf bound iron from the gel
data, with the release being catecholamine coratgortr dependent and the amount

liberated in agreement with that required for baatgrowth!* * *Furthermore radio
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labelling the iron PFe) in combination with passage through non-deirajur
(sephadex) gels, implied a stable complex was fdrivetween the NE antFe-Tf.

This was interpreted from the identical elutionutess obtained with and without the
addition of catecholamine. This work also conclutiet iron loss only occurred under
denaturing conditions. Notably, by virtue of NEwias discovered that iron could also
be shuttled from holo-Tf across a protein barr@apo-Tf-> Again this supported the
idea of complex formation, though on this occasimtween>*Fe-NE, which would

enable iron transport and potentially deliver irdimectly to the bacteria. Similar
patterns were documented for Lf and the additiorexdess iron to the incubation

mixtures prevented iron loss from Tf or Lf develogi

This concept of an intermediate structure betwden datecholamine and Fe,
which enables iron transport into bacteria, isHertstrengthened by studies by Gérard
et al.?” Who demonstrate that a complex does indeed formeaet Fe(ll) sourced from
inorganic salts and NE. At this stage it is necgs$a point out that catecholamines
have also enhanced growth for Gram-negative baciteithe absence of either Tf or Lf,
implying the existence of a second route for groimttrtease. The production of a non-
LuxS dependent autoinducer (Al), whose structuasiget unknown, has been revealed
for particular enteric bacteria. It has been shtovpromote growth to a level equalling
that achievable in the presence of Tf or Lf and th&cholamines. Moreover, the
induction of NE-AI requires only 4-6 hours of expeos to NE® following which it
maintains its own synthesis, suggesting more leng effects of the localised increases

in catecholamines are a possibility.

3.5 The Reduction of Fe(III) to Fe(II) - A Potential Iron Capture
Mechanism

Regulation of non-bound iron in the mammalian ba&jyas discussed, imperative. Not
only for reasons concerning bacterial growth, bisb dts precipitation as insoluble
Fe(OH)?. This, is able to catalyse the generation of reaabxygen species (ROS),
such as hydroxyl'OH) and superoxide (O) radicals, when in an aerobic environment
(see Figure 3.4). The association of ROS with degdive diseases like Parkinson’s
have long been establish&dConsequently, the role of catecholamines in iemoval
from the species of ferritin and Tf in plasma issidered pivotal in hindering its

progression and the effects of catecholamines baes studied in detail outside the

Page | 93



field of microbial endocrinology. Such studies have offered additional insight to the

possible route of catecholamine triggered iron theft from Tf or L.’

-OH + *OH Fe(HI)XOZ.
H202 Fe(H) O2
O*- + HO;, — 3 *OH + -OH + O,

Scheme 3.4 The production of reactive oxygen species via the Fenton/Haber Weiss

processes.

The application of optical absorption spectroscopy to an iron(Ill)-catecholamine
complex, in combination with gel filtration studies has revealed that catecholamines
possess the ability to reduce iron(Ill)-bleomycin to a ferrous state. Iron loss ensued via
the initial complexation of Fe(Ill) to the catecholamine, which was identified by a
signature purple colour. The complex was monitored by absorption during the time
course of reduction while the purple colour was gradually removed. This study also
agreed that NE had the fastest rate of reduction among the catecholamines and is

therefore in agreement with its discussed influence on bacteria.*’

A mechanism for the catecholamine mediated reduction was proposed by El-
Ayaan et al,>' who incubated NE with iron(III) hydroxide. Internal electron transfer in
the Fe(III)-NE complex forced the iron to be reduced to a ferrous state and subsequently
removed. Thereafter, the catecholamine produced a quinone via an intermediate semi
quinone. For NE mediated transfer of iron, a minor contribution from outer sphere
electron transfer was also recorded. This resulted in the direct formation of the
semiquinone and no complex. Whereas for L-dopa, dopamine and epinephrine,
monitored in separate studies, catecholate complexes were explicitly formed.*?
Conversely, 6-hydroxydopamine (6-OHDA), a dopamine analogue used for treatment of
patients with neuroblastoma, was discovered to react exclusively through outer shell

electron transfer and no intermediate complex was detected.” While El-Ayaan et al did
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verify the existence of a NE intermediate compkgxle to reduce ferric iron, arguably
the medium for the tests were acidic (BH3.5) and much lower than the pH 7.5
balance in the body (bar the stomach, where Lfde=gi so the mechanism is not
necessarily applicable to physiological conditioRgtthermore, this mechanism is only
supported for low pH, while at higher pH the formatof bis- or tris-Fe(lll) complexes
are favoured and these are considered relativedplesttoward internal electron
transfer’? This however, does not eliminate the possibilitgttbinding to a protein,
such as Tf in serum, may alter the nature of thie binding and influence the processes

occurring.

A ferric iron reduction mechanism is often impliedtas the pathway to iron
acquisition from biological proteins such as femriManyin vitro models to investigate
the mechanistic route use inorganic salts as thece®f iron and are therefore equally
relevant to Tf/Lf. Moreover, the evolution of pagemic methods to acquire the tightly
bound iron also shares the common theme of iromctezh in some part of the
mechanistic route for capture. This indicates tkduction too may be involved when

the catecholamine accesses the Tf/Lf bound iron.

Borisenkoet al** examined the interactions of the catecholamineH®A (4
mM) with Tf (20 uM) in Tris-HCI buffer (10 mM, pH.4) using EPR spectroscopy.
The incubations were monitored over time and tharadteristic di-peak Fe(lll) high
spin signal was gradually transformed, alludingatdoss of Fe from the Tf for
physiological levels of iron saturation. The detdilreport considered the various
contributions from the presence of oxygen, and caaiipe redox cycling processes.
Three routes for iron release were suggested; tieduof Fe(lll) by 6-OHDA,
reduction by @, or release as a result of protein damageddy. Speculation over
protein damage arose from the similarity of the s@vgle peak to that anticipated from
the tyrosine mutant in the N-lobe of Tf. Howevem,tceatment with cut-off filters of 30
kDa (Tf 80 kDa) the signal was removed, suggestiog Tf protein damage had
occurred. Evidence for the first mechanism arosenftests with ferrozine (Fz), a well
known iron(ll) chelator, added to the Fe-Tf and BA mix and performed in the
absence of oxygen to eliminate"ONo alteration in the shape of the original EPR

signal developed, though the amplitude was redbgezD-40 % in a 2 hour period.

Often, the difficulty in interpreting biological salts in an aerobic environment is
the complex role of iron and oxygen. Aerobic coiatdis more relevant to the body

should encourage the release of iron from the pr&tehis would further propagate
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oxidation of 6-OHDA, the production of Q peroxide, andOH radicals (see Scheme
3.1), thus accelerating the release of iron fromTHis situation would be complicated
further stillin vivo where the activities of ferroxidase (assists ifiIjere-uptake) may

affect the availability of iron sourced from Tf.

EPR as demonstrated by Boriserdtal®* offers a powerful tool for probing the
direct catecholamine initiated modifications inifdn binding. The simultaneous loss
from Tf /Lf and subsequent gain by species can beitoredin situ, rather than relying
on complimentary techniques alone. 6-OHDA dueddakicity and redox potency has
been extensively studied and it is often shownefoalve differently to catecholamin®s.
For this reason, it is possible the EPR data os tlipamine analogue may have
revealed a unique effect. The present study ainttatify the binding status of a range
of catecholamines to predict or support a mecharigrnwhich iron removal from Tf
may occur. The ultimate goal here is to use EPRdaitor alterations in the Tf binding
status when exposed to clinical concentration ¢éatelamines, as are administered
widely to ICU patients typically over several daysd therein give reason to endorse
EPR as a potential diagnostic tool.

3.6 Results and Discussion

The primary aim of this study was to ascertain Wwietthe interaction of
catecholamines with the iron in Tf occurred at pblggjical pH, as well as to determine
if the proposed intermediate complex was observdlyleEPR. Here the pH was
maintained using a tris(hydroxymethyl)aminometh@mnes)-HCI buffer, at pH 7.5. All
initial tests were performed on NE and repeated the other catecholamines or
inotropes. Prior to, and subsequent to EPR acounsiall the Tf catecholamine pellets
were immediately retained for further bacterial vgilo analyses, to determine any
increased virulence after catecholamine exposure.cbntrol samples in all the figures
are indicated in black and unless shown otherwiseerwent no, or very negligible
change in their EPR characteristics over the saen®g of incubation. In instances
where Fe appears without a defined oxidation statéers Fe(lll), i.e. Fe-Tf, and in the
absence of an indicated recording time the speatra gathered within 10 minutes of

mixing and the spectra obtained at a temperaturd ¢f.
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3.6.1 The Interactions of Norepinephrine, Epinephrine and Dopamine with
Transferrin at Physiological pH

The signature X-band EPR spectrum of high S;S’m:(;) holo-Tf (di-ferric) can be

viewed in Figure 3.5 (a). In Tf the Fe(lll) occupia low symmetry site, which is
rhombic with some axial character. This gives tRREpectrum of Tf threg-values; a
well defined double peak atg@value of 4.3, and broader lines @at= 9, andg < 2.
However, only the former of these peaks is studi@dchanges in the transferrin iron

binding status.

Following an 18 mM addition of catecholamine NEHe holo-Tf buffer mix, the
spectrum rapidly modifies to replace the di-peadfifg with a new more conventional
looking EPR signal. This alteration in the irondetp Tf signal is indicative of a shift in
the Fe-Tf binding characteristics. Consequently, d¢apture a more gradual

transformation of the iron-replete Tf, lower contations of NE were necessary.

20 1% 10 15 160 170 18 190 120 13 140 15 160 170 180 190

(a) Magnetic Field / mT (b) Magnetic Field / mT

Figure 3.5 Both EPR spectra exhibit 75 pM (6 m@)nlolo-Tf and 10 mM Tris-HClI
buffer. (a) Shows the di-ferric Tf EPR spectrumaag-value of 4.3 and
reveals a double peak motif. (b) Shows the oveddpesults from identical
mixtures to (a) with (green) and without the adufitof 18 mM NE; notice
the new peak is more intense. Both sets of sp&ara acquired using the
Bruker EPR spectrometer with a low temperaturechtteent, as described in
Section2.1.2& 2.3.1 Spectrum (a) was recorded at 10 K while (b) was a
the usual 77 K. The clarity of the features of Tigopeak are similar at both

temperatures.
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Figure 3.6 The EPR spectra of 75 uM holo-Tf andvid Tris-HCI buffer, with and
without various concentrations of NE in the rangg@80mM. All spectra
were recorded using the JEOL EPR spectrometer ariitigar dewar.
Notably 18 mM NE is required for a complete chamfehe Tf di-peak
spectrum.

The EPR spectra in Figure 3.6 support the changieet@5 uM holo-Tf signal in
the presence of NE to be concentration dependagre,Hhe spectra for increasing
concentrations of catecholamine are displayed steleding order. The two extremes
exhibit this evolution of the spectrum most clegdg included in Figure 3.5 (b)), with
18 mM NE required for a complete transformationtlod Fe-Tf signal. Importantly
these spectra feature an intermediate transitistagle where the superposition of both
the peaks may be deciphered. Although a rangerafertdrations were originally tested
to capture this transition, a selection of the Ioe@ncentrations have been omitted due

to their similarity with the iron-replete Fe-Tf sgum alone (data not shown).

Borisenkoet al®* offered three possibilities for the cause of afterchange in 6-
OHDA treated Tf. Iron release from Tf, a shift inetvalency of the bound iron or
protein modification. Simultaneously performed denag urea-PAGE containing 6 M
ured® reveals the removal of iron from Tf as potentialBsponsible for the EPR
transformation recorded (see Figure 3.7).

The gel data confirms the source of iron from hbido be fully saturated and
over time reveals its conversion to mono-ferric apd forms. Evidently, the complete
removal of iron does not occur within the maximud¥Q minutes incubation period
and iron loss develops for the N-terminal earlrart the C, which is in agreement with
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stronger iron binding at the C-terminal. This tresfdselective iron assimilation from
the two lobes is common to all the catecholamitiesiigh there is a variation in the
iron removal rates between thémThe increasing concentrations of NE in the EPR
spectra reflect this gradual loss of iron by adye@moval of the double peak. This is
accompanied by the emergence of the new signahopeal to be from the iron now
binding to the catecholamine and is most consisteith a Fe(lll)-catecholamine

complex, due to thg-value centred at ~ 4.3.

The effects of the NE concentrations used in Figufeare immediate and the
transformations seen occur within the 10 minuteguired for sample preparation,
freezing (refer to SectioR.3.1) and recording. Predictably, this timescale d#féom
that of the urea-PAGE analysis, which concludes Mia mediated removal of iron
from transferrin evolves on a timeframe of hourst minutes. This occurrence is also
supported in the literatur The concentrations of NE and Tf used for the geladata
here (4 mM NE) and in literature=(250 uM NE) are both far lower than that in the
EPR study. By allocating a parallel incubation pdrat these lower concentrations one
could envisage an equivalent result to be attaustalg EPR (lower concentrations are
considered later). NE concentration dependent rmnoval from Tf has previously
been highlighted by denaturing urea-PABERyhere in a similar manner to here, the
complete removal of iron was never achieved. It hawever, been documented for
other catechol containing compounds such as dibkythenzoic acid (DHBA), three of

which are present in siderophore enteroba€tin.

psTF 0 30 45 60 90 120 180 360 720 1080 1440 aio—T

apo-Tf
C-mono
N-mono

holon. - . . . . . " ®

Figure 3.7 Urea gel data of 20 uM holo-Tf, withsFHCI buffer and 4 mM NE, after
loading 40 pg of Tf per stack. The markers reveal timescale for iron
removal quoted in minutes and abbreviations inclya€lf as partially
saturated transferrin, C-mono and N-mono indida¢enhono-ferric forms of

transferrin and apo-Tf is transferrin in the abseotbound irorf°
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The sensitivity of the EPR instrument used is iafitial to interpreting the data
correctly. Due to the larger margin for error ahd associated difficulty in tuning when
using a dewar on the JEOL system, often the sigra@nitudes of the Tf samples could
not accurately be compared as the intensity wasdida vary for the same sample on
successive runs, regardless of the spectrometeéingset Data from the JEOL
spectrometer will therefore, on occasion, providpueely shape based analysis. For
example, compare Figure 3.6, with identical spertr&igure 3.5 (b). The latter was
recorded on the Bruker EPR spectrometer, whichrparates a low temp unit to supply
a continuous stream of helium. This caused minindisnuption of the system and
demonstrated a repeatable increase in the magnituttee new peak, which was not
evident from the data in Figure 3.6. This increasenagnitude is unusual, since the
intensity of the EPR signal is proportional to flggamagnetic ion content of the sample
(calculated by double integration) and here tha roncentration remains constant. An
increase would imply a greater availability of irdellowing addition of the
catecholamine, which could only be rationalisedh®/uptake of free iron present in the

holo-Tf sample to maintain its saturation.
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Figure 3.8 (a) Displays the EPR spectra of 75 pM{id and 10 mM Tris-HCI buffer,
with and without select concentrations of Epi ie tange 0-12 mM. Notice
that 12 mM Epi is required for the complete remasfairon bound to Tf, a
lower concentration than that required for NE. $ihows the EPR spectrum
from an 18 mM Epi addition to the mixture compaveith the 12 mM Epi
given in (a). The immediate signal reduces. Allcsewere recorded using

the JEOL EPR spectrometer.
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Referring back to Figure 3.6, one would prediciratial decrease in the intensity
of the iron-replete Tf signal given that the remloghiron is occurring. This would
thereafter be overshadowed by the emergence afidhepeak. Both these events are
borne out in the data shown, though the 18 mM N#&centration result counteracts the
prediction, thereby highlighting the possibility efror when comparing intensities for
the JEOL instrument.

A parallel trend to that seen for NE is noted f@i,Evhere the steady removal of
iron accompanies EPI's increasing addition (seer€i@.7 (a)). Curiously, however, the
complete removal of iron from Tf occurs for a lesd@ mM concentration of Epi,
compared with the 18 mM required for NE. NE woujgitally be expected as faster,
given the evidence of increased bacterial respensiss that was discussed in Section
3.4. Further additions of Epi, totalling 18 mM, servedconsistently reduce the signal
intensity of the Tf containing Fe-Epi signal, thmsplying that some iron may have
been freed from the resulting Fe-Epi complex intuton (Figure 3.8 (b)).
Alternatively some of the Fe(lll) may have beenusetl by the catecholamine, which
would be in agreement with the proposed mechan@mlonger incubation, a more
extensive removal of iron was also noted for theeloconcentrations of NE and Epi
used in this work and required up to a few houngeddent on the concentration of
catecholamine (data not shown). Therefore the nuadibn of the Fe-Tf spectrum is

both time and concentration dependant.

The urea-PAGE supplementary experiments of Tf imtedb with Epi, support the
Fe removal from holo-Tf to a mono-ferric or aponfoto be faster than for NE, though
overall a very similar removal and component peofg obtained for Epi (the data is

viewable in the referencé.

Identical holo-Tf, Tris-HCI buffer and catecholamigoncentration mixes to the
aforementioned were monitored for Dop (see Figu®d. J'his revealed a notable yet
smaller change in the Tf iron binding status, whke spectra still heavily featuring a
double peak well after the addition of 18 mM DogcRIl that an 18mM concentration
previously provided immediate and total NE factkthremoval of iron (Figure 3.6).

A selection of the Tf Dop EPR spectra is includedFigure 3.9, where a
characteristic drop in the shoulder of the Tf psajnifies iron removal is occurring.
This prompted the testing of higher Dop concerdresj which showed that for an
immediate transformation of the di-peak Tf signalcanparatively large concentration

of Dop was necessary.
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Figure 3.9 (a) Shows the EPR spectra of 75 pM héland 10 mM Tris-HCI buffer,

with increasing concentrations of Dop, recordedngisthe JEOL EPR
spectrometer. Notice, the Tf incubated with thénbgj concentration of Dop
(80 mM) still exhibits some bound Fe-Tf charactdr) Shows the urea-
PAGE data for 20 pM holo-Tf, with Tris-HCI buffemd 4 mM Dop

incubated with over different time periods. Bothad®ts prove that Dop
initiated Tf iron loss is much slower than for tbiher catecholamines; NE
and Epi. For a list of the abbreviations used ia thea-PAGE, consult

Figure 3.7.

The di-ferric peak did eventually disappear at acemtration of 80 mM Dop, however,
the Tf bound iron was still distinguishable in thegectrum and clearly the complete

removal had not developed. Further concentratioreases were not pursued.

Urea-PAGE established a steady reduction in thegeturation of holo-Tf arising
from the Dop initiated loss of iron. Unusually, edrly incubation periods, selective
release of iron occurred from the C-terminal faskem the N. With time, these rates
were interchanged, see Figure 3.9%fbiFocusing on the 1440 minutes track, an equal
distribution of the mono-ferric components of Tidaapo-Tf are revealed, with all the
markers being narrower and less intense than ®rother two catecholamines. This
differing result suggests some mechanism, unkndvgmesent, may be interfering with

the progression of iron loss for the Dop treateddrples.

In view of the more gradual release rate of iramfriransferrin that occurs in the
presence of Dop, 12 mM Dop was incubated at - 20vi@ holo-Tf and Tris buffer.
The resulting EPR spectra were collected usingBihuker EPR spectrometer pictured
in Section2.1.2 as are all the spectra included from this pomtvard. Up to 24 hours

was required for complete removal of iron from Tidarepeated exposure to air by
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reanalysing the pellets significantly hindered iron loss, as is demonstrated by the spectra
in Figure 3.10 (b). The spectra in Figure 3.10 (a) show the signal from a Tf treated Dop
pellet, which after initial recording was kept in a sealed vessel and frozen, with minimal
exposure to air. Figure 3.10 (b) displays spectra for an identical Tf Dop sample whose
exposure to oxygen was recurring, at the intervals specified, where following 43 hours

of incubation the complete removal of iron had not yet developed.

The clear variation in the iron removal times of Dop and NE or Epi could, on
initial inspection, be due to some structural dissimilarity. This is unlikely, given that the
only functional group variation between the neurochemicals is the absence of one
hydroxyl group in Dop, which may influence its affinity for iron binding, though one

would predict not so dramatically (see Figure 3.2 for the structures).

The more feasible explanation arises from the nature of the anion; NE and Epi
were purchased as bitartrate salts, whereas Dop exists solely in the form of a
hydrochloride. Fortunately, both NE and Epi may be purchased in bitartrate and
hydrochloride forms, allowing identical urea gel and EPR analyses, to be performed for
both sets of catecholamines. The results obtained for NE and Epi sourced from the
hydrochloride salts yielded similar trends to those for Dop. This concludes that it is the

chloride ions, which had such a marked effect on the iron removal rates.

T T T T T T T T T T T T T T T T
120 130 140 150 160 170 180 190 120 130 140 150 160 170 180 190
Magnetic Field / mT Magnetic Field / mT

(a) (b)

Figure 3.10 (a) Shows the EPR spectra of 75 uM holo-Tf, 10 mM Tris-HCI buffer and
12mM Dop, with ‘+’ and without a 24 hour incubation period at - 20 °C.
(b) Demonstrates the influence of repeated exposure to air over 43 hours
for an identical Tf treated 12 mM Dop sample; the iron removal is slower.
Both spectra sets were recorded using the Bruker EPR spectrometer, with a

continuous flow of helium operating at 77 K.
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The incidence of chloride ions in the samples poaesadditional binding
opportunity for ferric iron and indeed ferrous io@nsequently, competitive binding
could occur and thus reduce the iron pool, whicly aféect both the catecholamine and
indirectly the Tf. Once a ferrous ion exists ibb@nd state it will not immediately be
reoxidised for potential re-uptake by Tf. Thougbnitheft from the catecholamine by a
temporal iron(ll) sink, such as a chloride ion, nsa&guester the Fe(ll) and enable easier
oxidation whilst bound to the chloride, allowing fBf once again capture the ferric iron,
inevitably prolonging its release. This is offered one possibility. An array of
processes may however, be occurring simultaneousijding those which are oxygen
dependent and therefore are not easily detangted the EPR and urea-PAGE data

alone.

Previous studies have highlighted that the distigouof Fe(lll) between the N-
and C-terminals of Tf can alter in the presenceclooride ions. These ions are
documented to accelerate the removal of iron frieenG-terminal with respect to the N-
terminal®® Similar trends were shown in this work, for theasPAGE analysis of the
Dop treated Tf samples, given in Figure 3.9 (b). BAR difference spectroscopy
investigation to show the effect of chloride ionsthe Tf binding status, has revealed
only a weak alteration in the intensity of the Hedl-ferric peak and no significant
alterations in the shape, following the additiorupfto 429 mM sodium chlorid@.This
latter study indicates that while chloride ions maffuence the iron binding in the
present work, it is the catecholamines that predantly enable their access to the Tf
bound Fe. Conversely, at low pH the chloride cotretion is shown to be proportional
to rate of Fe-NE complex formation, however, theerse process (decomplexation) is
favoured with increasing pH, but remains unstudaeca pH> 3.53' A combination of
all these factors may explain the slower releas@aof from the Dop containing Tf
samples, as earlier observed using EPR. From tbik and the literature, two points
are certain. One that the presence of chloride does retard iron removal from Tf and
two, that their presence bears significance to ggses which may compete with iron
capture naturally in the mammalian body. That sdigically, the endogenous
concentration of the chloride anions is much lotemn the amounts used here. As a
therapeutic agent, Dop is administered in its hgdiaride form and later the influence

of the chloride ions on clinical concentrationsTofs assessed.

Concerns may also be raised over the bitartratenastiructure interfering with
iron binding, since it too contains adjacent OHupr® which are theoretically capable

of binding ferric iron in an analogous manner te tdatecholamines (Figure 3.3). These
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reservations are easily alleviated when consideting extensive testing on the
catecholate metabolites, which are available asrthate salts yet have no effect on
bacterial growth, over that of the control. Thelection of data can now confidently
assign iron removal from Tf as due to the involvatnef catecholamines and other
catechol containing moietiés. ™ 23 Still, for confirmation using EPR, an alternative

catechol compound is tested and discussed in Be:6a.
To summarise the key points of this section,

* The iron binding status of the characteristic FEERR signal is altered on
addition of NE, Epi, and Dop, and is shown to béhbmncentration and time
dependant.

 The new EPR signal is proposed to be from the hatamine binding to the
Fe(lll) from Tf.

* The urea-PAGE data also confirms that loss of from Tf occurs with time.

* The chloride ions in the Dop hydrochloride app@aaffect the rate and extent

of iron removal from Tf.

3.6.2 The Interactions of Dobutamine with Transferrin and the Influence of
an Iron (II) Sink

Further to the EPR studies involving the naturabcurring catecholamines it was
decided to do the same analyses for an examplehefymtcatechol containing
compound, since these too are well documentedamate bacterial growth: ** The
chosen candidate was dobutamine (Dob), which isdalywused inotropic agent. In an
analogous manner to that previously described foepinephrine, epinephrine and
dopamine, dobutamine concentrations were preparetl the corresponding EPR
signals in the presence of Tf recorded. The spgottded no discernable change in the
immediate Tf EPR signal at Dob concentrations ofaup4 mM, implying that Dob was
unable to initiate the immediate release of irantrTf irrespective of concentration.
This was unsurprising for two reasons; its formdabutamine hydrochloride and its
clear structural dissimilarity to the catecholansinested so far (refer to Figure 3.3 for

the dobutamine structure).

The Tf treated Dob samples were therefore incubateti over a period of 24
hours only a minor reduction in the Tf bound iragnal was noted, see Figure 3.11.
This verified some loss of iron had occurred fromtfough no transformation in the

shape of the EPR spectrum arose. In view of thigllstnop in signal intensity and the
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comparatively high concentration of Dob used taeahthis change, iron removal was
confirmed as being extremely slow, certainly beyadét expected due to the
interference by chloride ions alor#. (Dop data; Figure 3.10).

If indeed a mechanism of iron(lll) reduction is poped as the route of iron theft
from Tf, the introduction of an iron(ll) chelatouch as ferrozine (Fz) should encourage
further iron capture. The dye would complex witly aeduced Fe(ll) ions present, this
includes scavenging them directly from Dob. At pbiesgical pH Fe(ll) would rapidly
be oxidised to insoluble Fe(lll) if unbound in thk@mple, allowing immediate re-uptake
by Tf. This would support the maintenance of a xedgcle between the loss and gain
of iron by Tf and the catecholamine, hence prewenioss of iron ever occurring, if the
rate of iron removal is slow. A situation of thisanmer can be inhibited if the Fe(ll) is
complexed, by an appropriate iron(Il) sink with ighhaffinity for Fe(ll) and here the
spectra should reflect the true loss of iron froinTo verify the role of Fz, 12 mM Dob
was incubated with Tf, buffer and varying concetntres of Fz, see Figure 3.12 (all the

components were added to the incubation mix imthigen order).

It is worthwhile noting that a switch from a faipeach colouring from Tf, to
magenta, accompanied the addition of Fz to the @b Bolutions. This is a clear
indication of Fe(ll)-Fz complex formation and thieme catecholamine mediated iron
reduction, since no alteration in Tf spectrum ooediwithout the catecholamine, or on

addition of Fz to the Tf solution alone.

120 130 140 150 160 170 180 190
Magnetic Field / mT
Figure 3.11 The EPR spectra of 75 uM holo-Tf, 10 mNs-HCI buffer and 12 mM
Dob, monitored at the indicated times over a 24r lpawiod. Only a small
amount of iron is released from Tf. Note; sepaeate identical incubation
mixtures were used for each recording and thatTthetandard has been

omitted due to its perfect overlap with the 10 nténeesult.
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Regardless of the amount of added Fz or lengthafliation, the iron was never
fully removed from Tf. Using an iron(ll) sink dithowever, enhance the speed of iron
loss. Compare the results from Figure 3.12 (b) with same 24 hour time period
indicated in Figure 3.11, which was recorded indbhsence of Fz. From consideration
of the collected data featured in Figures 3.1141ds evident that a reduction in
intensity of the iron-replete Tf EPR signal is iality observed, followed by an increase
due to the presence of the Dob bound iron along$ideremaining Fe-Tf. This is in
accordance with that occurring for the former caté@mines (for examples see Figures
3.8 & 3.10).

For the 12 mM Dob Tf sample in the absence of Fgufieé 3.11) solely a
decrease in the intensity of the Tf bound ironbseyved, with no evidence of the Fe-
Dob complex. Given a longer incubation the EPR spat may have revealed an
analogous change to that displayed in Figure 3a)l2Zdnsidering a continued decrease
in the Fe-Tf peak was observed. Subsequent to ttey$ incubation for the 0.4 mM Fz
sample, it retains some of its double peak charaatelst for the addition of 1.6 mM
Fz the double peak is clearly more distorted eviter 24 hours. To reiterate, the
complete removal of iron bound to Tf has not bestorded in any of the incubation

mixtures tested and only a selection of the daitacisided here.

120 130 10 10 160 170 180 190 120 10 140 150 160 170 180 190 |

(a) Magnetic Field / mT (b) Magnetic Field / mT

Figure 3.12 The EPR spectra of 75 uM holo-Tf, 10 mié-HCI buffer, 12 mM Dob
and different concentrations of Fz, monitored odéferent incubation
periods. Note that the different components wededdo the pellet mix in
written order. (a) Shows the EPR spectra with OM Rz incubated for up
to 5 days, while (b) Shows the addition of 1.6 miM-p incubated over 24
hours. The data reveals that a larger concentratiofz aids faster iron
removal from Tf. In both datasets the signal foe tiolo-Tf control is
indicated in black.
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It is also appropriate to mention that three Fz molecules are required to bind an
iron(Il) centre. So the 1.6 mM Fz concentration used here should have the potential to
scavenge all the Fe(Il) reduced from Tf, since only 0.45 mM of Fz is required to bind
the 150 uM of iron available from Tf.*? Higher concentrations of Dob tested up to 24
mM incubated with Fz only negligibly enhanced the rate of iron removal, as did higher
concentrations of Fz (data not shown). The final EPR spectra, after an adequate
incubation period, were for the tested samples very similar; indicating a limit in the

extent of iron removal had been reached.

This striking variation in iron removal times when compared with the other
catecholamines is, as mentioned, most likely structural. On binding ferric iron, the Tf
undergoes conformational changes in the areas surrounding the two iron binding
terminals. Topological studies have identified that access to the C-terminal is more
restricted than that in the nearby N-terminal, a finding that is also in agreement with the

differing iron removal rates from the two lobes.”” **

This may offer an explanation into
the behaviour of Dob, given that the additional chain on Dob (c¢f. NE, Epi, and Dop)
may obstruct access to the C-terminal. This would lead to inefficiency at removing the
iron and may also account for the encountered limit in iron removal, for the higher
concentrations of Fz. This combined with competitive binding from the chloride ions

results in a much retarded iron removal process.

—— Control

—— Dop + Fz0 mM
—— Dop +Fz0.4 mM
—— Dop + Fz 0.8 mM

120 130 140 150 160 170 180 190
Magnetic Field / mT
Figure 3.13 The EPR spectra of 75 uM holo-Tf, 10 mM Tris-HCl buffer, 12 mM Dop
and increasing amounts of Fz, monitored over a 24 hour incubation period
at - 20 °C. The Fe-Dop peak increases with increased Fz concentration.
Note that both Dop and Fz are EPR silent and the latter is indicated by the

control line.
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To further highlight the mechanistic role of Fz gaatecholamine mediated iron
removal from Tf, samples of 12 mM Dop incubatedwiicreasing amounts of Fz were
recorded after a 24 hour incubation period (se@r€i@.13). The strength of the new
signal increased with increasing Fz concentratioftss trend is opposite to that
recorded for analogous NE, and Epi mixtures, whichth revealed a reduction in
intensity of the Fe-CA peak. Importantly, the NEld&pi results were recorded on the
JEOL spectrometer, so accordingly had a greatexceded error compared to that of
the Dop data. Assuming the alterations in the siteas to be correct, the Dop result
may be rationalised by the faster and more comieteing of Fe(lll) from Tf, for a
given time period, while the decrease in NE and ipmost likely due to Fe(lll)
reduction. However, the influence of the chloridaes, like before, cannot be dismissed
and may interfere with the acquired Dop spectras tiving rise to the opposite trend.
In any case, the effects of Fz and the chlorids i@guire further attention and this is

performed in the next section.

It should also be noted that upon Fz addition tdhed catecholamine treated Tf
samples the solutions turned a vivid magenta colgonfirming the presence of

iron(l1).%?

3.6.3 Investigation of Catecholamine Inorganic Salt Complexes

Previously Gérardt al®>’ and El-Ayaaret al** independently established (using UV-vis
spectroscopy) that catecholamines could bind ithrifiorganic salts. On this premise,
the same was attempted in the current study usiig), For both ferric nitrate (B8 and
ammonium ferrous sulphate (Fesalts, each used at a concentration of 150 uM, to
equal the amount of iron bound in Tf (75 uM). Teiady was intended to demonstrate
that catecholamines could bind both Fe(lll) andllFefpecies and in doing so could
confirm a route of reduction for iron removal froffy as well as confirm the identity of
the new peak. Additionally, investigations with nrgalts were performed to provide
further insight into the role of Fz and the chleridns on the Tf iron EPR spectra.

The F&" and F&" solutions with buffer and without the additionaaitecholamine
were, as anticipated, EPR silent, as were the lral@oines alone (refer to Figure
3.13). The addition of NE to the iron salts geredaa detectable signal with both*Fe
and Fé', indicating a complex must have formed betweencttecholamine and the

iron species. Curiously, both the EPR signals feaan identicalg-value. This value
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was also coincident with that from the previousioatecholamine complexes recorded
in Tf solution (refer to Figures 3.5 (b), 3.8).

A similar trend to that observed with NE, was noted Epi additions to ferric
(F€") and ferrous (F€) solutions. While, for Dop the variation betweé® two iron
signals was much less pronounced, the overall kigtensity was also lower and the
spectra appeared slightly different in shape. Thegain most likely a consequence of
the chloride ions present and is examined in metaildater in this section.

Given the different spin-states of Fe(ll) and Hg¢(lhs S = 2 and S=§,

respectively, there is no precedent for them toehdenticalg-values, or for the Pé
sourced spectrum in Figure 3.14 to correspond teegh)-NE complex when g-value

of approximately 4.3 arises due to an Fe(lll) speciMoreover, the absence of any
additional EPR signals could indicate that the peagnetic Fe(ll)-NE complex may in
fact be EPR silent, an occurrence which is commawled for iron(ll) species due to
the short spin-lattice relaxation times of ferratmn.** Additionally a bimodal cavity
may be required due to the nature of the zero faglittings (non-Kramer’s pairs),
which are caused by the integer number of unpatedtrons. This gives rise to EPR
transitions triggered by mw radiation with its matja component parallel to the z-axis

and so cannot be monitored using the perpendioubale cavity used in this work.

120 130 140 15 160 170 180 190
Magnetic Field / mT
Figure 3.14 The EPR spectra of 10 mM Tris-HCI byfi&s0 puM ferric nitrate (F&) or
ammonium ferrous sulphate (esolutions, with and without the addition
of 12 mM NE. Note, no signal occurs for solutiongheut NE and the
FE’*-NE has a greater intensity tharf =BIE.
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150 1%0 1;10 1I50 1EI30 1I70 1EI50 1&;0 1&0 1CI’:0 1:10 1I50 IEISO 1;0 1I80 1EI)0
Magnetic Field / mT Magnetic Field / mT
(a) (b)
Figure 3.15 (a) The EPR spectra of 18 mM NE, anchMTris-HCI buffer, containing
150 uM ammonium ferrous sulphate {Beor 150 pM ferric nitrate (B8
or Tf 75 pM as the source of iron. (b) Is the ndiseal (Fé' data

excluded) spectra from (a).

Therefore, all the recorded iron salts spectraagseimed to solely explore the binding
status of the Fe(lllipn. This is certainly feasible as an amount oh{id) is naturally
present in the ferrous sulphate solutions and wquédlictably give rise to a much

reduced signal intensity for theFeourced solution (see Figure 3.14).

The iron-NE signals using iron from ¥eand F&" are compared to that from an
analogous NE treated Tf solution in Figure 3.15 Ggarly, the spectra overlap well
(Figure 3.15 (b)) and have identigaivalues. This implies all that all three iron sifgna

do arise from the same oxidation state of iron]IFe(

It is apparent that the peak from the”RdE complex is more intense than that
recorded for the Fe-NE in Tf solution. This suggedkiat access to the iron for binding
in Tf is more difficult for NE, than in an iron sand under this condition the peak (Fe-
Tf) would be expected to grow over time as more iSlEomplexed to the Tf iron.
Another possibility is that iron has been reducedtiee NE and the peak should
decrease with time, at least until an equilibriuetveeen the Fe(ll) and Fe(lll) states is
achieved. Alternatively, both of these may simuausly occur. The use of inorganic
salts as the source of iron should remove the faiftaccess to the iron and highlight
the effects of catecholamine mediated reductiomegl@ver time. Importantly, work
from several researchers has shown that afteretiection of Fe(lll) to Fe(ll) for a
system of ferritin with 6-OHDA, the Fe(ll) was naasily released from the
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catecholamine and required an external chelatarh €18 bacteria, to facilitate iron
removal®*> One would therefore predict a point where onlyligégle changes in the

spectra are observed if iron(ll) is not easily resw from the catecholamine. On this
basis, the EPR signals of the catecholamines wih were monitored at regular
intervals over a period of two hours and at 24 kdardetermine if any alterations in the
catecholamine bound iron signals arose. Effortevedéso made to minimise the effect

of oxygen in all of the samples in this section.

Little variation was noted among the EPR signatsafwo hour period, for any of
the catecholamines. The chosen spectra in Figuté Beveal the largest change
observed of all the catecholamine solutions angl decurred for Epi added to the iron
salts. A decrease in the ferric iron signal oveh@drs indicates the ongoing conversion
of Fe(lll) to Fe(ll). The intensity of the ferrouson signal also decreases to a small
degree and is likewise attributed to the reductwdriFe(lll). Both spectra therefore

suggest that some release of Fe(ll) into solutiay have occurred.

Another possibility is that the majority of the RB(reduction occurred within the
preparation time, since unlike Tf, there would leeinon accessibility constraints. This
could justify the similarity in the intensities dhe different iron catecholamine
solutions, over the initial two hour recording peki Furthermore, in all the data
acquired so far the immediate change in the spéetsabeen the most noticeable, thus
implying that an alternative method was requiradrigestigating Fe(ll) production.

(a) Magnetic Field / mT (b) Magnetic Field / mT

Figure 3.16 The EPR spectra of (a) 150 pM ferricare (F&", or (b) 150 pM
ammonium ferrous sulphate (e to 10 mM Tris-HCI buffer and 12 mM
Epi monitored before and after ‘+' 24 hrs incubatat - 20 °C. A small
reduction in intensity is noted for both ferric afefrous iron solutions,

indicating the reduction of Fe(lll) to Fe(ll).
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——Fe” +NE
——Fe” +NE
—Fe” +NE+Fz
——Fe” +NE+Fz

120 130 140 150 160 170 180 190
Magnetic Field / mT

Figure 3.17 The EPR spectra of 150 pM ferric nitrate (Fe’"), or ammonium ferrous
sulphate (Fe*"), with 10 mM Tris-HCI buffer, 12 mM NE and 0.45 mM Fz.
There is a reduction in the signal intensity after the addition of Fz to the

Fe’" NE solution.

Since the Fe(Il)-catecholamine complexes were unobservable, it was appropriate
to probe for the presence of Fe(Il), using incubations of the catecholamine and iron salts
with Fz. As discussed, any non-complexed Fe(Il) released is reoxidised to Fe(IIl),
which in the case of Tf would allow re-uptake into vacant sites and may prevent the
complete removal of iron from Tf. With the presence of an iron(Il) sink, iron(II) would
be removed from the pool of re-bindable iron and a net loss of Fe from Tf would be
observed in the EPR spectrum. In the Tf sourced spectrum this appears as a reduction of
the Fe-catecholamine signal, as earlier noted for the NE and Epi Fz samples. Therefore
to support this and confirm reduction, a decrease in both the Fe(Ill)-catecholamine

peaks would be anticipated here, when iron(Il) is removed from solution.

In Figure 3.17 it is evident that the Fe’"-NE peak is less intense following the
addition of 0.45 mM Fz and is therefore in agreement with an increased rate of
reduction of Fe(II), by NE. Unexpectedly, the Fe**-NE signal increases after adding the
Fz, which would suggest more Fe(Ill) is present than prior to Fz addition. While the
samples were degassed to eliminate the exposure to oxygen, it is possible that some
oxygen remained and caused the increase in intensity of the Fe*"-NE signal. The trend
for Epi, however, follows the anticipated result, where both the iron peaks are reduced

in intensity.
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——Fe” + Dop
| Fe* + Dop + Fz
5] f \ Fe* + Fz + Dop
/ ——Fe” +NE

120 130 140 150 160 170 180 190
Magnetic Field / mT
Figure 3.18 The EPR spectra of 150 uM ferric ritrgf€™), 10 mM Tris-HCI buffer,
and 12 mM Dop. Compared with spectra for 0.45 m\aéided before and
after the Dop, and the NE treatedfBelution. A large peak occurs for Fz
added lastly to the Dop inorganic iron solutiongisThas a differeny-

value to the F&-NE signal, indicating it is not from a Dop boumdri.

The EPR spectra for the addition of Fz to Dop carviewed in Figure 3.18. A
considerable increase in the magnitude of the biggraurs after the addition of Fz and
it is far greater in intensity than any of the signrecorded so far. This large peak also
features an alteregy-value, which suggests it does not arise from tkpeeted
catecholamine bound iron and may tentatively bégasd to ferric chloride (Feg)l
with perhaps some overlap from the Fe-Dop. Theraddoions demonstrate a greater
affinity for the ferric ion, than does Dop. Thiscoeded result therefore offers an
explanation for the long timeframe required forniroapture in the Tf treated Dop
samples. Additionally, it suggests that the eat®R spectra for Fz added to Dop,
(Figure 3.13), almost certainly show a significaontribution from FeGl Notice the
similarity of the peaks, to the Dop with Fz larggnsl given in Figure 3.19. Given that
the spectra in Figure 3.13 overlap perfectly, itaiso proposed that the new signal
following iron removal from Tf, in all the Dop tressd spectra is predominantly that of
FeCk.

Furthermore, the colour of the pellet for this sémexhibited a more intense
magenta than has been witnessed previously, imgictie presence of more Fe(ll) in
this solution. This is in accordance with the lowstensity EPR signals (for Dop)

observed in the absence of Fz, as the majorityoof may have been in ferrous form.
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Also in Figure 3.18 is the EPR spectrum for Fz adpgor to the Dop. The shape of
this spectrum reveals a shoulder unseen in the s#iiedata, a trait that is mirrored for
the Fé* salt Dop data with Fz added first. This again stilikely from the influence
of FeC} in addition to the anticipated Fe-Dop.

Given that multiple redox processes including thafsexygen (despite degassing)
may be contributing to the changes in the EPR &ighas difficult to decipher the
recorded spectra fully and the iron salts dataltesemain, at times, speculative.

To summarise the key points of this and the prevgrction,

* Fz aids the removal of iron from Tf in all the adielamine and inotrope
samples tested.

* The inorganic iron salt data reveals the definitestence of a catecholamine
bound iron signal, for NE and Epi.

* The Fe-CA salt signals yield an identigalalue to that from the Fe-CA in Tf.

* The presence of chloride anions compete with thecbalamine(s) for ferric
iron binding in Tf, and have indicated a strongedbng affinity for Fe(lll) than
Dop (from dopamine hydrochloride).

* The salt data for Dop suggests the new peak infthesated Dop samples, is

from FeCtand not the anticipated Fe-Dop.

3.6.4 Interactions of Catechin with Transferrin

Concerns over the extent of anion involvement anekiolution of the di-ferric Tf EPR
spectra, naturally led to the study of a non-ariaged catechol compound, specifically
catechin. Catechins are plant extracts, commoniyndoin teas, so are ingested rather
than produced by the body and in that respectrdifiom the former catecholamines.
Previous investigations into common dietary catéghestablished catechin could
facilitate the growth of enteric bacterial pathagiesuch ag.coli, to a level of 1hover
that of the non-supplemented contrGisThis demonstrated potency made catechin an
appropriate choice to confirm that iron loss frorh proceeds irrespective of the
presence of the bitartrate or chloride anions. Gimeent study should therefore prove

that the anions do not themselves complex thetodrigger its removal.

Clearly, the catechin is bulkier than the previgustudied catecholamines
(excluding inotrope dobutamine). This implies ascesthe C-terminal of Tf may again

be hindered. Refer to Figure 3.3 for the structireatechin.
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120 130 140 150 160 170 180 190 120 130 140 150 160 170 180 190

Magnetic Field / mT Magnetic Field / mT
(a) (b)

Figure 3.19 (a) The EPR spectra of 75 uM Tf, 10 mNs-HCI buffer and 2 mM
catechin monitored over an incubation period o&gsd and kept at 5 °C in
accordance with catechin storage guidelines. (mwShthe EPR spectra
for the inclusion of 0.4 mM Fz in addition to thengponents in (a). Both
sets of data reveal a decrease in intensity, witle/ho accompanying
alteration in the shape of the signal.

Immediately upon addition of the catechin to théuson mix as indicated in
Figure 3.19 (a), and for the subsequent 3 hourdiffierence in the Tf EPR spectrum
was noted (the 3 hour and immediate data is notstas the spectra overlapped with
the 10 minute result perfectly). Incubations ov@4ahour and 3 day period yielded the
reductions in intensity as displayed in Figure 3(&R2 Among the initial signs of an
alteration in the Tf binding status is a charasteridrop in the shoulder of the Fe-Tf
peak. This is not evident in the spectra, where ¢hange in the shoulder is a
consequence of a reduction in the intensity onlyotuthe addition of 0.4 mM Fz the
signal intensity was immediately reduced (Figur#93(b)) and for these spectra an
alteration in the shoulder is visible. Althoughwlto appear, this alteration reveals the
onset of the Tf signal shape transformation. Ong swspect this slow change, as
previously considered for Dob, is due to an insigfit amount of Fz. However, for
higher concentrations of up to 1 mM Fz, where thasHar in excess of the iron from
Tf, the effects are similar. Therefore, the coll@ttof spectra supports the limit in iron
capture to be its accessibility and perhaps treeahiron removal. On comparison with
the NE and Epi solutions the evolution of the caitespectrum is significantly slower;
refer to Figures 3.6 and 3.8. For the inclusion3omM or indeed 2 mM (data not

shown) NE or Epi to Tf, an immediate reductionhe tntensity was recorded.
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The results in this section suggest that the remofvaon from Tf by catechin
occurs in the absence of any anion species. Tleeasapredicted is slow, most likely
due to the inefficiency of catechin at accessirgglibund iron, in combination with the
lower concentrations used (necessary to maintdurbsity of the catechin). This test
was performed for proof of principle and not to ttap the complete removal of iron,
which according to the data shown in Figure 3.19 neke a number of days.
Ultimately, the magnitude of catechin mediated &aal iron uptake, inE.coli, is
documented to be similar to that achieved by thiectelamines. Though for efficient
iron uptake by the bacterial acquisition mutanégechin is shown to require double the

concentration of the catecholamirfés.

3.6.5 Norepinephrine Mediated Iron Removal from Lactoferrin

Given the extensive investigation of Tf iron binglim the presence of a number of
catecholamine and related speaiesEPR, it was necessary to do likewise for Lf. IS, a
discussed, resides in an area alongside catechmamihere bacteria actively thrive,
the gut® The ability of NE and other catecholamines tolfate the removal of iron
from Lf has often been demonstrated, implying theppsed mechanism of iron

reduction applied to Tf may also be pertinent Here.

Lf was initially tested to establish the minimunmmcentration for an appropriately
intense signal, whilst maintaining complete dissolu of the protein. A Lf
concentration of 62.5 pM (5 mg Mlwas decided upon and the corresponding datasets
for the NE Lf incubations are displayed in Figur@® The overriding difference
between the NE treated Lf EPR spectra and thoieedNE with Tf, are the timescales
of iron acquisition. For the solutions of Lf, thencentration dependence is more subtle,
with a gradual reduction in the Fe-Lf signal alami¢h a drop in the shoulder becoming
increasingly clear for concentrations of up to 3Bl fINE. Further increases beyond 36
mM were not sought given the retarded iron remoatd from this protein (see Figure
3.20 (a)).
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Figure 3.20 The EPR spectra for Lf incubated under different conditions. (a) Features

62.5 uM (5 mg ml'l) Lf, 10 mM Tris-HCI buffer and increasing
concentrations of NE shown in descending order. Notice that more than 36
mM NE is required for the complete loss of iron from Lf. (b) Shows
selected overlapping data from (a), along with the spectrum from
incubating the 36 mM sample for more than ‘+’ 5 days. These spectra
highlight the intensity and shape evolution occurring for Lf. (c) Is similar
to (a), but replaces concentration with time (as labelled), while maintaining
a fixed concentration of 12 mM NE. Following a 9 day incubation period
with NE, the Lf sample still retains some Fe binding character though the
double peak is almost removed. (d) Shows the change in the control
sample, over the same 9 day period of incubation. Notice how the di-peak
profile gains definition, importantly there is no change in the overall Lf
signal intensity for the standard. All incubations were kept at - 20 °C

between recordings.
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Figure 3.21The release of KIlI) over time, from a sampleontainin¢ 20 pM Lf
incubated in buffer with 4 mMNE, in the absence (sares) and presence
(circles) of 0.4 mM F. Measurements were made usir Varioskan
densitometer recording at 560 to monitor the formation of an I(ll)-Fz

complex®

Figure 3.2Q(b) shows the spectra for the Lf control, alongwtite highessample
concentration of 36 mM NE and the same 36 mM NHEtgwi incubated for more the
5 days. A total removal of iron from Lf occurs oiafter the prolonged incubation a
yields the anticipated single peak associated thiéhcatecholamine bound iron. TI
prominent peak also supports some iron(ll) to lhaimed by the catecholamine in 1
absence of an external chelator, which is inement with the catecholamine media
removal of iron from ferritir®® Further to this, solutions of 12 mM NE added touliith
differing incubation time were monitored (see Figure 3.g8nel (c)). Here, the spec
indicate an incubation time of well beyond 9 daysuld prove necessary to strip ir
from Lf, which for the identical study involving TWas complete within minute«cf.
Figure 3.9. This accordingly highlightthe difference in iron retention between the

proteins.

The results given in Figure 20 are unsurprising when considering Tf and
possess differing affinities for ferric iron andrhan Lf binds ferric iron up to sevel
hundred times more tightthan either Tf or ovo-T# A full structural model suggests
this digarity may lie in their inte-lobe linkers. This region i®und to be helical in L

while unstructured in Tf and may account for thsiewiron theft from T2

The poor resolving power of Lf on u-rPAGE meant the usual compliment:
urea gel analysis was impossible to perform for tliesamples. Alteratively,
densitometry was applied to monitor the time cous$eFe(ll) evolution,via the

characteristic absorption of the Fe-Fz complex at ~ 560 nfif.20 uM iron saturate
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Lf incubated with 4 mM NE in the absence and preseof Fz was recorded. The
results can be viewed in Figure 3.21 and confirmmanease in the Fe(ll) with time.
Curiously, the sample in the absence of Fz alsealed a shallow increase over the
same 24 hour time period and may be attributetie¢d=e(11)-NE complex, since in the
absence of the catecholamine no increase was eztofde control data showed no
complex formed between the Fz and Fe(lll), or with which proves both the
specificity of Fz for iron(ll) and the catecholamminmediated Fe(lll) reduction

mechanism.

Figure 3.20 (d) displays the EPR control spectrahe Lf sample over the 9 day
period. During this time it retains the same intgnsthough interestingly this
demonstrates the first significant alteration ia #hape of the standard sample. The Lf
di-peak gains definition, implying the control magt have possessed full iron(lll)
saturation on initial recording. This seems unlkiebwever, given the superior Fe(lll)
binding strength of Lf over Tf, which has alwaysaieed a di-peak motif in the control.
The shape adopted ultimately by Lf (following 9 dpis representative of the original

sample given in panel (a).

Such a large exposure of catecholamines to Lf,fpisTvery unlikely to occurn
vivo, as is the incubation period of more than 9 dags is required to strip iron from
Lf. It is more realistic for a patient to be adnsterred catecholamines for up to 5 days,
with the concentration of catecholamines in seresembling values closer to 10 uM
and theoretically able to reach 30 uM in the cddeap infusion. The work up to now
has established the interactions between the adtenmes and the iron binding
proteins Tf and Lf, for large concentrations of tholt is now beneficial to probe the
influence of clinical concentrations of catecholags to validate the use EPR as a
diagnostic tool and confirm if the effects of tlwaver catecholamine concentrations on
Fe-Tf binding in serum are observable by EPR. Thke af lower catecholamine
concentrations paralleling those encountered imrnseare assessed in the following

section.

3.6.6 The Interaction of Catecholamines with the Transferrin of Bovine and
Human Serum

The initial stage of these investigations involvanitoring the Tf EPR signal of
bovine serum in buffered solution. This was perfednTirstly for appearance and

secondly to determine the signal intensity; whetloer not alterations could be
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deciphered for this low concentration of endogendlug-or the work detailed in this
section the incubations were maintained at 37 &Creflect the temperature in the
human body. Typically solutions were incubated oseperiod of 3 or 5 days, to
replicate the maximum possible exposure time togerRous catecholamines that

patients in the ICU may encounter (refer to SecB@h

3.6.6.1 Bovine Serum

The EPR spectrum of bovine serum in Tris-HCI buftedisplayed in Figure 3.22 (a).

The appearance of this spectrum clearly differsftbat of the holo-Tf dealt with so

far. For this the di-peak profile is undefined asdmost likely a consequence of the
partially iron saturated nature of Tf in the mamiarabody’ The absence of the di-peak
profile for the bovine sera studies requires intetgtion of the Tf binding status in this

section from alterations in intensity of the signalone.

To investigate the transformation in the serumimtilmg status, the bovine serum
was supplemented with 12 mM NE (see 3.20 (b)). Deserates a final EPR signal
mirroring those obtained using higher concentratiaf holo-Tf and confirms that
complete iron removal does ultimately occur. Swipgly, the rate of iron capture is
more gradual from such a low concentration of eedogs Tf. Important evolutionary
features of this serum Tf spectrum include, a difhe shoulder along with the increase

in intensity being accompanied by a more symmedtliica shape.

—— Control N
—— 10 mins ‘:‘ |
——24hrs /)

1I20 ' 1I30 ' 1:10 ' 1;0 ' IEISO ' 1;0 ' 1I80 ' 1‘:30 ' léO ' léO ' 1:10 ' 1.%0 ' lfISO ' 1;0 ' lEI%O ' 150 '

(a) Magnetic Field / mT (b) Magnetic Field / mT

Figure 3.22 (a) The EPR spectrum of bovine serulmtedl with 10 mM Tris-HCI
buffer. (b) Shows the same as (a) but includingni@ NE, monitored
immediately and after an incubation period of 24 ht 37 °C. These

samples had access to air.
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Figure 3.23 The EPR spectra of bovine serum with 10 mM Tris-HCI buffer and (a) 10
uM Epi or (b) 10 uM Dop, monitored over time. (c) Shows the control
EPR spectra only, with an equivalent dilution to that from the addition of
the catecholamines. (d) Shows a comparison overlay of the data for Epi and
Dop following the 5 day incubation. All solutions were monitored after
increasing incubation periods as labelled and kept at 37 °C between
recordings, under aerobic conditions. Both (a) and (b) have identical
intensity scales to highlight the increase in magnitude. Following the 12
day incubation with the catecholamines, the Dop signal is stronger than the
Epi. In (c) the EPR signal undergoes negligible intensity change under the

same conditions and appears as the standard plot (black) in (a) and (b).
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Equivalent solutions containing 10 uM of the cat#amine were prepared and
the serum Tf EPR signals recorded (see Figure 3@8psidering the correlation
between concentration and incubation time withtthasformation of the Fe-Tf signal,
the resulting spectra were not expected to al@mdtically (i.e. not to the extent of the
12 mM NE sample) for the 10 uM catecholamine addgi However, an EPR
observable change was still envisaged, at leasttbees day treatment period. The data
in Figure 3.23 (a) and (b) demonstrates the infteeof 10 uM Epi and Dop

respectively, when added to bovine serum with R@-buffer.

A gradual signal increase was noted for both Epi Biop solutions over the 5
days, during which time the control underwent ayvexgligible change in intensity (see
Figure 3.23 (a)-(c)). The data for up to 12 daymctuded for information and proves
that the iron from serum Tf continues to be remoledy after initial exposure to the
catecholamine. Figure 3.23 (d) exhibits the ovedata for Epi and Dop with that of the
standard after 5 days of incubation, both the tetiamnine inclusive solutions reveal a

similar increase in intensity and both are cleattpnger than the standard.

Aerobic and anaerobic conditions were investigatedhis work. The data in
Figure 3.23 is a selection from the aerobic sampiddgch, considering blood plasma
contains a supply of oxygen, are more relevanth® lhody. The anaerobic serum
spectra also revealed alterations in the Tf EPRasimtensity. Though, conversely, the
signal intensities returned to their original vausr lower, following the 5 days and
thus supported no/insignificant net loss of iroonir the majority of the samples.
Notably in literature the ability of catecholamindsr example Epi, to influence the
pathogenesis ofClostridium perfringens has been directly linked to the extent of
oxidation. The more oxidised solutions were foumdé less potent, which is surprising
considering the trends in iron acquisition foundet{& The presence of oxygen should
perpetuate the release of iron from Tf, by thelgaéa production of ROS, however in
the chloride containing medium, it was earlier shaa have an inhibitory effect (see
Figure 3.9).

From the data in this section it is clear that phiggical concentrations of
catecholamines, Epi and Dop, have triggered a &hamghe bovine serum Tf iron
binding status. The ability to decipher this changeing EPR, for such low
concentrations of catecholamines is promising tofuture use as a method for testing
for increased virulence. For further confirmatidrtlee effect of the catecholamines on

the serum Tf EPR signal and its direct effect oman serum, it was necessary to
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investigate fresh human serum, isolated from healthy volunteers for the remaining
studies. These samples were centrifuged and incubated for analysis within 24 hours of

collection.

3.6.6.2 Human Serum and Comparisons with Iron-Replete Transferrin

Figure 3.24 (a) shows the relative EPR signal intensities of fresh whole human sera
(HS), in Tris-HCI buffer, compared with a known concentration of 10 uM holo-Tf. This
overlay plot allows an estimation of the iron concentrations used in this work.
Evidently, the Tf bound iron in serum HS2 is much lower than the approximated 10-20
uM value for blood serum, and HS1 is lower still. Both of these concentrations may
retard the rate of iron removal beyond that observed for the bovine serum, if the slower
rate of iron acquisition is a consequence of the lower concentrations. Encouraging,
however, is the ability to detect the low intensity of HS1 at 77 K. This highlights the
sensitivity of the spectrometer and its potential in measuring serum Tf iron binding

integrity in vivo.

—— apo-Tf N
apo-Tf + A
-

—— psTf ‘ \ /)
——psTf+ [ A

120 130 140 15 160 170 180 10 120 130 40 150 160 170 180 10
(@) Magnetic Field / mT (b) Magnetic Field / mT
Figure 3.24 (a) The EPR spectra of human serum batches HS1 and HS2 in 10 mM Tris-
HCI buffer, compared with an analogous incubation mix of 10 pM holo-
Tf. The weakest iron signal occurs for HS1, while HS1 and HS2 are both
lower than 10 uM holo-Tf in iron concentration. (b) Shows the spectra for
125 uM apo-Tf and psTf with ‘+’ and without the addition of 6 mM NE.
Following the addition of NE to psTf, the intensity of the final EPR signal

is far lower than that of the original.
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Figure 3.25 The EPR spectra of HS1, 10 mM Tris-HCI buffer with 6 and 12 mM NE,

monitored over an incubation period of ‘+’ 5 hours maintained at 37 °C.

The outlines of both the HS1 and HS2 EPR spectra are similar to that in holo-Tf,
which is surprising given the partially saturated nature of Tf in mammalian serum and
the appearance of the bovine serum spectra.*’ To verify the saturation of the human
blood samples it was beneficial to attain the EPR spectrum of partially saturated Tf. The
shape of psTf signal (Figure 3.24 (b)) is analogous to the iron-replete Tf and varied only
in the asymmetry of the di-peak, a feature which is also subtly present in the human sera
samples. Curiously here, the addition of NE to psTf generated an immediate signal less
intense than the original psTf signal, an effect unseen in the data so far and possibly due
to a slower rate of iron removal (preferential binding at the C-terminal), compared with,

for example Figure 3.5.

The primary study, as in shown Figure 3.25 involved HS1. Where as a
consequence of the weak iron concentration in the Tf of this serum (c¢f. serum Tf signal
in Figure 3.24 (a)), attempts to monitor the modification in the Tf iron binding status
with clinical supplements of catecholamine proved impractical. This therefore defines
the lower limit for examining the interactions of catecholamines with Tf in clinical
samples. Higher concentrations of 6 and 12 mM NE did, however, confirm that iron
removal from Tf would inevitably occur for whole human serum. A gradual loss of iron
from serum Tf occurred following the addition of 12 mM NE and as demonstrated for
the bovine serum, an immediate transformation in the signal was not observed. Over the
subsequent 5 hours, the characteristic Fe-NE single peak emerged, with a trace of the Tf
bound iron still distinguishable in the spectrum. The retarded Tf iron removal rates
encountered for both sets of sera (bovine and human) could imply alternative processes

of significance are simultaneously occurring. Given that one would normally predict
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faster removal in the presence of such a large excess of catecholamine. This may be due
to the involvement of ferroxidase, which should facilitate the re-uptake of iron by Tf. Or
from the natural antioxidants present, which would counteract the production of ROS

and slow the release of iron from Tf.

Serum HS2 with buffer was likewise incubated with 10 uM NE, Epi, Dop, and 30
uM Dop, as well as alone for a total of 3 days. During this period spectra were recorded
immediately following addition, after 24 hours and finally at 3 days. Notice the near
perfect overlap of the control spectra after the 3 day period, given in Figure 3.26. This
suggests any alterations in the remaining Tf test spectra may be attributed to the

interactions of the catecholamines.

An overall reduction in the magnitude of the Tf bound iron signal is common
among all the catecholamine treated serum solutions (see Figure 3.27). The largest drop
in the signal intensity occurs for Epi. This is therefore in agreement with the most rapid
iron removal rates by Epi, from the earlier EPR and urea-PAGE datasets. The addition
of 30 uM Dop did not decrease the intensity of the Tf bound iron beyond that noted for
the 10 uM Dop sample. In fact it is the only HS test case in which the signal increases
following the initial 24 hour incubation period. This unexpected intensity change could
reasonably be due to the chloride ions binding aqueous free iron in serum, which would
mediate iron uptake by Tf. Equally, however, if this were the case it should,
conceivably to a lesser extent, be evident in the lower concentration 10 uM Dop data,

which it is not.

T T T T T T T T
120 130 140 150 160 170 180 190
Magnetic Field / mT

Figure 3.26 The EPR spectra of HS2 and 10 mM Tris-HCI buffer, after an incubation
period of 3 days at 37 °C. Notice there is a negligible change in intensity of

the two signals.
Page | 126



To reiterate, the weaker Tf signals indicate irossl has occurred in all the
physiological concentration samples. The implicatiof free iron with respect to
bacterial growth is clear, though the method bychtdgatecholamines liberate iron from
the host proteins remains one of debatevivo this freed iron, by virtue of the
suggested Fe-CA complex, may gain access to lechliacterial, in a similar manner to
the aforementioned siderophores. The possibilithiefand the proposed mechanism of
iron capture are discussed further in the next rap
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Figure 3.27 The EPR spectra of HS2, 10 mM Tris-H@fer, with (a) 10 uM NE, (b)
10 puM Epi, (c¢) 10 uM Dop and (d) 30 uM Dop. All teamples were
monitored at 24 hours and 3 days of incubationwBenh recordings they
were kept at 37 °C. After 3 days a reduction in ithensity of the Tf
signals is noted for all the serum catecholaminleitisms. Note that a
negligible change occurs in the control data okerdgame 3 day period,
with Figure 3.26.
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Figure 3.28 (a) Shows the EPR spectra of 10 uM holo-Tf, 10 mM Tris-HCI buffer and
10 uM NE, monitored following 24 hours and 3 days of incubation. (b)
Shows the EPR spectra including 20 uM Fz in addition to the components
listed in (a). A faster and greater decrease in the intensity of the signal is

noted in the presence of Fz, following 24 hours of incubation.

A parallel study to those with endogenous Tf was performed using 10 uM holo-
Tf, Tris-HCI buffer and 10 uM NE. This was to examine whether a similar reduction in
signal strength was observed for the holo-Tf sourced iron, the results are given in Figure
3.28 (a). Unexpectedly, a slight increase in the holo-Tf signal is noted following 24
hours incubation under identical conditions to the HS2 samples. This may logically be
explained by uptake of excess iron, which could be present to maintain the saturation
level of Tf. It may also be argued that this should equally occur in serum, since the Tf is
well known to be partially saturated.* However, for this work, only the 30 uM Dop
human serum treatment showed an initial increase in the iron intensity (Figure 3.27 (d)).
Referring back to Figure 3.28 (a), following 3 days of incubation, an overall reduction
in the signal intensity is noted, yet the change is far smaller than that recorded for the

human sera samples.

Analogous treatments were prepared in the presence of Fz, see Figure 3.28 (b).
While a clear reduction in the di-peak Tf signal was noted after 24 hours, these spectra
revealed no net decrease over the 3 day period. The inclusion of Fz has thus far
encouraged the extraction of iron from Tf and the result here is no different. The extent
of iron removal appears to reach a limit in this case, after which the re-uptake of iron by
Tf seems to be favoured. This usually implies an inadequate supply of Fz i.e. too low a

concentration to chelate any further iron(Il) and is often feasible given three times as
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much Fz is required to bind one Fe(ll) ion. Thisadhowever, is unsupported by the
minimal loss of iron in the spectra, which is mudeks than the amount of Fz available
for binding, rendering this outcome difficult top@ain.

All the samples of bovine and human sera weremnetbio assess any increases in
the uptake of the freed iron, by bacteria. This Viest performed by treating the
samples with gut bacteria.coli strain O157:H7 for a maximum of 5 hours and once
more examining the EPR spectra for alterationfiénshape and intensity of the signal.
The results proved unequivocal, due to the limé@etbunt of sera at our disposal and an
unavoidably large reduction in sample volume foresal of the incubation mixtures,

after elimination of the bacteria.

The post incubation human serum was also analy$ted &8 hours in the
presence of skin bacteri&aphylococcus Epidermidis. The bacterial growth increased
by up to sevenfold in the NE treated samples, tvatr of the control. This proved that
clinically relevant doses of catecholamines coutdrahe iron binding integrity of Tf,

and compromise the bacteriostatic nature of bfSod.

3.7 The Proposed Pathway for Iron Removal

Having demonstrated the direct influence of theedablamines, norepinephrine,
epinephrine, dopamine, and other catechol contgispecies such as dobutamine, and
catechin, on the Tf and Lf iron binding status gdtPR, it is now possible to discuss in
greater depth the potential mechanism occurringyelsas to review further evidence
to support its existence. The proposed pathwayirtor capture from Tf and Lf is

illustrated in Figure 3.29.

The mechanism details bidentate iron(lll) bindirgwrring primarily from the N-
terminal of the protein to the catecholamine. Tilos capture process is facilitated by
the pH control of the solution (Tris-HCI buffer),hieh enables ionisation of the two
hydroxyl groups and aids the proposed model fodibimm The resulting complex as
highlighted in purple is observable by EPR anduggested to undergo internal electron
transfer causing reduction of the iron. This iroaynsubsequently be released from the
catecholamine to be sequestered by bacterial ferugpiake systems. Simultaneous
outer electron transfer may also be occurring, awdPR spectroscopy cannot be
used to report this since no intermediate strucisirereated and the semiquinone is
produced directlwia route b.In vivo, in the presence of Gram-negative bacteria the
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ferric acceptors as indicated in Figure 3.29 will also acquire ferric iron using

siderophores, in the manner previously discussed.

Norepinephrine

HO.
+
HO' *HaN

Oxidation

b
. a
Transferrin
16 OH o OH
"o *HaN o HaN :
: Semiquinone v
Y

Ferric Ferrous
acceptors acceptors

Routes of NE oxidation; a + ¢ Internal Electron Transfer, b External Electron Transfer

Figure 3.29 The proposed pathway of iron reduction by NE.>' Inner sphere electron
transfer involves the catecholamine entering Tf (or Lf) and binding
preferentially to Fe’™ at the N-terminal. By oxidation of the catecholamine
and simultaneous reduction of Fe**, the iron may be seized from TTf (or Lf)
and at some point released. Outer sphere electron transfer produces no
complex and releases Fe®" directly. An Fe(Il) sink such as Fz should
promote Fe*" production. While an excess of Fe*" in solution, without a
chelator should cause the re-uptake of Fe by Tf. The ferric and ferrous
acceptors indicate bacterial acquisition mutants and any species able to act
as an iron sink. All the EPR detectable species are boxed; these are the TT,

Fe-NE complex, and the semiquinone.

An excess of unbound Fe(Il) in solution, if released by the catecholamine, should
be able to reverse this scheme, resulting in the oxidation and re-uptake of the ferric iron
by Tf. Incubations of T{/Lf with NE, monitored over prolonged periods revealed
negligible changes in the intensity of the new Fe-CA peak, demonstrating firstly that the
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bound iron is retained by the CA (not released r@-uptaken by Tf) and secondly tt
the ferric to ferrous reduction, if occurring inede samples, rapidly reacl
equilibrium. Competitive binding of the rric/ferrous irons in the catecholami
complexes may further facilitate iron capture by Ttis has already been implicatec
the reason for slow or incomplete iron removal ime tpresence of certa

catecholamines, compare for example Figur8 (a) with 3.9 (a).

A potent iron(ll) scavenger such as Fz should eragrithe rapid removal
Fe(ll) from solution ancshouldtherefore inhibit oxidation occurring. Simultanetyu
this should enhance the rate of Fe(ll) productitnus propagating iron the This
theory is easily verified by monitoring the evobuti of Fe(ll) with time, which als
inherently clarifies the oxidation state of relehgen. While the reduction of ferric irc
was hinted at from the alterations in iEEPRrecordings along witlthe characteristic

colour changes, it remains unconfirm

Measurements were made using identical samplebo®etdescribed iFigure
3.21, with and without supplemeing the mixture with 0.4 mM Fzsee Figure 3.30
(a)*® The figure shows rapid iron(Il) releafor the NE inclusive sample, a result wh
is mirrored for Epi (datis viewable in the referenc&) .The absorption level sharp
increases and plateaus at approximately 90 midgating the majority of iron from T
is reduced and removed by this ti Thereafter, only a gradual increase in F-Fz is
noted wih the rate now reflecting that in the absence o
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Figure 3.30The release of Fe(ll) over time, from a sample amimg 20 UM Tf
incubated in buffer with 4 mM of (a) NE and (b) Dap the absenc
(squares) and presence (circ of 0.4 mM Fz.Measurements were ma
using a Varioskan densitometer recording at 560 tormmonitor the
formation of an Fe(I-Fz complexNE shows an increase the Fe(ll)-Fz
complex formatiorwith time, whileDop supports little/no variation in tl

absece and presence of %
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Conversely, the Dop data in Figure 3.30 (b), rea@alo such increase in iron(ll)
expression and the presence and absence of Fz g¢hwses identical results. This
observation for Dop with Fz may be rationalisedtlhy dominant species in the EPR
spectra being from Feg(Figure 3.13) and not the Fe-Dop as anticipatdds Would
accordingly reveal a slower rate of iron reductias,comparatively less Dop, than NE
or Epi, would be bound to the ferric iron. The lamkchange in Fe(ll) liberation on
addition of Fz, additionally suggests that Fga€the major contributor to the EPR peak
in the absence of Fz, as was earlier proposed fheniron salts work. However, some
change between the rates of Fe(ll) expression wstillbe expected, and this does not
explain the more intense absorption at 560 nm bystimples including Dogf( with
NE in Figure 3.30). Notably, the Dop samples foe the(ll) densitometry studies
gradually turned brown in colour, unlike the EPRmpées which were explicitly
magenta in colour. This colouring is proposed toftoen the by products of Dop
oxidation, and may be responsible for the intensgoiption in the visible region,
occurring at the same wavelength as the Fe(ll)dfapdex, regardless of Fz addition.

Figure 3.30 (b) would suggest that Fz should hawvanfluence on the rate of
ferric iron reduction in the aerobic chloride ioontaining solutions. This may well be
the case, though Fz clearly accentuates the ratdiah Dob binds to ferric iron from
Tf (see Figure 3.12), and increases the intensitghe new EPRsignal with the
increasing addition of Fz (see Figure 3.13). Theyrtherefore be interpreted as the
chloride ions preferentially binding to the irohus negating the effects of the NE with

respect to iron reduction.

Further data to explore the effects of 0.4 mM Fzttwa NE treated Tf mixtures
was also gathered by urea-PAGE and is given inrBi§u31 (a). On comparison with
the urea-PAGE profile in the absence of Fz, it alsggests a more rapid removal of
iron from Tf (cf. Figure 3.7). Notice, 1440 minutes of incubationN&t with Tf (Figure
3.7), proves inadequate for a complete loss of irosamples devoid of Fz. In this
sample clear traces of C-mono and holo-Tf remaiAedequivalent result to this may
be attained within 15 minutes with the assistarfca Be(ll) sink (see Figure 3.31 (a)).
Furthermore the removal of iron in the final trg@d40 mins) is more extensive for the
inclusion of Fz, where, ~ 98 % of Tf is in its ajpom (Figure 3.31 (a)).

Page | 132



holo-Tf .
(a) .

psTF 0 15 30 45 60 90 80 360 720 1080 1440 apo-Tf

apo-T1|

oy -
- | ltllllt*"'
(b) e . . . . . .. s

Figure 3.31 Urea gel data of 20 uM holo-Tf, withsFHCI buffer, 4 mM (a) NE or (b)

Dop, and 0.4 mM Fz. The timeframe of iron removalsignificantly

reduced in the presence of Fz for NE Figure 3.7. Dop shows only a little
change from the addition of Fz and the profileimilar to that in Figure
3.9 (b)*

The 90 minute (91 % apo-Tf) marker in Figure 3.8), €orrelates with the onset
of the plateau region in iron(ll) expression (Figd.30 (a)), after this the rate of iron
loss from Tf is far slower than at earlier timesisTeffect of Fz also agrees with the
earlier mentioned decrease in the Fe-NE (or Fe-Bipijling signal that occurs with
increasing additions of Fz and is attributed tadasron reduction. The urea-PAGE
report for Dop with Fz varied only its reductioniodn-replete Tf mark, whilst N-mono
and C-mono termini remained iron bound, compareéi@.31 (b) with 3.9 (b).

The urea-PAGE data (Fz) and Fe(ll)-Fz absorptiarfilps were alike for both
NE and Epi, which is unsurprising given their samibehaviour thus far (data for Epi
not shown). Dop, however, showed a negligible éffemm the inclusion of Fz with
both techniques and only appeared to be influetge&z in the evolution of the Tf
EPR spectra. The competitive nature of the chlodad®ns from the Dop solutions
makes the results obtained more complicated in deoirates and extent of iron
removal. It is therefore of more limited use in ftoning a mechanism of iron
reduction. Suffice to conclude it does eventuatigergo the familiar transformation in
its Tf EPR spectrum, implying a much retarded wsrsof the mechanism may be
occurring. Furthermore, the chloride ions do natder the overall reduction in the
human Tf iron signal as shown in Figure 3.27, offdot the bovine serum samples

(Figure 3.23 (b)), where the spectral changes w@bdelare comparable to those
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occurring for NE and Epi. Though importantly thespeak for the sera samples had

not yet emerged.

Evidently, the timescale of Fe(ll) production frorecording the Fe(ll)-Fz
complex and the removal of iron from Tf using uRAGE (Fz) are both in good
agreement (for NE and Epi at least). This suggdstatecholamine mediated loss of
iron coincides with Fe(ll) generation. This comhneith the ferric iron binding
modifications observed from the EPR signals, albta a mechanism of reduction to

facilitate pathogeneses.

3.8 Conclusions

The current work uses EPR to explore the mechahismhich catecholamines liberate
iron, at physiological pH, from the normally inassible hosts transferrin and
lactoferrin. This removal of iron nurtures the gtbvef invading pathogenic bacteria in
blood or serum, which are well documented to miyltiphen in the presence of the
aforementioned neurochemica?s® The pathway for extraction of the strongly bound
ferric iron by catecholamines has to date, remakeledive, though the present study
provides further insight into the processes ocnogtri Additionally, this work
demonstrates the ability of EPR to detect redustiarthe transferrin bound iron signal
of human serum, when exposed to therapeuticallevagit concentrations of
catecholamines. This supports the possibility #RAR may have considerable medical

applications in predicting the onset of catechotemmediated infections.

The characteristic Tf and Lf, iron binding EPR silgnevolve over time. This is
triggered by the presence of catecholamines; noepprine, epinephrine, dopamine
and synthetic inotrope dobutamine. A decreasetansity of the Tf (or Lf) bound ferric
iron signal is accompanied by the generation ad@id signal. This is proposed to be
from the catecholamine now binding to the ferrimnifor the protein samples treated
with NE and Epi. However, for the solutions incleesiof chloride the new peak is
assigned to FegWith overlap from the Fe-CA. A number of factorse ahown to affect
the rate of catecholamine ferric iron binding. Argdhese is the structural size of the
catechol species, which often hinders access tohtds protein, interference from
competitive binding, as well as the time periodirafubation and the catecholamine
concentration.

Given the weaker binding affinity of catecholamiri@sferric iron in comparison

with Tf or Lf, it is difficult to envisage that dict abstraction from Tf could occtif "
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31 Evidence for a pathway of reduction from developtaein the EPR spectra in
combination with the complimentary techniques afadPAGE and ferrozine iron(ll)
binding, confirm the iron loss from transferrin ¢oincide with iron(lll) to iron(ll)

reduction.

The proposed route of iron extraction in sequenocdgero may involve the
following; entering the protein and complexing teetferric iron at the two specific
binding sites. Urea-PAGE suggests this occurs lher N-terminal prior to the C-
terminal. This forms a Fe(lll)-catecholamine complén addition to FeGlfor Dop) as
recorded using EPR and confirmed by the study oficfeand ferrous salts. The
reduction of iron(lll) occurs and is followed by (A catecholamine complex removal
from the protein. The complex extraction here isi@able given the far lower affinity
of Tf for an iron(ll) valency. Furthermore sincetazholamines likewise possess a
higher affinity for ferric over ferrous iron, theogsibility that some of the Fe(ll) is
detached from the catecholamine complex is als@idered. The rapid oxidation of
any uncomplexed iron(ll) species may be preventgdnblusion of an iron(ll) sink,
ferrozine, which is demonstrated to promote faatet more extensive removal of iron
from Tf. Fz may also loosely model the behaviourfesfous uptake systenas vivo,
suggesting iron theft should be enhanced in thegmee of bacteria. Quite reasonably,
the effect of Fz is shown to differ for Dop treat€fdsamples, when compared to NE
and Epi. The former reveals significant interfeeenn Fe(ll) production, which is
ascribed to competitive iron binding by the chleridns present, as earlier discussed.
While the presence of chloride ions is relevartlimically administered catecholamines
and processes occurring naturally in the bodys iat shown to interfere with the iron
binding ability of the low catecholamine concentras tested in this work.

It has previously been demonstrated that enterobéétgure 3.32 (a)) can both
extract Tf bound iron and access the bacterialfoelicrobial growth. This has been
proven for a number of pathogens, includigoli and Salmonella.™® Investigation of
the enterobactin (ferric uptaképnB) mutants for growth indicate ferrous uptake
systems in bacteri&(coli), may additionally be involved in the capture i released
from the catecholamine mediated interaction with Tierefore, it is proposed that
ferrous iron bound catecholamines can potentidlghave as pseudo-siderophores.
Moreover, this low molecular weight solute is sugjgd to promote growth of bacteria
when separated from the pathogeressa dialysis membrani@ vitro, which mimics the
physical conditions of a bacterial wall. A strueturepresentation of the possible

binding geometry of norepinephrine and iron is di&gal in Figure 3.32 (b). It parallels
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the proposed octahedral binding of ferric iron in enterobactin. A comparison of the two
structures in Figure 3.32 reveals considerable similarity and supports the pseudo-

siderophore model as a possibility.

In addition to behaving similarly to siderophores, with respect binding ferric iron
in Tf, catecholamines are revealed in the present work, to reduce Fe(III) to Fe(Il). This
is an ability of ferric reductases that are necessary to release bound ferric iron from the
siderophores, when internalised into the bacterial cell. Accordingly, catecholamines
appear to encompass the key features of siderophores and ferric reductases, both of
which prove essential to capture and use/store iron. This further strengthens the

potential role of catecholamines as pseudo-siderophores.
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Figure 3.32 Structures of (a) siderophore-enterobactin binding a ferric iron and (b) the
potential ferric/ferrous iron binding occurring for catecholamines such as
norepinephrine (pseudo-siderophore). While enterobactin can directly
source ferric iron, catecholamines like norepinephrine pictured are
proposed to reduce the ferric iron to an accessible form to assist the

bacterial acquisition.

The ability of pharmacologically administered catecholamine concentrations is
also shown to visibly alter the iron binding status of human serum, which has
demonstrated links with increased virulence.*® It is well reported that patients in ICUs
are more prone to develop infections through heightened stress levels and more than

half receive catecholamine support for renal and cardiac functions.® ' ?° Here the
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catecholamines, both generated and administerelikahg to reveal an additive effect.
Notably, a concentration of 3BV has been measured vivo following infusion with
only a low-medium dose of DdpConsequently, the steady catecholamine mediated
removal of iron from such patients suggests thieiodb could become a more accessible
nutritional source for bacteria, thereby supportpaghogenic growth. Moreover, the
assessments in this work have only involved a siaddition of catecholamini vivo

this would be continuous, along with simultaneoatecholamine removal, though it is
the interplay between the two processes that gevd final serum concentration and

it is often variable between patients, thus reguingensive testing.

This clinical implication highlights the role of BPas a potential diagnostic
technique. A rapid and suitably sensitive assessimgiEPR of the serum from at risk
patients could be completed within minutes. Thisuldodetermine any enhanced
vulnerability to infection through compromised iratontent in their serum Tf.
Furthermore, the ease of sample retention (in fpédem) after recording is non-
wasteful and enables further analyses to be peddrron the same sample.
Additionally, the use of liquid nitrogen temperasirthroughout this work, which is

widely accessible in hospitals, only adds to itgesb.

The limited supply and strict blood handling regulas deterred any further
investigation into human blood samples during threetperiod permitted. Nevertheless
the primary aim of this work has been demonstrated.

3.9 Future Work

Clearly an in depth EPR examination of the effaftphysiological catecholamine
concentrations on human transferrin is requireayder for this to be a realistic method

to probe clinical samples. This, could be achietnedugh, for example,

* A greater pool of samples; spanning from healthiym@ers to more infection
prone ICU patients, to certify that a modificatiorthe EPR signal is observable
among all catecholamine inclusive solutions. Initald, this could give insight
on the other multiple species in blood, which magoahave varying
implications on the signal evolution with time.

* Obtaining samples from psychologically stressedividdals, to assess the

impact of naturally produced catecholamines, oir fifeserum iron content.
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« Blood samples taken before and after inotrope stipfmdirectly probe for an
additive effect, from two or more infused catechulzes, or from
catecholamine metabolism.

» Assessing the EPR spectra of serum samples exposstains of gut born
bacteria, as was attempted earlier in this workEfooli. This would identify the
extent of iron removal, over that occurring in Hiesence of the catecholamines.

* Localised investigations of the catecholamine Ténactions during sepsis.

* Monitoring of the time period for the Tf bound sajrio return to the original
signal shape/intensity following catecholamine esgpe. This could be used to
examine any long term effects, since bacterialleirce is known to increase
after a much shorter exposure period of only 4-6réd

» A parallel study of Lf, since this source of ir@sides in an environment of the
body where bacteria are abundant and it has atcdsxh NE and Dop as well

as an array of bacterial species.

If indeed EPR can consistently reveal an alteratmothe binding characteristics
of transferrin for low catecholamine concentratiats role in studying stress levels in

patients and susceptibility to infection could bealuable.
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4. A Novel Bisacylphosphine Oxide Photoreaction

This chapter focuses on uncovering the identities of the previously unobserved radicals
that are produced when BAPO (Figure 4.3) is irradiated in alcohol or water containing
solutions. This new photochemistry is firstly probed using TREPR spectroscopy, to
investigate the route of radical formation and construct plausible reaction mechanisms.
This is followed by performing DFT calculations to evaluate the likelihood of formation
of these proposed radicals, by estimating their hyperfine coupling constants, which are

then compared with the recorded spectroscopic data.

Free radical polymerisation for crosslinking monomers is commonly used in
industry to solidify and harden materials, this process is called curing. While
conventionally polymerisation was heat initiated, the benefits of increased selectivity,
heightened production speeds and quality, combined with less environmental waste has
seen photocuring prevail as the most desirable technique for polymerisation. It now
replaces the aforementioned thermal curing for the majority of applications in the
coatings, inks and adhesives industry, as well as expanding the application further afield
to microelectronics, and photoimaging technologies.*

The TRIR spectrometer allows the photoreactions of a variety of commercially
available photoinitiators to be studied.? * The common feature among them is the
efficient UV initiated generation of a benzoyl radical (CsHsOC") or substituted
analogue. This absorbs at a distinct carbonyl frequency, v¢-o, that differs significantly (~
150 cm™) from that of the precursor molecule. The benzoyl radical by virtue of its
absorption in the 1780 cm™ to 1880 cm™ region of the infrared spectrum, absence of
competitive processes and easily manipulated lifetime, is an ideal candidate to monitor
magnetic field effects using the TRIR spectrometer described in Section 2.2.1. Two
types of precursor molecule were used for the work described in this thesis, the first
were organic a-hydroxy ketones. These include ahp (as discussed in Section 2.2.6.1.2)
and to a far lesser extent 2-hydroxyethoxy-2-methylpropiophenone, mhp. Both of these
were used to probe reverse micelles and the former used to investigate viscosity effects,
in Chapter 5, their structures are also given therein. The second group of molecules
studied are the acyl phosphorous oxides. These are introduced in this chapter and were
investigated for their unique spin properties that occur as a result of the large hyperfine

coupling in the generated phosphorus radical.
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Figure 4.1 The photoexcitation of a-hydroxy ketones occurring via classical type |
cleavage, to produce a RP. The benzoyl moiety features a v.-, absorption at
~ 1820 cm™, which allows it to be recorded using the TRIR spectrometer.

The photochemistry of o-hydroxy ketones is well understood and follows the
general scheme shown in Figure 4.1.3 When exposed to UV radiation, an electron in the
a-hydroxy ketone precursor is promoted to the lowest unoccupied molecular orbital
(LUMO), thereby destabilising the molecule. Refer to the Jablonski diagram in Figure
4.2. From the resulting singlet excited state (S;), the molecule undergoes intersystem
crossing (ISC) to the lowest triplet state (T,), followed by fragmentation of the a-carbon
bond.>® This process is called type | Norrish cleavage, and all the molecules discussed
in this work cleave in this manner. The rate of cleavage is revealed as dependent on the
substituents R3 and Ry and occurs faster for para-unsubstituted mhp than ahp, due to the
selective nx character of the lowest triplet state.® The resulting radicals are separately
able to initiate polymerisation. The rate of polymerisation among the different benzoyl
radicals is again dependent on the nature of the substituent, R, to R4 (on the ring). An
increasingly substituted ring structure favours faster addition to unsaturated species,

such as thiophenol and n-butylacrylates.®

Photopolymerisation and photocuring technologies are constantly evolving. This
is achieved through the design of novel and specific initiators for specialist applications
such as the coating of wood, plastics and inks. For the curing of clear lacquers, specially
formulated photoinitiators have been available for years, however, the same is not true
for the curing of pigmented lacquers.” Pigments determine the colour and opacity of
materials and it is this colour that poses many additional obstacles in the formulations
for curing pigmented systems. Coloured coatings compete with the photoinitiator for
absorption of incident UV light and the remaining amount of near UV-vis radiation ( >
300 nm) that passes through the pigmented solutions is not adequately absorbed by the
photoinitiators used for clear coatings. The result is a slow or incomplete

polymerisation, rendering the same photoinitiators unsuitable for use with pigmented
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solutions.® Attention has therefore shifted to the development of new photoinitiators,
which possess a higher molar absorption in the 300-400 nm range. However, the
efficiency of the photocleavage described by the quantum vyield, @, is often

compromised when modifying molecules to attain this shifted absorption.®

a-aminoacetophenones® and thioxanthone® derivatives were found to possess this
desired quality and a combination of both their functionalities served to increase their
efficiency further.!* This propelled their popularity in commercial applications
involving printing inks and electronics. Undesirably, the tendency of these derivatives
to impart a considerable yellowing to the finish upon polymerisation of thicker layers
deemed them unacceptable for the curing of white pigmented coatings.*

Sn
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Figure 4.2 The Jablonski diagram to illustrate the possible transitions between the lower
electronic states of a photoexcited molecule. The straight arrows indicate
radiative processes, and the zigzagged arrows are non-radiative. The
example molecule contains an even number of electrons with no orbital
degeneracy, and the vibrational levels have been omitted from the diagram

for simplicity.
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4.1 Mono and Bisacylphosphine Oxides

The breakthrough arose from monoacylphosphine oxides (MAPQs). These have existed
for decades in some areas of industry, although, have only recently emerged in radiation

curing. Specifically in the manufacture of white furniture coatings, and thick sections.™

Among the key properties of MAPOs is the extended absorption into the visible
region, which occurs at Amax = 380 nm and can be assigned to the n — m* transition. As
well as travelling relatively unhindered through pigments, these longer wavelengths (~
400 nm) allow the curing of deeper layers than achieved by previous methods, with
depths up to several centimetres noted in some applications.'® The peak absorbance
centred around 230 nm (m — m*) proves particularly valuable for surface curing
processes. The high energy photons associated with this short wavelength increase the
rate of radical formation and consequently polymerisation. Moreover, the yellowing of
coatings often encountered with other photoinitiators disappears upon curing, along
with the long wavelength absorption due to the acyl-phosphinoyl bond. This allows

radiation to travel progressively further through the coating.®

Monoacylphosphine oxide (MAPO), commercially recognised as Darocur TPO,
forms the basis for a new class of photoinitiator which are derived from variations of
this molecule.” The structure of MAPO is included in Figure 4.3 (a) for reference. These
derivatives as well as MAPO are capable of producing a smooth, colourless, transparent
finish, however, are limited in the depth of the coating film that may be applied to a
given surface. For this reason alternative acylphosphine oxides are necessary to meet
the more rigorous demands during polymerisation and are supplied in the form of
bisacylphosphine oxides (BAPOs). BAPOs encompass all the benefits of MAPOs plus
an increased efficiency driven by the ability to generate up to four highly reactive
radicals upon irradiation. Each of these radicals is an effective photoinitiator, serving to
increase the overall rate of the radical reaction, over that achievable with MAPOs. This

makes these molecules very valuable for use in polymerisation reactions.*?

CHs CH; HsC
o)

HsC C—P—FPh HsC c—pP—cC CH3
Ph Ph
(a) CHs (b) CHj HsC
Figure 4.3 Structures of (a) (2,4,6-trimethylbenzoyl)diphenylphoshine oxide (MAPO)
and (b) Bis(2,4,6-trimethylbenzoyl)phenylphosphine oxide (BAPO).
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The UV-vis absorption profile of BAPO reveals a Anax = 368 nm, a value lower
than for the aforementioned MAPOs. Though, it is the bathochromic shift of the
n — 1 transition that gives BAPOs a higher molar absorption at wavelengths of > 400
nm, thus allowing the through cure desired, and adding to their widespread appeal.
BAPOs like MAPOs photobleach the material after UV exposure and polymerisation,
leaving a white appearance as opposed to the off white encountered with other
photoinitiators.?  Although this photoinitiator was developed primarily ~for

manufacturing dental materials, it has since found extensive use in industry.*®

4.1.1 The Reactivity of Mono and Bisacylphosphine Oxides and Investigation
of the LFE

It has been well documented that upon irradiation, both mono and bisacylphosphine
oxides undergo rapid a-cleavage, proceeding via a short lived triplet state (1 < 1 ns), to
produce an acyl-phosphinoyl RP with high efficiency (® = 0.56)."*'° The
photochemical route parallels that described in Figure 4.1 for the a-hydroxy ketones,
though cleavage for these phosphorus molecules is faster and more efficient.® Both of
the resulting radicals have been extensively studied. In particular, attention has focused
on the structure and reactivity of the phosphorus based radical,® ** *" * which is found
to be a few orders of magnitude more reactive than the benzoyl radical towards olefins.

The relative reactivities and the polymerisation progress of numerous mono and
bisacylphosphine oxides have been studied using a variety of techniques. The most
abundant reports feature TREPR and laser flash photolysis (LFP) with the latter used
solely for the direct detection of the phosphinoyl radical using near visible light.!”%
The application of TRIR spectroscopy is far less common. However, has been used to
probe the v, stretch of the resulting 2,4,6-trimethylbenzoyl radical, with an IR diode
laser in a manner similar to that described in this work. The study investigated the
addition of the resulting carbon based radical to species, such as thiophenol (PhSH) and
quencher CCI3Br (also used in Chapter 2). These species alter the lifetimes of the
transient IR curves and yield information on the addition rates.”* The corresponding

rates for the phosphorus radical were for this study again determined from LFP.

More recently TRIR spectroscopy and S*TRS have identified combination
products from the photolysis of MAPO.® The TRIR system was able to detect only the

benzoyl* radical. Whereas, S°TRS was used to monitor the deletion of both the V=0,

T Acyl radical and benzoyl radical are used interchangeably.
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and vp-o ground state absorptions of MAPO, upon photolysis. Simultaneously, S°TRS
also recorded the generation of the transient radicals, occurring 1.1 ps following the
laser flash. The trimethylbenzoyl radical absorbed at the usual 1800 cm™, and the
phosphorus radical at 1160 cm™. Given that the photolysis of MAPO was performed in
acetonitrile, the lifetimes of the radicals were only several microseconds and within 5 ps

the dimerised product of a pair of phosphinoyl radicals was detected.

Many similar accounts of the reactivity of the MAPO and BAPO phosphorus
radicals as well as their derivatives can be found in the literature."® " # % Their relative
reactivity can be attributed to the degree of s-character in the SOMO, in combination
with the localisation of electron spin on the phosphorus atom.'” Since the SOMO
dictates the local geometry around the phosphorus centre, the greater the amount of s-
character of the SOMO, the more pyramidal the adopted shape will be. An increasingly
bent structure, as found in MAPQSs, provides easier access to the lone electron for
subsequent reactions. This explains the heightened reactivity of the radical, over that
encountered with BAPOs and also rationalises their respective hyperfine coupling
constants. The hfc for the MAPO phosphorus radical is invariably higher than the
BAPO, due to the partial delocalisation of the spin into the phenyl ring for the latter
structure. It is this demonstrated high reactivity, which has ensured that phosphorus
oxide derived photoinitiators now play a fundamental role in many commercial

polymerisation processes.*®

Previous analogies have been made between acylphosphine oxides and aryl
ketones (such as the a-hydroxy ketones); however, the spin properties of acylphosphine
oxides differ considerably. Notably the hyperfine couplings between the lone electron
and the phosphorus radical centre are typically in the region of 40 mT, in contrast to the
carbon based radical centre, which exhibits a typical coupling of ~ 2 mT. This large
hyperfine coupling exhibited by the phosphorus centred radical, when partnered with a
small coupling makes the RP produced upon photolysis of the acylphosphine oxides an
ideal candidate for generating a broad low field effect.?* * The LFE is more
pronounced for RPs with large hyperfine couplings (a), and/or longer lifetimes (z),
from the relationship 77! « a, (see Section 1.5.1). So again, in reference to aryl
ketone molecules that generate radicals in a similar environment to the acylphosphine
oxides (i.e. both have identical lifetimes), the LFE for the phosphorus RP will
inherently be larger. This therefore allows a more detailed exploration into the
environmental factors that affect the magnitude of the field effect. The LFE from the
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photolysis of MAPO has formerly been observed to extend up to 50 mT in encapsulated

24,25

spin chemistry studies, though remains unstudied in different RP environments.

In this work, measurements of the magnetic field effects from the MAPO and
BAPO (Figure 4.3) derived radicals in viscous homogeneous solution were recorded.
An unexpected MARY dependence for BAPO led to a more detailed investigation using
time resolved EPR spectroscopy. This combined with theoretical predictions of the
hfccs assisted in unravelling the mechanism of the recorded photochemistry.

4.2 Results and Discussion

4.2.1 The Unusual Magnetic Field Effect

20 mM of MAPO and BAPO each prepared in cyclohexanol were flowed through the
CaF, cell of 0.1 mm pathlength, at a speed of 1.7 ml min™. The decay curves were
recorded for various field points ranging from 0-37 mT, with the magnetic field
consecutively off, then on for 2000 averages to obtain the resulting MARY data
displayed in Figure 4.4. This data is presented as a % MFE vs. magnetic field strength

plot, in accordance with Equation [2.2].

The MAPO photoinitiators exhibit the expected LFE.* Since cleavage proceeds
through the triplet state, the spin Hamiltonian describing the generated RP possesses a
higher triplet character (i.e. the RP is triplet correlated). This ensures that any
recombination occurring is as a result of S-T mixing. To reiterate the discussion in
Chapter 1, the effect of a weak field is to enhance the amount of S-T mixing over that
occurring in zero field conditions, by removing the spin-state degeneracies present. This
supports a higher proportion of singlet recombination arising in the geminate cage,
which for isotropic homogeneous solution occurs within 1 ps. This, however, cannot be
distinguished from the f-pair phase in the current setup, since both are measured at the
same frequency. Therefore the observed field effect most likely arises from both g- and

f-pair recombination effects.

The recorded kinetic curves confirm enhanced g-pair combination, by revealing a
lower radical yield compared to the zero field condition, thus proving a reduction in the
number of f-pairs escaping the cage. By processing the radical decay data using
Equation [2.2], the sign of the resulting MARY data differs from a conventional MFE,
and gives rise to the witnessed LFE. This result is consistent with the radicals expected

from type I a-cleavage, as shown in Figure 4.1. It is the strong hfc in the phosphinoyl
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radical combined with the negligible hfc in the benzoyl radical, which has generated

such a substantial LFE, an occurrence that is often noted in literature.?> % %

There is considerable similarity between the radicals known to be formed from the
photocleavage of MAPO and BAPO. They feature identical benzoyl radicals and vary
only in their respective counter radicals. Therefore, a comparable field dependence was
anticipated for BAPO with perhaps a change in the depth and position of the LFE, due
to lower hfc in the phosphorus based radical. Clearly, the observed field dependence for
the BAPO derived RP is distinctly different. There is no evidence of a LFE. Indeed this
pair appears to demonstrate an opposite phase field effect, in line with a conventional
MFE, arising from gradual triplet state (T.) removal through the Zeeman effect. This
limits the spin-state mixing to the S and Ty states, causing an increase in the number of
RPs escaping the cage and manifests as a higher proportion of radicals recorded using
the IR beam. To probe for a definite MFE higher magnetic fields than those used here
would be necessary, requiring up to 600 mT to observe MFE saturation in the case of

the micelle encapsulated MAPO radicals.”

This result is difficult to account for if the RP is indeed the expected one. All
current evidence would predict rather similar behaviour for both the MAPO and BAPO
derived RPs unless their lifetimes were obviously different. This unusual behaviour led
to further investigation of the photochemistry of these two reactions in more detail,

using time resolved EPR spectroscopy.
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Figure 4.4 The MARY curves recorded for the A MAPO, and e BAPO derived RPs in
cyclohexanol solution, conducted at different magnetic field strengths in the
range 0-37 mT, at room temperature.”” The MAPO radicals display a clear
LFE. Whereas the BAPO radicals show no such LFE and immediately show

the onset of a typical MFE, with very shallow field dependence.
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4.2.2 The Time Resolved EPR Investigation of BAPO

The TREPR spectra obtained from the laser flash photolysis of MAPO and BAPO in
acetonitrile are presented in Figure 4.5 (a). Both the MAPO and BAPO spectra clearly
exhibit three enhanced absorption peaks and reveal signs of CIDEP. This confirms that
the radicals were produced via triplet mechanism (TM) polarisation, occurring as a
result of a non-Boltzmann population distribution among the electron spin levels, on
intersystem crossing to the triplet excited state (Section 2.1.4.2 for CIDEP). The

selective population of the energy levels is retained in the generated radicals.

The large doublet originates from a phosphinoyl radical, whilst the inner peak can
be assigned to the carbon based benzoyl radical, whose couplings are unresolved at this
sweep width. This result is in accordance with the expected photochemistry and
previous findings.'® The two spectra only differ in their respective 3P hfccs, where the
value for the BAPO phosphorus radical (26.6mT) is significantly lower than that from
the MAPO phosphorus radical (37.2mT). This variation can be rationalised by the
frontier orbital approach and the amount of s-character in the SOMO, as mentioned

earlier (see Section 4.1.1)."
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Figure 4.5 The TREPR spectra from the photolysis (266 nm) of 10 mM MAPO and
BAPO in nitrogen saturated (a) Acetonitrile, and (b) Cyclohexanol, recorded
500-1000 ns after laser excitation. The peaks are as follows, o benzoyl
radical, ® phosphorus radical, ¢ unknown radical species. All the spectra are
highly spin polarised in enhanced absorption, and reveal only slight

distortion of the high and low field lines.
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The TREPR spectra for MAPO and BAPO photolysed in cyclohexanol are
presented in Figure 4.5 (b). In this solvent the spectrum obtained for MAPO is
effectively equivalent to that obtained in acetonitrile and in previous literature studies.*®
It exhibits a hyperfine coupling of 37.2 mT for the phosphorus based radical, alongside
the expected central benzoyl peak. The BAPO spectrum, however, is markedly
different. The phosphinoyl peaks with a 3P hfc of 26.6 mT, and the central benzoyl
peak are still present, but additional strong spectral lines are also observed. These
consist of two additional sets of doublets; a small central doublet with a hyperfine
coupling of 2.9 mT, and a much larger doublet with a coupling of 49.8 mT. These
previously unobserved spectral features indicate that the photochemistry in this system
is much more complex than originally anticipated and suggested by the TREPR spectra
recorded in acetonitrile. This result can be explained either by a completely different
photochemical pathway or by competition between the existing a-cleavage process and
an additional reaction. Consequently, further investigations were performed using
TREPR experiments to gain insight into the nature of the observed species.

The spectra were recorded for 10 mM BAPO photolysed in acetonitrile with only
5 % cyclohexanol by volume added, where again, the same behaviour was observed. By
viewing the relative time decays and evolution of the various radical species, the BAPO
TREPR datasets can provide additional insight into the origin of the unknown radicals.
Figure 4.6 shows the data from the photolysis of BAPO in the acetonitrile/cyclohexanol
mix displayed in two forms, mode 2 and mode 1, respectively, as described in Section
2.1.4.1. It is important at this stage to remember the decay of a particular spectral line
can be influenced both by the removal and relaxation of the radical species involved, so
it is not necessarily a definite reflection of the lifetime of the radical generated.

The first dataset (a), is composed of the TREPR spectra collected 100-1000 ns
following the laser flash, with integration performed every 100 ns. While (b), displays

the lifetimes for the individual radicals formed.

The most striking feature of time decay (b), is the longevity of the radical
responsible for the small doublet, which remains prominent long after 4000 ns has
elapsed. Both sets of data reveal the original phosphinoyl radical signal to decay most
rapidly, closely followed by the benzoyl radical, which dominates the early spectra (~
100-300 ns) in (a). The signals absent from the acetonitrile spectrum are shown to

reach a maximum later in time than either of the previously identified radicals.
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Figure 4.6 (a) The TREPR spectra for 10 mM BAPO photolysed in a nitrogen saturated
acetonitrile and cyclohexanol solvent mix. The spectra are shown after
integration is performed at 100 ns time intervals. (b) Is the corresponding

time dependence for each of the radicals featured in (a).

The first conclusion that can be drawn from this data is that the four unidentified signals
absent from the acetonitrile spectrum do not originate from the same radical, but most
likely come from at least two different species. It is also feasible that the delay in the
appearance of the CIDEP signals, for the two new signals, implies that they are
generated from one or both of the original radicals. Though for the radical with the large
hfc, the relaxation time looks similar to the original two radicals and thus the change in
the rise time of the signal seems best explained by its generation through a secondary
process. For the new signal with the small hfc, the relaxation time is much longer,
which may also lengthen the rise time. Importantly, there is no evidence to suggest that
the traditional phosphinoyl/benzoyl radicals are formed from the new radicals in this

system.

Formation of the two new signals in a sequential process is certainly worth
consideration based on the delay in their generation. Particularly since BAPO has, in
certain polymerisation reactions and spin trap studies, been shown to undergo o-
cleavage of both carbonyl moieties after addition to an adduct, or by forming a
combination product. However, this often occurs through continued irradiation of the
same sample, and may not necessarily be as relevant here.™® *” The possibility of a

sequential reaction is explored further in Section 4.2.3.2.

A number of conclusive factors were revealed by the aforementioned sets of data,
and collectively these aided to construct the initial photochemical mechanism. These

key factors are summarised as the following,
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e The photolysis of BAPO in solutions containing cyclohexanol generates at least
two radical species not observed in the photolysis of BAPO in pure acetonitrile.

e The signals from the phosphinoyl/benzoyl radicals are stronger than new radical
signals at very early times, so it is reasonable but not necessary, to suggest that
the new radicals may be formed from the conventional RP.

e The new radical with the 2.9 mT coupling relaxes relatively slowly.

Thus it appears that the presence of cyclohexanol is critical to the formation of the
previously unobserved radicals. The most likely event to occur in this system is a
nucleophilic attack between the alcohol group of the cyclohexanol and the carbonyl
group of the BAPO molecule, to form a hemiketal. Previous studies of acylphosphine
oxides®® have concluded that the presence of the phosphine oxide group can enhance the
reactivity of a carbonyl group with respect to hydration and hemiketal formation and
such a process is likely to be more effective in BAPO than in MAPO. If hydration were
to take place in MAPO, the conjugation of the benzene ring to the carbonyl group
would be removed. Therefore the molecule would no longer absorb in the correct region
of the UV for flash photolysis, resulting in an absence of radical signal in the mid IR,
and TREPR spectra. As a consequence if any pre-reaction does occur for MAPO, it
remains silent to the spectroscopic methods used here. Since BAPO contains two
benzoyl groups, it is possible for one to be converted to a hemiketal and for the

molecule to continue exhibiting benzoyl group photochemistry.

To further test this hypothesis, the photochemistry was observed with a range of
solvents possessing a different propensity for hemiketal formation. Propan-2-ol and
water were both selected to confirm that it is the reaction with the OH group that is vital
for the creation of the additional species. Ethane-1,2-diol was chosen based on the
presence of two alcohol groups and therefore the potential to form a cyclic ketal. Two
alcohols considered poor at hemiketal formation were also investigated.
Trifluoroethanol due to its much lower pKa (reduced nucleophilicity of the OH oxygen)
as well as t-butanol, which despite having the highest pH, is likely to experience

hindrance when forming hemiketals due to steric crowding.

Figure 4.7 shows the TREPR spectra obtained in these five systems, with the
results being in good agreement with the earlier predictions. Propan-2-ol and water both
clearly display signals from the new radical species. In ethane-1,2-diol, the additional
peaks are more dominant and the hyperfine coupling measured between the outermost
peaks is significantly larger than for the other alcohols, indicating the solvent molecule
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must in some way be attached in this radical. Notably there is also an additional doublet
present (barely visible) with a hyperfine coupling of 38.1 mT, the likely origin of this
new signal is from the formation of a cyclic ketal. Only a very weak signal is observed
in t-butanol as expected due to the steric reduction in the OH availability. The hyperfine
coupling between the outermost peaks is, in this case, smaller than for propan-2-ol,
again indicating the presence of some part of the alcohol molecule in the radical

responsible for these peaks.

Encouragingly, the stronger acid, but poorer nucleophile trifluoroethanol, also
reveals the anticipated behaviour. It exhibits almost exclusively the photochemistry
recorded in acetonitrile and a negligible signal from the new radical species. A final
important observation stems from the size of the new small hyperfine coupling constant
(2.9 mT in cyclohexanol), which also subtly appears to vary across the different
solvents. This suggests the solvent may likewise be attached in the radical causing the
smaller doublet. On the basis of these results, hemiketal formation was proposed as the

primary reaction step leading to the generation of the new TREPR signals.

Also noteworthy at this stage is that in addition to the TREPR studies, *P NMR
experiments were performed on BAPO dissolved in various alcoholic solvents.
However, the results proved unequivocal and DFT calculations were undertaken to

better understand the observations from the TREPR results.
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Figure 4.7 BAPO photolysed in acetonitrile with varying alcohols and water added, to
determine the influence of the solvent on the produced radicals. The
observation time window for these spectra is from 500 to 1000 ns after laser

induced photoexcitation.
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large unknown coupling. R is dependent on the reaction medium.
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4.2.3 Possible Mechanisms Occurring

Suppose, as a result of the nucleophilicity of the solvent (alcohol/water) and prior to
photoexcitation, an equilibrium were established between BAPO and its
hemiketal/hydrate form. Then, since both forms contain the absorbing chromophore,
they would both be capable of undergoing photoexcitation during the laser flash.
Clearly the regular form of BAPO would give rise to the photochemistry as observed in
acetonitrile, so requires no further attention. The photochemistry of the resulting
hemiketal would however, upon photoexcitation and subsequent ISC to the T, state,
undergo a-cleavage by photolysis, to produce the acyl-phosphinoyl RP, as shown in
Figure 4.8.

The phosphinoyl radical produced is a potential candidate for the unassigned EPR
doublet featuring the 49.8 mT hfcc in cyclohexanol. Here, considering the group
adjacent to the central phosphorus is now a four-coordinated carbon centre, the radical
(1a), may adopt a more tetrahedral (Td) structure than the MAPO derived phosphorus
radical and accordingly give rise to a larger hfc. This phosphinoyl radical, upon
intramolecular rearrangement, may potentially generate a carbon centred radical capable
of producing the small hfcc of 2.9 mT (see Mechanism 1 of Figure 4.8). In principle, the
hfc in this radical should depend on the nature of the attached alcohol. The EPR data
from the various alcoholic solutions given in Figure 4.7, reveal such a change to occur
for the small coupling. This effect is best demonstrated by the spectrum recorded in

ethane-1,2-diol when compared with the analogous spectrum in water.

Alternatively, after initial hemiketal formation and cleavage of the molecule by
photolysis, a cyclic mechanism, via a stabilised five-membered ring may dominate. This
would produce the three possible structures shown in Mechanism 2 of Figure 4.8. The
tautomeric interconversion between the radicals 2a = 2c is likely to be slower than the
timescale of spectral recording. Therefore, as a consequence of the added stability of
one these resulting radicals, it alone may be responsible one of the unassigned signals in
the TREPR spectrum.

From these mechanisms, five radicals with the potential to generate the additional
peaks in the TREPR spectra exist. The next logical step, with the aid of computational
chemistry, was to estimate the hfccs for these radical structures to determine their
feasibility. To eliminate unnecessary computational time, the solvent in which the

reaction occurs was assumed to be water and thus, R = H, where applicable. The details
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of the calculations performed are discussed in the following passage, while a brief

theoretical background to the calculations can be found in Section 2.4.

4.2.3.1 Density Functional Theory Calculations on the Potential Radicals

For the perfect correlation of calculated hfccs with experimental data, top level post-HF
methods are required. This results in a complex wavefunction and entails the use of
large basis sets, both of which are computationally demanding. Consequently, these are
unrealistic to perform for larger molecules of the kind discussed here. Efforts have
therefore focused on alternative methods, such as DFT, which prove reliable whilst
sparing excess computational time. Theoretically DFT, through its account of electron
correlation has the ability to generate well correlated spin properties. A number of
studies have explored this possibility, though literature specifically on calculating the
isotropic hfccs of phosphorus centred radicals is sparse, 2

fewer still, 23032

and those using DFT are

Different functionals for DFT calculations have been shown to generate very
similar optimised structures,® and work by Nguyen et al*® suggested that the B3LYP3*
% functional yields relativity accurate coupling constants for *'P. The most relevant

work from literature was conducted by Hermosilla et al ** 33

who likewise opted for the
B3LYP functional and deduced a protocol for estimating isotropic hyperfine couplings
for radicals similar in structure to those in the present study. This proceeds from the
B3LYP/6-31g* combination of method and basis set to find the minimum energy.
While reserving the more computationally expensive combinations B3LYP/TZVP and
B3LYP/cc-pVTZ (or cc-pVQZ for medium sized molecules) solely for the single point
(SP) calculations, performed thereafter, to predict the hfccs of the radicals. A
comparison of these results with the previous study by Nguyen et al,*® which both share
some common radicals, reveals a consistently lower minimum energy configuration
from the 6-31g*/B3LYP optimised structure, over analogous calculations performed
with MP2. However, the hyperfine couplings estimated from each do not necessarily
correlate better for the lower energy structures, and generally MP2 generated structures

are recognised to better reflect the experimental geometries.

The same protocol as Hermosilla et al was followed for the MAPO and BAPO
derived phosphorus radicals, as well as the proposed structures (1a, 1b, 2a, 2b, 2c)
indicated in Figure 4.8. Initially the HF energy was evaluated by calculating the
partially optimised structure using the minimum basis set STO-3g*. After this DFT
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calculations with the B3LYP functional were performed, followed by exchange of the
basis set for the moderate 6-31g*, where the calculation was repeated. Finally, full
structural optimisations using tight then very tight optimisation constraints were
undertaken to determine the final geometry. Single point calculations were performed
on the resulting equilibrium structures using the B3LYP/TZVP basis set, while
maintaining the same DFT method. To determine the influence of a higher level of
theory on the hfccs, by increasing the number of basis functions, the cc-pVTZ set was
applied to molecules with atoms greater than 17 and the cc-pVQZ (consisting of more
basis functions) for radicals with atoms fewer. This is also in accordance with the

literature.

Information regarding the resulting energies, bond angles, and hfccs for the
MAPO and BAPO derived phosphorus radicals is located in Table 4.1. The MAPO
derived phosphorus radical generates a *'P hfcc of 29.7 mT, which is equal to that
calculated for a structure investigated by Hermosilla et al.** Both also have near
identical ground state energies. The literature radical however, appears to feature a P-O
bond as opposed to the P=0 here. This may therefore be an indication of the length of
the P-O bond, or a representation solely showing o-bonds as the nature of the bond will
be revealed in its length, which is not given. The P=0 bond length of 1.52 A in both
MAPO and BAPO phosphorus radicals is in agreement with the expected values of
1.519 A for a molecule of the form RP=0 where R is an alkyl, or aryl group.*

The starting geometry at the phosphorus centre, from planar and Td, were also
recalculated for the MAPO radical to confirm that a consistent minimum energy and
associated hfc were attained. When locating the minimum energy structure for the Td
arrangement, it was necessary to fix select angles in the two phenyl rings. This was due
to the size of the radical and the extent of distortion (of the starting geometry) from the
already established near planar equilibrium geometry. This allowed only minimum
movement in the rings while the majority of the motion occurred around the spin
bearing phosphorus centre. Accordingly, this was also repeated for the planar initial
geometry for consistency, these results are both given in Table 4.1. There were two
methods used for restraining the motion of certain bonds and angles in the molecular
system. The first was by listing the constants, which restricted the movement of the
listed angles and bonds, through the bonds, allowing easier location of the minimum
energy. However, on instances where this was not sufficient the redundant internal
coordinates were fixed. This allowed the chosen bond lengths and angles to be defined,

holding atoms in relative position rather than restricting the movement through existing
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bonds. This method inherently reduced the associated computational time, by
eliminating the need to locate the equilibrium position of the chosen moieties. An
example of which are the methyl groups; known to be most stable in their Td
arrangement. This method is justified since the chosen bonds/angles involved would not
alter significantly during the course of the calculation and could be confirmed by
referring to the bonds angles and lengths in the unconstrained molecules. After
completing the various steps towards a tight convergence the output was then taken and
re-optimised with all the bonds and angles mobile to ensure the minimum was located.
All instances fixed, or not, generated exchangeable *'P hfccs and equilibrium energies;
however, the original MAPO radical structure remains the most stable. Equivalent
calculations were performed on the BAPO phosphorus radical, including the planar and
Td starting geometries. Similarly, there was little variation among the energies and *'P
hfcs attained. For this radical the methyl groups joined to the phenyl rings were
additionally fixed in their relative positions and movement for these structures focused
around the phosphorus and carbonyl group. Likewise here, the original structure was
not fixed, thus required many additional steps and starting geometries to locate a stable

configuration.

Notably, the dihedral angles around the phosphorus for the MAPO and BAPO
radicals are in accordance with the anticipated shape based on the s-character of the
SOMO orbital. The BAPO radical is more planar at 127.3 °, than the MAPO, 124.6 °,
though the difference is small and not obvious from the orientations depicted in Table
4.1. The predicted 3'P hfccs are underestimated by approximately 6.0-7.5 mT when
compared with experimental values of 37.2 and 26.6 mT collected earlier in this chapter
(refer to Figure 4.5). The use of the triple-{ cc-pVTZ basis set combined with the
B3LYP functional did improve these predicted values at a considerable cost in
computing time. A greater than fourfold increase was required over that for the
equivalent TZVP single point calculations, for only a modest gain in accuracy (see
Table 4.1).

Given the documented reduction in computed errors (often from cancellation
rather than the intrinsic quality of the method) when calculating phosphorus radical
geometries using MP2, over analogous calculations with DFT, a single MAPO radical

calculation was performed at this level

The calculation was undertaken to firstly
determine the improvement in the hfcc and secondly, if this could be matched by SP
calculations using a more expensive basis after the initial DFT geometry optimisation.

The results for this are located in Table 4.1 in the row labelled MAPO’. There is also an
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account of the radical geometry and associated hfcc, which was estimated using the SP
calculation described earlier, as well as at the MP2 level with the same basis set
(TZVP). Clearly the hfccs from the MP2 geometry are closer to the experimentally
determined hyperfine couplings. This is a consequence of the structure around the
phosphorus being more bent than that attained from the DFT optimisation, cf. dihedral
angles of 120.8 ° with 124.6 °. The extent of improvement however, does not validate
the more than threefold increase in the total computing time for the geometry
optimisation at MP2 level (time not shown). Particularly since the result from the SP cc-
pVTZ* after DFT optimisation differs by less than 1 mT. Using MP2 for both geometry
optimisations and SP calculation further improves the estimated hfcc. A noted concern
when using DFT is the tendency to overestimate phosphorus oxide bond lengths,?
therefore this received particular attention when computing the molecular geometries.
The MP2 and DFT predicted lengths differ by only 0.01 A, and both of the resulting
values are within the range expected for this type of radical species.

A selection of the results for phosphorus centred radicals most chemically similar
to those included here, were also repeated using both the B3LYP/6-
31g*//B3LYP/TZVP and B3LYP/6-31g*//B3LYP/cc-pV(T or Q)Z as appropriate.
Reasons for repeating these included confirming the best procedure for the calculations,
specifically for the larger molecules. Additionally, this was performed to investigate any
changes occurring in the geometries and hfcs as a result of fixing/restraining certain
bonds. When considering the smaller radicals (i.e. bearing atoms fewer than 6), the
individual steps as highlighted earlier were not necessary due to the fewer degrees of
freedom. Consequently, the tight constraints could be performed in the initial
calculation with ease. The convergence criteria for these smaller systems required
additional manipulation to correlate the outcome better with experimental data.
Theoretically, a molecule of this size with a large basis set such as the quadruple-{ cc-
pVQZ should generate the most accurate result among all the radicals tested. The
optimised structures suggested for the phosphorus radicals from the literature overall
agreed well with the literature hfcs and therefore supported the procedures used in this
work. However, one result for the largest molecule tested (C1oH160P"), located after
numerous starting geometries, including the final near Td arrangement of atoms around
the phosphorus, is given in Table 4.2. This revealed a 4.5 mT underestimation in the *'P
hfcc predicted when using an identical protocol to the literature. The final structure
adopted two equatorial hydrogen atoms with the bulkier groups axial, as opposed to the
one equatorial and one axial hydrogen anticipated. The latter structure was only attained
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when the initial geometry around the phosphorous centre was almost identical to that
found in literature.*> While the radical with the equatorial hydrogen atoms is lower in
energy, the hfccs in the radical structure with one axial and equatorial hydrogen
complies with known experimental values hfccs.®” This again reveals the sensitivity of
the predicted hfcc to the equilibrium geometry. All the relevant information is given for

information in Table 4.2.

Results from the DFT calculations for all five radicals are located in Tables 4.3-
4.4. Clearly from the calculations, the proposed phosphorus radical, la, is not
responsible for the large doublet in the TREPR spectrum, as the calculated and
experimental *'P hfccs are not remotely similar. In fact the hfc value is comparable with
the experimental data (26.6 mT) from the traditional phosphinoyl radical produced from
direct BAPO photocleavage. Importantly, the calculated hfccs are explicitly
underestimated in relation to the experimental values, a trend which is obvious from
both the various radicals in this work and those reported in the literature. This
eliminates radical 1a as the source of the 26.6 mT coupling when considering the cc-
PVTZ only serves to increase its coupling. A lower *'P coupling of 24.9 mT is attained
when calculated from an initial Td structure around the phosphorus. This again is
unlikely to cause the hfc of 26.6 mT, which is most consistent with direct type | a-
cleavage occurring simultaneously. Considering radical la adopts a more Td
configuration around the phosphorus than the MAPO derived phosphorus radical, the
coupling for 1a was expected to be greater (cf. dihedral angles of 118.9 ° and 124.6 °).
Adversely, the two nearby oxygen atoms may withdraw electron density from the
phosphorus causing the reduction in the estimated hfc. This effect is noted as more
prevalent when the oxygen groups are directly attached to the phosphorus.*’

Structure 1b on the other hand has a calculated hfc, which is comparable with the
smaller hfc of 2.9 mT observed in the TREPR spectrum. Likewise this predicted value
is higher than the observed experimental result, though the correlation with
experimental data is unknown for a phosphorus atom adjacent to a spin bearing centre.
Whilst the generation of 1b requires the prior production of 1a, the lack of observed
signal from 1a does not rule out its fleeting formation and conversion to 1b. Radical 1b
therefore remains a potential candidate for generating the new signal with the 2.9 mT
coupling constant. Particularly since this radical would be sensitive to the nature of the
attached solvent. The corresponding *3C hfcs for the spin bearing carbon are also
included for information. The magnitude of these in addition to the low abundance of

3¢, eliminates the carbon coupling as the source of the 2.9 mT unassigned signal.
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Table 4.1 Results from the B3LYP/6-31g* geometry optimisation followed by SP calculations using B3LYP/TZVP (B3LYP/6-31g*//B3LYP/TZVP),
and B3LYP/cc-pVTZ* to predict the hfces of the MAPO and BAPO derived phosphorus radicals, calculated using Gaussian G03. A and +
indicate the starting geometries at the *'P centre were planar and Td respectively. All ZPE corrections were determined from geometry
optimised structures using the B3LYP/6-31g* combination of method and basis set and scaled accordingly to match these. The MAPO’
radical data was obtained from geometry optimisations performed using MP2/6-31g* method and included for the SP calculations using
B3LYP/TZVP or MP2/TZVP* thereafter. Literature values are from the work by Hermosilla et al and experimental refers to the data
collected in Section 4.2.2 using TREPR. The dihedral angles are shown for phosphorus as the central point and reveal the MAPO and
MAPQ?’ radicals as more Td than the BAPO.
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Radical Geometr Bond State Energy ais, Theoretical  Computational time | aj, Literature
y A Hartrees mT hrs - mins - s mT
P=0 A -880.0553743 29.7 0-41-30.3
* + ¢
y 1.52 -880.0851461 31.3 2-54-43.4 Theoretical
A A
N -8800553472' 29.7T 597
- T
; 880.0553175 29.8 313
(0]
ZPE 0.182823
P=0 A -880.0543417 30.0 0-57-9.8
151 -877.9336118" 32.1* 4 -50-53.6
M Experimental
A
p 37.2
ZPE 0.186130
(0]
P=0 A -1111.4039768 20.6 1-39-39.6 Theoretical
1.52 -1111.436797* 21.9* 6-59- 2.3 B
B -1111.4029764% 20.5"
A -1111.4029684" 20.5'
P
0 Experimental
ZPE 0.273366

26.6
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Table 4.2 Results from the B3LYP/6-31g*//B3LYP/TZVP, and B3LYP/6-31g*//B3LYP/cc-pVTZ* to predict the hfccs in the CyoH1sOP" radical

calculated using Gaussian G03. Literature and Experimental values are from the work by Hermosilla et al, and Davies et al respectively.

. . Bond Energy Qiso Theoretical Computational time Qiso Literature
C1oH160OP’ Radical Geometry 7y State Hartrees T hrs - mins - s T
5.0 A -807.3998332 Sp 50.8 0-32-49.1
) 1 11.9 Theoretical
ax .
1.79 » 11 3p
P-H o
ax *
50.9, 53.0
1.49 -807.4238574* ' 52.9° 2-39-526° "
ax
P-Heq H, 11.8° .
1.41 "He  -1.1° 12'?' O
Heq
5.0 A -807.4015929 b 464 0-31-555 -1.1,-1.1°
B 1
178 Her -1.0 Experimental
' 1
P'Heql Heq2 08 31P 55.7
1.40 -807.4257369* P 48.3° 2-45-458° "Ha 12.7
P-Heqz "Heq -1.0° "Heq 1.0
1.41 "Hegz  -0.8°
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Table 4.3 Results from the B3LYP/6-31g*//B3LYP/TZVP, and B3LYP/6-31g*//B3LYP/cc-pVTZ* to predict the hfccs of 1a and 1b both calculated
using Gaussian G03. A and T indicate the starting geometries at the >'P centre were planar and Td respectively, no planar geometry was

calculated for radical 1b due to the coordination around the 3'P. All ZPE corrections were determined from geometry optimised structures

using the B3LYP/6-31g* combination of method and basis set and scaled accordingly to match these. Exp refers to the experimental data

collected in Section 4.2.2

No. Radical Geometry Bond State Energy aiso Theoretical Computatl_onal time aj Exp
A Hartrees mT hrs - mins - s mT
la P=0 A -1187.8523504 27.7 2-18-12.8 49.8
1.52 -1187.8863338* 29.0* 9-9-36.3"
-1187.8507684" 27.7%
-1187.8513389" 24.9"
ZPE 0.300397
1b P=0 A -1187.8504749 39 Bcrs 2-35-259 2.9
1.52 -1187.8882493* 41* Bce.s* 9-49-24.6°
-1187.8492177° 39" Bcrgf
ZPE 0.229735
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Table 4.4 Results from the B3LYP/6-31g*//B3LYP/TZVP, and B3LYP/6-31g*//B3LYP/cc-pVTZ* or B3LYP/6-31g*//B3LYP/cc-pVQZ* to predict

the hfccs of the radicals 2a, 2b, and 2c produced via Mechanism 2, calculated using Gaussian G03. All ZPE corrections were determined

from geometry optimised structures using the B3LYP/6-31g* combination of method and basis set and scaled accordingly to match these.

Exp refers to the experimental data collected in Section 4.2.2

No. Radical Geometry Bond State Charge Energy Qis, Theoretical Computatl_onal time Qiso EXP
A Hartrees mT hrs - mins - s mT
2a 2 po P-O 1.68 Zpn 0 -648.9413561 6.4 0-6-399 2.9
L #: 98'6% 1500 -648.9613568* 7.3 0-35-1.9°
Y- @1 -648.9904297* 5.9} 7-39-17.5'
> . ZPE 0.102952
J
2b P=0O 1.56 Zpn -1 -648.3867456 2.8 0-6-239 2.9
-648.4052618* 3.1 0-33-19.5°
-648.4393397* 2.6} 8-29- 48!
ZPE 0.091374
2C P=0 1.52 A 0 -648.921957 29.6 0-7-257 49.8
-648.9463388* 31.4* 0-37-48.8°
-648.977881% 30.9¢ 7-35-20.7}

ZPE 0.101330
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Table 4.5 Results from the B3LYP/6-31g*//B3LYP/TZVP, and B3LYP/6-31g*//B3LYP/cc-pVTZ'* to predict the hfccs of 3a calculated using
Gaussian G03. All ZPE corrections were determined from geometry optimised structures using the B3LYP/6-31g* combination of

method and basis set and scaled accordingly to match these. Exp refers to the experimental data collected in Section 4.2.2

No. Radical Geometry B?;d State ﬁgri:ggs Giso Thri?rretical Corpfsu:[ar:?nnsa! zime aisl‘_’nE_Xp
3a P-O A -1187.8579647 60.1 2-25-54 49.8
1.70 -1187.8914843* 63.5° 9-18-448*
1.76
ZPE 0.298509
3as P=0 A -1187.8779565 -15 2-17-18.3 49.8
1.60 -1187.9191717* -1.6* 9-9-245*
1.63
ZPE 0.298238
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The hfcc obtained for the phosphorus centred anion 2b is equal to 2.8 mT, which
corresponds very well to the 2.9 mT separated doublet observed in the earlier TREPR
spectrum (see Table 4.4). A further increase to 3.1 mT is noted when the triple-C cc-
pVTZ basis set is employed. With the quadruple-C cc-pVQZ set, this value drops to 2.6
mT, though this more accurately describes the electron density at the spin centre, and
accordingly the hfc. Neither of the tautomers 2a or 2c are of the correct magnitude to
cause either unassigned signal in the TREPR spectra. 2a is more stable than 2c by ~
0.02 Hartrees, (52.51 J mol™), indicating it may primarily be formed before rapid

deprotonation to generate the radical anion 2b.

Whilst on the basis of these calculations the large hfcc remains unaccounted for
(see next paragraph), there do however, exist two possibilities for the origins of the
small doublet, with one more likely than the other. Species 2b has a calculated hfc
closer to the observed one than species 1b, and also has a simpler means of production
(by direct cleavage of the P-C bond). All the solvents in which this additional
photochemistry was observed are sufficiently polar to make formation of such an anion
a thermodynamic possibility.

Previous studies®® ** have examined hfcs in a range of phosphorus centred
radicals. By reviewing trends in these couplings, it is possible to make reasonable
predictions about the identity of the radical with the large hfc. A third potential
mechanism may be constructed, and is illustrated in Figure 4.8, Mechanism 3. The size
of the hfc between the electron and the phosphorus nucleus depends strongly on the
geometry around the phosphorus atom and consequently on the number of groups
attached to it. A structure with two groups attached tends to give *'P coupling constants
of less than 10 mT, whereas when three groups are attached the couplings are typically
around 30 mT. For structures with four groups surrounding the central phosphorus

atom, even larger coupling constants of 40 to 50 mT are often recorded.

The arrangement of the atoms adopted by each radical with the same number of
substituents is very similar. With the four-coordinate structures being least planar and
therefore generating the largest hfcc. This leads to the possibility of a phosphorus
radical with four-coordinating groups being the source of the large doublet.
Conceivably this may be produced from the intramolecular nucleophilic attack of the
phosphorus oxide bond, proceeding via a phosphorus epoxide based intermediate
structure (see Mechanism 3 of Figure 4.8). This epoxide intermediate was also

considered as a potential source of the TREPR signals. However, the initial optimisation
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step in all attempts, including in the simplest systems, was the cleavage of the P-O bond
forming the epoxide. This revealed the instability of the intermediate radical and
suggested that if the structure were formed it would only exist momentarily, hence
escape detection. It is for this reason not a feasible candidate for any of the unassigned
signals. Similar calculations were performed on carbon based epoxides to probe the
validity of the method of calculation for structures of this type and the carbon based
epoxides unlike the phosphorus ones were found to be stable (data not shown).

The size of the resulting coupling from the proposed radical 3a should be sensitive
to the nature of the attached alcohol/water, as this can strongly influence the geometry
at the phosphorus centre. Such a variation is demonstrated by the hfcs in the TREPR
spectra, when recorded in different solvents (see Figure 4.7), and therefore supports the

formation of the four-coordinated species.

A number of isomers of structure 3a are clearly viable given the tendency for a
phosphorus radical of this type to adopt a trigonal bipyramidal (TBP) shape and the two
most generated of these energy configurations are detailed in Table 4.5. These arise
from the OH groups as more axial, 3a, or equatorial, 3a*. A 3P hfcc of 60.1 mT was
calculated for 3a, a much higher value than the experimental result of 49.8 mT, yet still
in reasonable agreement with the large doublet. Whereas for the lower energy
conformation 3a*, the predicted coupling was very weak, at 1.5 mT, indicating the
electron is not localised on the phosphorus atom. This, therefore does not follow the
trends noted for a four-coordinated structure in the experimental literature or in the

estimated hfcs, leaving its existence questionable.

It is clear from examining the structure of radical 3a that a simpler mechanism for
the formation of this species would involve initial addition of the alcohol/water to the
phosphorus atom generating the phosphorus equivalent of a hemiketal. This could then
photocleave to generate structure 3a directly. However, there remain a number of
reasons to indicate this does not occur. Firstly, if this route did proceed, it should also
occur in the photolysis of MAPO in which no additional signals are observed. Secondly,
there is no precedent for such a process to arise in the ground state molecule, since P=0
bonds are much less reactive toward addition of alcohols/water than carbonyl groups. If
attack did occur it would rapidly reverse back since there is no leaving group to enable
the production of a stable species. In the radical the reactivity is altered making attack
by the oxygen on an adjacent carbon atom entirely reasonable (as shown in Figure 4.8

Mechanism 3). It is therefore also feasible for the hydroxyl neighbouring group to
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attack the susceptible phosphorus radical, resulting in a carbocation phosphorus radical.
Though without the potential for proton exchange as in Mechanism 3, the phosphorus
radical 1a would reform and the route would proceed as in the mechanism discussed.

Hence, the proposed radicals responsible for the additional EPR signals may arise
from three different rearrangements of the phosphorus radical 1a, produced from the
photocleavage of the hemiketal, as indicated in Mechanisms 1, 2 and 3. Radical 2b is
proposed as the most likely candidate for the doublet with the hfc of approximately 2.9
mT and radical 3a is the only reasonable candidate for the doublet with the very large
coupling of 49.2mT. One observation from Figure 4.7, however, still raises doubts as to
whether the hyperfine coupling in radical 2b does give rise to the small doublet. Given
that the radical responsible for the small doublet also reveals an altered hfc, when in
different solvent environments, suggests the solvent should again be attached. This

accordingly favours radical 1b to be the species causing the 2.9 mT signal.

For all the data included here, accompanying frequency calculations were
performed on the geometry optimised structures to determine the nature of the minima.
No imaginary frequencies were obtained, thus confirming a local minimum was found
and reattempts from various geometries were also sought to establish a potential global
minima. Zero point energies (ZPEs) from these calculations are included for
information and include the corrections as appropriate for the 6-31g* basis set and
B3LYP method.*

4.2.3.2 Formation of the Unknown Radicals from the Traditional Radical Pair

The proposed radicals, 1a, 2b and 3a all agree with the unassigned experimentally
acquired hfcs and each radical is formed via a feasible reaction pathway, as shown in
Figure 4.8. There is however, an alternative route worth consideration, which involves
the sequential formation of either or both new radicals from the phosphorus radical of
the original RP. Figure 4.9 illustrates the two mechanisms by which both of the most
likely radicals indicated in Figure 4.8 may be generated via nucleophilic attack on either
the phosphorus or the carbonyl group of the phosphorus centred radical. This
mechanism assumes no pre-equilibrium of the hemiketal/hydrate in the solution before

photolysis.
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Figure 4.9 An alternative photochemical pathway for the photolysis of BAPO in
alcohol/water containing solutions to produce the radicals 2b and 3a from

the original acyl-phosphinoyl RP. R is dependent on the reaction medium.

The mechanism for generation of both of these radicals is less complex than that
described in Figure 4.8. This coupled with the delay in the time dependence of the
CIDEP signals is strongly suggestive that no pre-equilibrium exists and that the original
phosphorus containing radical photoproduct is sufficiently reactive due to the presence
of the adjacent carbonyl group to undergo the reactions as described by Figure 4.9. This
can also explain the absence of signal from an equivalent species of 3a being present in
the case of MAPO when photolysed in the same solutions. The carbon based radical 1b
therefore has a much more elaborate formation pathway relative to these two species,
requiring the initial creation of a hemiketal with subsequent rearrangement, as
previously described. This implicates 2a as the most likely radical to cause the small hfc

observed.
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4.3 Conclusions and Future Work

The work in this chapter revealed differing magnetic field effects for the RPs formed
from the photolysis of MAPO and BAPO in cyclohexanol solution. The MAPO
photoinitiators demonstrated the expected LFE, consistent with a-cleavage, whilst
BAPO showed only a very weak conventional MFE. This unusual photochemistry of
BAPO was further probed using TREPR studies, which clearly identified the presence
of additional radicals when BAPO was photoexcited in alcohol/water. This gave rise to
two additional doublets whose origin was both unknown and contrary to the well
understood photochemistry of BAPO occurring in acetonitrile. The mechanism of
formation and the nature of these unassigned radicals were investigated. By employing
different alcohols and observing the effect on the TREPR spectra alongside DFT

calculations to estimate isotropic hfccs, three possible structures were proposed.

It is essential to remember that the DFT calculations can only suggest if a given
radical may reasonably be assigned to the observed signal and conclusions beyond this
cannot simply be drawn from calculated couplings alone. Experimental evidence is
necessary to confidently link the route of formation to the proposed radicals
investigated here. Within the scope of this study it is not possible to say unequivocally
by which route the radicals are formed, indeed it is possible that multiple pathways
occur simultaneously. However, the proposed structures for the radicals 1b, 2b, and 3a,
seem probable based on the DFT calculations, the feasibility of the mechanisms, and the
known reactivity of similar phosphorus molecules. Further work would entail
investigation of the likely pathways and methods to determine the definite identity of

the radicals produced.
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5. The Effect of the Radical Pair Environment on
Recombination and the Magnetic Field Dependence

The solution in which a radical pair is born is influential to its dynamics. The properties
of the solvent cage govern the extent of RP diffusion and escape from the cage. The
cage can be manipulated to extend the RP lifetime and thereby alter the recombination
kinetics. This chapter focuses on changing the environment around the selected RPs and
recording the kinetics and magnetic field dependence using the TRIR spectrometer, in
the manner described in Section 2.2.1.1. By using reverse micelles and solutions of
increasing viscosity, the RP should experience a greater barrier to diffusion compared to
that in a homogeneous solution. This should enhance the degree of S-T mixing and
increase the sensitivity of the RPs to an applied magnetic field. Considering, the degree
of spin-state mixing is linked to the separation distance of the RP in the micelle, it is
also necessary to attain an approximate value for this. The first section of this chapter
details the preparation, analysis (using dynamic light scattering) and corresponding field

effects for varying sized reverse micelles in solution.

ahp was selected for both sets of studies, due to its high photolysis @ of radicals,
and the hyperfine coupling in the resulting RP. This average hfc has, in low fields,
driven efficient S-T mixing of the radicals in the pair and previously given rise to a
significant LFE.* A second molecule mhp was also chosen for study in the reverse
micelles. Mhp has identical hyperfine couplings to ahp, though is structurally different,
possessing no para-substituent on the benzene ring, (see Figure 5.1). This difference in
structure should allow the effects of hydrogen bonding to be explored. It has previously
been suggested that hydrogen bonding with the solvent can stabilise the RP leading to
an increased lifetime and enhanced magnetic field effects.? The additional OH in ahp
should further test this theory in the reverse micelles, when compared to mhp. Hydrogen
bonding effects were also investigated by using non-hydrogen bonded solutions in the
second Section (5.2) of this chapter.

Interest in this low field region is, as mentioned in Chapter 1, associated with
modelling the reactions occurring in biological systems. RPs in micelles are therefore of
particular importance, since micelles exhibit key characteristics of living cells, for
instance, their ability to self organise and incorporate species.® For this reason they are
often referred to as microreactors. Furthermore, probing the RP conditions that
maximise the generated MFEs are fundamental in understanding the mechanisms

occurring and their influence on the kinetics of RP recombination.
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Figure 5.1 Structures of photoinitiators 2-hydroxy-4-(2-hydroxyethoxy)-2-methyl

I
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propiophenone (ahp), and 2-hydroxyethoxy-2-methylpropiophenone,
(mhp), along with the radical pairs created after exposure to 266 nm

radiation, in accordance with the photochemistry described in Figure 4.1.

5.1 Micelles

5.1.1 Structure of a Micelle

Micelles are self organised spherical aggregates of amphiphilic molecules. Amphiphiles
contain both hydrophobic and hydrophilic domains within the same molecule. The non-
polar hydrophobic chain (labelled the tail) resides in the low polarity organic solvent,
while the hydrophilic head, (ionic/non-ionic/zwitterionic) remains in contact with water.
The assembly of these molecules in an aqueous solution is dependant on the
concentration of the surfactant. At low concentrations these amphiphiles congregate at
the air-liquid interface forming a monolayer. Addition of further surfactant increases the
hydrophobic attraction/electrostatic repulsion between the amphiphiles and the aqueous
solution to a point where the formation of micelles is thermodynamically favoured. This
is the critical micelle concentration (cmc). The cmc is experimentally defined, and its
onset is apparent from the discontinuity of properties such as surface tension,

conductivity, and viscosity of the solution.*

The aggregation number (N,4,) reveals the average number of surfactant

molecules that form a micelle in solution. Its limits are governed by a balance of

thermodynamics and electrostatics. The cmc, as described above, defines the lower limit
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for Nogg,

while ionic repulsion, due to overcrowding of polar heads, controls the upper
limit.

The thermodynamic favourability for aggregation is driven by changes in the
Gibbs free energy (AG). Gibbs free energy is more usefully described in terms of its
components, enthalpy (AH), and entropy (AS), to give AG = AH — TAS. At room
temperature there are effectively zero contributions from the enthalpy, hence AG is
dominated by the changes in entropy. The AS for the system is positive from a
combination of two effects; an increase in the entropy of the solvent and the motility of
the hydrocarbon tails. These entopic increases are somewhat offset by a decrease in the
entropy from the amphiphiles aggregating, though it remains positive. When
hydrophobic molecules (as exemplified by non-polar tails of the surfactant), enter an
aqueous solution, there is a breakdown in the hydrogen bonding network in the solution
surrounding the non-polar tails. The aqueous solution around the caged hydrocarbon
structure maximises its entropy by reducing the surface area of the surfactant molecule,
thus favouring a spherically symmetrical aggregate structure (micellisation). For such a
system, the AG is negative and micelle formation is spontaneous; its origin is called the
hydrophobic effect. This outcome also occurs for the introduction of a hydrophilic
molecule into a bulk organic solvent, though in this instance it is referred to as the
hydrophilic effect.

The term micelle or reverse micelle refers to the orientation of the surfactant
molecules in solution, and is controlled by the ratio of water to organic solvent. With
low water content in organic solutions, the micelles will form with the polar head
groups internalising the water. Here, it is the dipole-dipole and ion pair interactions
between the amphiphiles that are responsible for aggregation, as opposed to the
attraction/repulsion implicated earlier on.> The size of water core or pool size (w) in

these reverse micelles is primarily governed by the amount of water, and is described

by,

[H20]

w = —22 5]

[Surfactant]

For a fixed w, the micelle size is often shown to remain constant for an increasing
concentration of surfactant. This is proposed to influence only the number of micelles

without altering their properties.®” However, this assumption becomes obscured at low
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and high water pool sizes, where the addition of surfactant has been reported to reduce
the water pool dimensions, or alter the shape of the reverse micelle.” Therefore, while
Equation [5.1] does allow the water content of a reverse micelle to be precisely varied
without compromising w and the size or shape, its range is found to be very surfactant

dependent.

Sodium bis(2-ethylhexyl)sulfosuccinate (AOT) is a popular anionic surfactant that
is used to form stable reverse micelles. Among the appealing features of AOT is its
ability to solubilise large volumes of water in an organic phase (w < 60). The limit of
this is dictated by the surrounding medium, the solute and temperature of solution,
along with any factor capable of altering the packing.® The stability of a reverse micelle
is governed by the ratio of water to surfactant rather than total concentrations of each in
solution. Accordingly, the reverse micelles formed from relatively high concentrations

of up to 500 mM AOT, have previously been characterised.®

For the work presented in this chapter the chosen non-polar solution is 2,2,4-
trimethylpentane (isooctane). This decision was based on the structurally similar tail of
AOT to that of the solvent, a property which is reported to improve reverse micelle
stability.> ° Importantly, the elimination of water from this ternary (water/AOT/
isooctane) system is seldom guaranteed. An amount of water is naturally expected in
both the non-dried AOT and isooctane, though, the influence on the water pool size
should in theory be negligible for a larger w. The contribution of this excess water for
when the w = 0 is considered later in Section 5.1.4.2. Consequently micelles will form
regardless of the intentional addition of water to the AOT/isooctane mix, provided the

concentration of AOT is above the cmc.°

The nature of the core water in the reverse micelles has also been extensively
studied and its properties are known to be dependent on the volume of the micelle.
Production of the so called water in oil microemulsions, as opposed to reverse micelles,
arises when water is the major component of the amphiphilic aggregates®, i.e. for w >
12. Minimal amounts, w < 3, often reveal partial occupancy of the water pool by the
clustering of solvated water molecules. The water in this core is immobilised, through
hydrogen bonding with the head groups of the surfactant, and there is no detectable free
water in these aggregates. The presence of this bound water is identified by the
behaviour of these micelles, which cannot be rationalised by equilibrium

thermodynamics or by surface tension." ** Moreover, in these low water pool sizes the

¥ Aggregate refers to both a reverse micelle or the structures in a microemulsion
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AOT molecules are often shown to adopt a staggered arrangement. This decreases the

water pool size further and increases the propensity for rigid hydrogen bonding.®

By increasing the water content of the system, a defined surfactant monolayer
structure in the outer wall is supported. This corresponds to the length of the AOT
molecules. While both bound and free water coexist in the larger water pools, they
rapidly exchange and the core resembles that of free water. Here, bulk water properties
of viscosity, hydrogen bonding, and polarity are exhibited.® For these micellar

aggregates, AG can once again be defined by the surface tension of the liquid film.

A third type of water has also been reported to exist at the interface. This water
reveals no hydrogen bonding with its surroundings and is effectively isolated from the
remaining bound and free water in the core of the micelle. Despite the vast amount of
literature available to characterise the reverse micelles/microemulsions using techniques
such as dynamic light scattering (DLS), small angle X-ray scattering (SAXS), nuclear
magnetic resonance (NMR) and viscometry, a complete physical model of reverse

micelles is not yet available.’

5.1.2 Distribution of a Substrate

A hydrophilic substrate may be encapsulated in the water pool of these aggregates. This
allows a molecule, usually insoluble in the bulk, to be shielded from the organic phase
by a film of AOT (refer to Figure 5.2). An ideal condition of encapsulation would
involve a single molecule contained per micelle. Following UV initiated RP formation
in the micelle, the pair would remain encased and through restricted diffusion exhibit a
longer lifetime than that achievable for the same RPs in homogeneous solutions of a
higher viscosity. Under the influence of a magnetic field, this lengthened geminate stage
should allow greater spin-state mixing to develop in the RP. The altered product ratio,
compared to that in the absence of a magnetic field, should be observable in both the
LFE and MFE traces.

The polar head groups of the AOT, which build the Guoy-Chapman layer, reside
partially immersed in water (see Figure 5.2). This region combined with the anionic
Stern layer is responsible for restricting the diffusion of the trapped substrate, by
limiting the entry and exit pathways to the core of the micelle. This interfacial region is
known to have a high ionic strength and a heterogeneous micropolarity.*® The mobility
of the AQOT tails in the oil medium extends the barrier to diffusion further however, the

dynamic behaviour of the micelles means they continuously deform and reform. This
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facilitates escape of the RP from the reverse micelle by two routes; single AOT
molecule or water pool exchange and both typically occur on a microsecond timescale.*
1 The latter switches the entire water pool and their contents on coalescence of the

micelles and is in general slower than single AOT exchange (tens of microseconds).

The minimum water pool size is limited by the amount of water naturally present
in the AOT and isooctane. While purification of both the solvent and AOT can reduce
this and has occasionally been performed in literature,** more often micelles are made

directly from the purchased reagents, as is the case here.

III. Water Pool

Guoy-Chapman Layer

5 3 ¢ L
\>\/“\\ Lo @c j;e/r;i;yer

I. Bulk Solvent

Sk

Figure 5.2 A 2D cross sectional view of a water/AOT/isooctane reverse micelle. The

structure illustrates the ideal conditions for MARY studies, where the
micelle contains a single ahp RP in its water pool. Here, three locations for
the substrate exist, though the insolubility of the molecules in bulk solution
(pictured inset with an isooctane molecule), concludes only two
possibilities, 11 and I1I.
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Based on the structure of a reverse micelle, there are three domains where

molecule may reside (see Figure 5.2).

I. The apolar bulk solvent, isooctane.

I1. The micellar interface formed by the surfactant monolayer.

I1l. The internal water pool.
There should be a negligible probability of finding the substrate molecule (either ahp or
mhp) in the bulk solvent, as it is insoluble and polar and therefore would be attracted to
the water core/interface. The other two positions are both feasible and determining
whether the molecule preferentially resides in site 11 or 111 is less simple. In any case,
both positions should contribute to the size of the water pool. Therefore, it is initially
proposed that the molecule is located in the water pool, and the possibility that it is not

is considered later on in this chapter.

Thermodynamic factors are well established to affect the statistical distribution of
neutral molecules within the micelles. However, a less complex mathematical treatment
for predicting this may alternatively be applied. Under the assumption that the micelles
are monodisperse, the entrance and exit of identical molecules to and from the micelles
is classed as a random event. The distribution of substrates within the micelles for this

model follows a random type Poisson distribution,*

where P;, is the probability of finding j molecules per micelle, and 7 is the mean

occupation number per micelle,

_ __ [Solute] _ Nggg [solute]
" [Micelle] ~  [AOT]—cmc

[5.3]

Equations [5.2] and [5.3] allow the probability to be calculated for various

concentrations of substrate and AOT. The AOT cmc is taken as 5 x 10* mol dm3.%°

Whereas, the N,,, values originate from two methods that were used to interpret the

99
data from the dynamic light scattering (DLS) experiments performed in this study.
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5.1.3 Sample Preparation

This paragraph details the sample preparation procedure for use with the TRIR system
and expands on that given in Section 2.3.3.1. The appropriate mass of AOT, determined
in the same manner as the example calculation in Section 5.1.3.1, was dissolved in
isooctane and shaken by hand. While the substrate molecule, either ahp or mhp, was
prepared separately in deionised water, at a concentration of 0.7 mM, or up to 20 mM
respectively. For the majority of solutions in this work, the concentration of the
precursor molecule controlled the minimum amount of water required and from this the
corresponding amount of AOT was calculated. It was impractical to keep the AOT
concentration constant, since the small water pools such as w = 2, demanded very large
amounts. The use of large amounts of AOT may alter the viscosity of the micelle
solution and thereby influence the dynamics of the RP; this possibility is also examined
in detail later. The substrate solution was sonicated before its addition to the AOT in
isooctane, via injection, using a syringe to complete the ternary mix. The solution was
initially agitated by hand until it became transparent, following which it was sonicated

for a further 30 mins under nitrogen flow to remove oxygen.

Tests were conducted to determine the benefits of centrifuging and filtering the
samples in addition to the usual sonication process. Large volumes (500 ml) were
centrifuged using a DuPont Instruments Sorvall RC-5B refrigerated superspeed
centrifuge, running at a speed of 8000 rpm for 1 hour, these conditions are in
accordance with those given in the literature.® The intention was to improve the
monodispersity of the solution and remove any excess particles, such as uncoordinated
AOT. This was expected to reduce the scatter from the UV/IR lasers and generate a
smoother kinetic decay trace and more importantly, reduce the noise in the resulting
magnetic field effect. No such gain was noted in the magnetic field dependence, so it
was considered unnecessary to continue centrifuging and filtering the samples for use

with the TRIR spectrometer.

The overriding factor in the quality of the IR kinetic signal arose from the volume
of water in the samples. Given the high IR absorbance of water in the range of interest,
using the minimum amount of water was essential to achieve a workable signal level.
This resulted in a limited water pool size. It was unfeasible to study a water pool size
greater than w = 30, or use a higher concentration of the substrate molecules, as a

parallel increase in water would be required. Therefore a compromise between the
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water, the concentration of the precursor molecules and the AOT was made in the

calculations.

5.1.3.1 Example Calculation
The following is an example calculation for a solution containing micelles for which
w = 15. The method is derived from the minimum amount of water; 12.50 ml (0.694

mol, [H,0] = 2.78 M) are required to dissolve ahp (0.70 mM, 175 pmol, 39.20 mg).

Referring back to Equation [5.1], wherew = %, this gives the amount of [AOT] =

185.16 mM (46.29 mmol, 2.787 x 10% molecules), which corresponds to 20.58 g of
AOT. To estimate the concentration of micelles in a solution knowledge of the N, is
essential, which from the SAXS data is 212.*° This gives 1.31 x 10%° micelles, and a
ratio of 0.87 mM [micelles]: 0.70 mM [ahp]. For accuracy, the N4, values were

calculated from the DLS measurements and this is shown in Section 5.1.4.2.

Initially the calculations were all based on a 1:1 ratio of micelles to substrate.
However, the minimum amount of required water meant this was not achievable for the
smaller water pools. So, as in the earlier example, it was necessary to work out the
amount of AOT from this minimum water volume. The quantity of AOT was, as
previously mentioned, allowed to vary among the different water pools. Additions of
AOT for a given w, adjusts only the number of micelles and does not significantly alter

the water pool size, or its properties.’

5.1.3.2 Sample Preparation for the Dynamic Light Scattering Measurements

For examining the dimensions of the micelles using DLS, the preparation procedure
varied from that given in Section 5.1.3 and was much more demanding. Typically 10
ml solutions of each water pool (w =0, 2, 5, 15, 20, 25, and 30) were prepared. Each of
the solutions was then diluted by a minimum factor of 10, with some requiring higher
dilutions, as this was dependent on the viscosity of the original solution (see dilutions
Section 5.1.4.1). A combination of sonication, centrifuge, and syringe filtration using
0.02 um Whatman Anotop™ Plus filters was performed. On occasion this process was
carried out multiple times to achieve the monodispersity required for consistent DLS
measurements. The centrifuge for the smaller volumes was a Heraeus, Labofuge 200

used at its maximum running speed of 5300 rpm for approximately 1 hour.
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5.1.4 Dynamic Light Scattering

Brownian motion refers to the random motion of particles in a fluid and occurs as a
result of collisions with nearby molecules. The amount of movement by the particles
differs according to their size and large particles move slower following collision, than
smaller ones. The technique of dynamic light scattering (or photon correlation
spectroscopy) measures the Brownian motion of the particles and from this calculates
the size of the molecules in the sample. It relies on interpreting the variation in scattered
laser light from its interaction with particles of different sizes, as the motion of the
particles alters the degree of scattering. It is imperative to calculate this initial size data
correctly since, other factors such as volume, and number distributions are normally

calculated from this.

Correlator

Detector
Sample Cell

B

Laser Atfenuéfor

Figure 5.3 A schematic of the Malvern Instruments Zetasizer Nano S series
spectrometer used for DLS measurements. This model is capable of
measuring in the range 0.6 nm-6 um, to determine the size of particles in

solution.

A Malvern Instruments Zetasizer Nano S series spectrometer was used for the
DLS measurements and its main components are shown in Figure 5.3. The following
section outlines how a DLS measurement was carried out. In the DLS instrument a He-
Ne laser (633 nm) passes through an attenuator to adjust its intensity. The sample,
contained in a clear walled disposable polystyrene cuvette (10 x 10 x 45 mm,
approximate volume 1.25 ml) is illuminated with the He-Ne laser. The laser is scattered
off the particles in the sample, and the light that is back scattered at an angle of 173 ° to
the incident beam is measured. This is called non-invasive back scatter (NIBS)

detection. NIBS is preferred for DLS measurements for several reasons; it reduces
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multiple scattering, allows higher concentrations to be measured, and decreases the
interference from larger particles, such as dust, which tend to scatter forwards. The
detected signal continues through to a digital correlator, which compares the scattering
intensity at successive time intervals, to create a correlation function. For larger
particles, the intensity of radiation varies more slowly than that for the smaller particles.
This information then passes to a PC hosting the Zetasizer software, which derives the
required size data. The Zetasizer program uses algorithms to extract decay rates from a
correlation plot. From this, the rate of variation in intensity is determined and a size
distribution is created. The duration of this scanning process is typically a few minutes,

though the preparation of a sample of adequate quality is more time consuming.

The result from a DLS experiment is a fitted correlation curve that includes all the
information regarding the translational diffusion of the particles in the sample. Given
that the diffusion coefficient (D) is proportional to the lifetime of the exponential decay
of the correlation curve, its value can be calculated. The relationship between the size of
the particle and its speed due to Brownian motion is defined by the Stokes-Einstein
equation,

4 = kT
H 3nnD

[5.4]

The hydrodynamic diameter (dy) of the micelles can accordingly be derived from the
values of D. In this work the measurements were conducted at a temperature (T) of 298
K, with an equilibration time of approximately 60 seconds to ensure Brownian motion
was measured. In Equation [5.4], k is the Boltzmann constant, and the viscosity (n) of
the micelle solutions was assumed to be that of the organic phase, isooctane (0.480
cp).Y

ﬁ I Lo \

A ~— r =radius
| l
e

Hydrodynanuc Diameter d H

Figure 5.4 The 3D structure of a reverse micelle. The labelled features include the
hydrodynamic diameter dj, as calculated by DLS, the length of an AOT

molecule, o7 = 12 A,* and the radius of the water pool, 7,,.
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The particle size measured from DLS is the diameter of a spherical particle plus
any extensions to the particle that diffuse with a common speed. For a reverse micelle
system this includes the core of the micelle in addition to the surface structure,

specifically here, the non-polar tails (see Figure 5.4).

An ideal solution consists of non-interacting dispersed hard spheres. Therefore,
assuming the viscosity of isooctane requires that all the original micelle solutions be
adequately diluted to correctly model the size of the particles.'® The upper limit to the
solution viscosity is empirically set as 3.0 cP. While fluids with higher viscosities
(frequently known as non-Newtonian) can be measured, the particle-particle
interactions must be accounted for as they can alter the diffusion of particles and the
result is no longer derived from free Brownian motion. For the range of micelles

investigated here, a spherical structure as illustrated in Figure 5.4 is supported.’

5.1.4.1 Dilution Factors and Viscosities

The infinite dilution limiting value (D), for the diffusion coefficient is given by,

D= D,(1+ a®) [5.5]

where « is the inter-particle interaction, and @ the volume fraction of the dispersed
phase. When measuring Brownian motion D should = D, to ensure that the inter-
particle interactions are negligible and this can be confirmed by calculating the volume
fraction of the dispersed phase. The volume fraction of i species (i = water, AOT) was
calculated using, @; = c;v;, where ¢; and v; are the molar concentration and molar
volume of i species respectively. @, = @, + @, can be applied to sum the fractions of
the water (@,,), and surfactant (@,), to yield the total volume fraction of the dispersed

phase (®,,). The molar volume of AOT was taken as 3.93 x 10 m* mol™, and obtained

M - - - .
from TR = vor, Whilst the molar volume of water was 1.8 x 10”° m* mol™. Recalling

that the original solutions were diluted by a factor of at least 10 for use with DLS, and
the greatest volume fractions result from the micelles with the largest concentration of
AOT, w = 2 determines the upper limit of @,,,. For a water pool size of 2, @,,; = ((2.78
x 10%/10) x 1.8 x 10”°) + ((1.39 x 10°/10) x 3.93 x 10™) = 0.06, and 0.60 for the original
solution. Since the spherical shape of the aggregates remains unchanged up to @,,s =

0.3, all the diluted samples fall within this limit. All but one of the @,, values for the
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original (neat) solutions are also below 0.3. The exception occurs for the neat dilution

factor (@,,s; = 0.6) for a water pool size of 2, as shown in the example.

Concentrated AOT microemulsions (@,,s > 0.6) and hard sphere models (dilute
samples) constitute two very different types of structure. Dense microemulsions (@,,s >
0.6) are affected by interactions between aggregates. For these solutions convergence of
the correlation function as measured by DLS is much slower than in the hard sphere
equivalent. The slower relaxation can be attributed to the collective motion of
aggregates, with the inter-particle interactions altering the dynamics of these micelles.
Normally, this is influential at volume fractions of well beyond @,,; = 0.6%° so does not
effect the DLS work undertaken here. However, it remains important to note that the
structure of the dense solution in w = 2 may alter the behaviour of the micelles in the
later TRIR studies.

DLS states that for high concentrations of the particles in solution, the sample
viscosity should be measured and the measured value used, rather than assuming the
viscosity of the solvent. Considering that the dispersed phase volume fraction was
maintained sufficiently low for all the micelle solutions produced, the following is
true, D = D,. The viscosity of a random diluted sample was measured, and the
viscosity difference between this and that of pure isooctane was within error, so

D =~ D, was confirmed as a valid assumption.

Viscosities of the solutions for the TRIR experiments were measured using an
Ostwald viscometer, situated in a temperature controlled bath set to 298 K. The time
elapsed for each liquid to pass through the glass capillary was recorded along with the
density of the solution. The relative relationship of the measured times were compared

to that of deionised water as a standard,

Here 1, = 0.8904 cP,?! p,= 995.64 kg m™, t, = 92.44 s, whilst p and t were measured
for each solution. Repeats were performed for consistency, and there was little deviation
(approximately 0.5 s) between the times recorded. The viscosity of isooctane was also
measured using the Ostwald viscometer to test its accuracy and yielded, 0.481 cP at 298

K, which is consistent with the literature value of 0.480 cP.’
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The variation in the viscosities of the micelle solutions is surprising (refer to
Table 5.1). When doubling the water pool size from 15 to 30, for a fixed amount of
AOT, the viscosity of the solution is shown to increase significantly. This suggests
maintaining a fixed amount of AOT for the micelle solutions does not guarantee a
negligible increase in viscosity, as may be anticipated. Solutions of 0.46 M and 0.19 M
AOT were both prepared for w = 15, to evaluate the effect of altering the AOT
concentration on the viscosity of the solution. Clearly, the increase in the viscosity,
when changing the water pool size is greater than that from changing the amount of
AOT. Given that a constant concentration of AOT still notably alters the viscosity of the
micelle solution, it seems reasonable to vary the concentration of AOT among the
different water pool solutions. Ideally, additional TRIR scans would have been
performed for all the solutions maintained at the same viscosity. Though maintaining a
constant viscosity for the required reverse micelle solutions appears to not be a simple

task, since there are many factors to consider.

Table 5.1 The viscosities of micelle solutions prepared with different water pool sizes
for investigation with TRIR spectroscopy. The viscosity of w = 15 with
[AOT] = 0.46 was measured for comparison and no field investigations were
performed on this solution.

w Conc. AOT /M n/cP
2 1.39 10.5
5 0.56 3.68
15 0.19 0.70
15 0.46 2.49
30 0.46 7.75

5.1.4.2 The Hydrodynamic Radii and Size Distribution Plots

The results from the dynamic light scattering experiments on the micelle solutions of
ahp in w = 2, 5, 15, 20, 25, and 30 are given in Table 5.2, along with the data for a
sample made with AOT/isooctane in the absence of ahp or added water (i.e. w = 0). The
results reveal a general increase in the micelle size with increasing w, as do the
accompanying size distribution profiles, shown displaying the relative intensity of

scattered light vs. the size of the particle (see Figure 5.5).
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Figure 5.5 The size distribution profiles feor= 2, 5, 15, 20, 25, and 30 containigp.

The water pool size for = 0 was obtained withowhp.

All the distribution plots identify a single peakjth the exception of whew = 30
which features an additional peak occurring at 33®9 This is most likely attributed to
interference from scattering by dust. The polydisipe index (PI) of each sample is
also given in Table 5.2. The Pl is derived from specad of decay rates and the particle
sizes around the average value and is normally tsetbmpare the widths of the
Gaussian distributions. Predictably, the Pl foe= 30 is higher than for the other

samples, due to the presence of the additional. peak

Based purely on geometrical considerations theddydramic radiusrg;) may be
described as the sum &f,; + 7, (see Figure 5.4)Therefore to obtain the diameter of
the water poold,,), the length of the two AOT molecules must be ateld from the
recordedd,. The outcome of this is given in Table 5.2. Slyicto predict the size of
the water pool alone, théhp must be accounted for in all the samples extteptvater
pool of zero. This modifie#l,, to equaldy — 2l or — lunp, Where the length athp
(lanp) 1s approximated as being 9 A acrdsslowever, since the concentration of

micelles in some of the samples, i.e. the lowerewpbols, far exceed the concentration

of ahp, only the AOT molecules are assumed to be inflakto the diameter.

The measured data fd, differs significantly from that obtained using SAXS
All the values from SAXS are consistently lowerdyninimum of 1 nm, and more than
3 nm at their largest. This 3 nm deviation occuremw = 5, thed,, approximated for
this is indicative of a much larger water pool. Titerature values ofl, from a
combination of DLS and NMR techniques in the firmlumn of Table 5.2 are

analogous to the SAXS data, and so differ from rdeorded result similarly to that

T Estimated from the bond lengthsahp
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already described. A number of factors could contribute to the difference in the water
pool size noted from this work, compared to that in literature, including the initial water
pool calculations, the preparation procedure, the d,, approximations, or even the
technique. To eliminate the possibility of the technique causing the variation, the results

were also compared with literature DLS values.

The correlation between the dy values recorded here, and dy DLS
literature values, is closer than the aforementioned SAXS data. While the literature
dy values were reported for empty micelles, the values here included a contribution to
the diameter from the ahp molecules. This should be more influential to the average
diameter for the larger water pools as the ratio of micelles to ahp approaches 1:1.
Consequently, a true comparison with the literature can only be performed on empty
micelles, as the introduction of differing molecules depending on size, and polarity,
amongst other factors, may alter the properties and structure of the water pool.”

Ideally comparisons with literature would be performed on the empty micelles,
however, the length of time dedicated to producing solutions of adequate
monodispersity to acquire these results meant that was unfeasible. Furthermore it was
unnecessary, since the original purpose was to determine the distance in the water pool
approximately, with the inclusion of the ahp/mhp molecules. The measurement for w =
5 containing mhp is shown in Table 5.3, and the diameter for this water pool agrees
better with the literature SAXS and DLS/NMR data.

Linear Regression for all Data:

16 4

| variation in Water Pool with w ¥=222127 + 03601 X

14 4 - / Value Error
E 2.22127 +0.88155
12 0.3601 +0.04626
10 4 R sD N P
0.96854 1.14329 6 0.00147
£ 8
c
;; Linear Regression w =5 removed
6
Y = 0.96932 + 0.40961 * X
4 Value Error
/ = d, 0.96932 +0.43664
24 = Linear Fit all Data 0.40061 002104
— Linear Fitw = 5 removed
0 . T . T . T . T . I . I . R Sb N P
0 5 10 15 20 25 30
0.99607 045178 5 2.95926E-4
w

Figure 5.6 The linear variation of water pool diameter, d,,, with water pool, w, for the
micelles containing ahp. The trend is shown with and without the anomalous

data for w = 5.
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Table 5.2 The hydrodynamic diameters from the DLS measurements on the varying water pool solutions containing ahp. The literature results in red

show values obtained from the trend in hydrodynamic radius with water pool size, and are therefore approximated and not measured results.

All the literature (Lit) values are included for empty reverse micelles of water/AOT/isooctane. The w = 0 result was recorded in the absence

of ahp. The z-average is the most consistent diameter generated.

w  Peak 1 (% intensity, z— PDI Peak 2 (% intensity, d,, (SAXS) dy, iy (DLS) dy iy (DLS and NMR) d,, (wiy
width) /nm average width) / nm / nm / nm* / nm® / nm®

0  3.415 (100 %, 1.333) 2.909 0.137 - 1.015 0.78 3.6 0.9

2 4,537 (100 %, 1.426) 4.187 0.058 - 2.137 1.40 5.0 1.5

5 8.126 (100 %, 3.206) 7.042 0.122 - 5.726 2.34 7.2 2.4

15  8.994 (100 %, 2.917) 7.946 0.115 - 6.594 5.44 - 54

20 11.43 (100 %, 4.012) 10.09 0.113 - 9.03 7.01 104 7.0

25 13.48 (100 %, 5.060) 11.72 0.141 - 11.08 8.56 - 8.6

30 16.09 (94 %, 6.635) - 0.240 3369 (6.0 %, 1201)" 13.69 10.12 - 10.2

Table 5.3 The hydrodynamic diameter from the DLS measurement on the w = 5 solution containing mhp. The Lit values are explained in Table 5.2.

w  Peak 1 (% intensity, z— PDI Peak 2 (% intensity, d,, (SAXS) d, win (DLS) dy iy (DLS and NMR) d,, (it
width) / nm average width) / nm /nm / nm* / nm’ / nm®
5  6.124 (100 %, 2.513) 5.045 0.176 - 3.724 2.34 7.2 2.4

* Due to dust
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The w = 0 result measures the natural water content in the AOT/isooctane mix,
and contributes 1.0 nm to all the water pool diameters. The majority of the water is
expected to originate from wet AOT, as opposed to the isooctane, so dilution of the neat
solutions with isooctane should not alter this value significantly. For w = 0, d,, was

measured to be = 0.2 nm higher than that observed in the literature.

The variation of d,, with w, is expected to show a linear trend. Figure 5.6 shows
that d,, (ahp) vs. w does exhibit a near linear relationship. Exclusion of the data point
from the water pool of 5 reveals a lower deviation from the fit, as is supported by the
standard deviation (SD) and correlation function (R). The overall linear enlargement of
the water pool diameter, with w, suggests that the calculations in Section 5.1.3.1, do
increase the size of water pool relative to the last quite consistently. Though, evidently,
the d,, for the w = 5 is higher than the trend and more in line with the value expected

for when w = 11.

Notably, the larger water pools w = 15-30 demonstrate near perfect linearity with
d,,. Thus it appears that the lower water pools of < 10, may need to account for a
staggered packing of AOT. This is documented to increase the outer wall of the reverse
micelle by up to 3 A, giving 15 A as opposed to the assumed 12 A.° However, on doing
so, the size of the boundary layer was overestimated, generating a d,, of less than zero,
when w = 0. This indicates an intermediate thickness between the two, may be present
for when w = 2, while the w = 5 diameter cannot reliably be adjusted to predict the
thickness of the micelle wall. The possibility of an increased boundary layer is

considered again in Section 5.1.5.1 when estimating the RP separation in the micelles.

Initially for the preparation of the micelle solutions, literature N,,4, values from
SAXS™ data were used to predict the concentration of the micelles. This data now
seems to be in disagreement with the diameters obtained from the DLS measurements.

Therefore, the N,,, values were calculated for determining the Poisson distributions for

99
the ahp (and mhp) among the micelles. N,g4, Was estimated using two methods, both of
which stem from the calculated value of d,,. In solution the AOT molecule adopts a
truncated conal shape. The tip of the cone is the surfactant head and the tail extends out
to produce a V shape (see Figure 5.7).° From this, a crude model to calculate Nggg Can
be constructed. This requires both the surface area of a sphere (4mr?), and the

maximum cross sectional area (A) of the AOT molecule, ~ 55 A%?
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4mr?

Nogg = —5— [5.7]

This model assumes a close packing of the AOT and no overlap of the polar head
groups. Under these conditions, the ratio given in Equation [5.7] yields the minimum

aggregation number.

(a) A (b)
Figure 5.7 (a) The Cone Shape adopted by AOT. The length of AOT is 12 A, whilst the

head group occupies a maximum cross sectional area of 55 A% (b) The
assumed close packing of the polar heads with their maximum cross section
indicted by the small circles, over the total surface area of the water core.

An alternative method is to calculate N4, from the relationship in Equation [5.8].°

Table 5.4 The N4, values, calculated via Equations [5.7], and [5.8]. The third column

shows the literature values derived from SAXS data.’® The corresponding

values for mhp are highlighted in the bottom row.

w Nogg [5.7] Nogg [5.8] Nogg SAXS
0 6 - 12
2 26 85 32
5 187 655 64
15 248 334 212
20 466 643 322
25 701 950 468
30 1070 1490 658
5 79 180 64
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90WoNggq\ >
ro= (—p2) s8]

This equation is derived from the NMR chemical shifts of water and was originally used
to calculate the 7. It has since found regular use in literature.® Both sets of values for
Nggg are included in Table 5.4 for comparison with the literature SAXS data. Quite
predictably, the calculated N,4, values are in general larger than the SAXS data. A plot
of the N4, vs. w (see Figure 5.8) yields a 3" order polynomial for all the datasets

shown in Table 5.4, including the literature.
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1000 4 / '
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Figure 5.8 Plots to show the variation of N,,, with water pool, w, for the micelles
containing ahp. Plots (a) and (b) use N,,4, values from Equations [5.7], and
[5.8] respectively. The trends are shown with and without the anomalous

data foraw = 5.

Likewise to the earlier assessment of d,,, the plots are shown with and without the data
point for w = 5, where again the removal of 5 improves correlation. On removal of the
w = 5 point, it appears that the data may additionally fit a 2™ order curve. However the
fit is marginally better for the 3" order polynomial given in Figure 5.8 and this is also

consistent with the exhibited literature trend.

Since the trends in both sets of calculated N,4, values follow the correct
relationship, it is difficult to confirm which method offers a realistic representation of

the actual N, ; therefore both were used in the following section.

99’
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5.1.4.3 Poisson Distribution Plots

According to the Poisson distribution for the individual solutions, the probability of
locating one substrate molecule in a micelle is highest when the concentration of the
micelles equal that of the substrate. This is unsurprising, given that the calculation is
based on random events. There is a difficulty in maintaining an identical substrate to
micelle concentration that is, the minimum amount of water required to solubilise ahp.
This is particularly limiting for lower water pools, where a large concentration of AOT
Is usually necessary to achieve the desired water pool ratio. For these solutions, the
probability of finding a molecule, in the micelle, at any one time, for a set concentration

of AOT can be determined from the Poisson distribution.

The plots in Figures 5.9, are based on the estimated values of N,  in Table 5.4,

using Equations [5.2] and [5.3]. Clearly from both distribution plots, for the 0.7 mM
ahp, there is a high probability of finding the molecule in the micelle for water pools of
w = 30, and w = 15. The probability is lower for the water pool of 5 and negligible for a
water pool of 2. To attain the highest probability when w = 2, an AOT concentration of
45 (plot (a)) or 20 mM (plot (b)) would be required, depending on the assumed Ng4 g,

value.

Poisson Distribution Poisson Distribution

T T T T T 1
0 12 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 0 1 2 3 4 5 6
Concentration of Substrate / mM (b) Concentration of Substrate / mM

(a)
Figure 5.9 Plots to show the Poisson distribution of ahp molecules among the micelles

for the calculated values of N,4,4. (a) Shows the data from Equation [5.7]

and (b) Is from Equation [5.8].

Considering that mhp is liquid, the solubility constraint due to the water was no

longer an issue. That said, higher concentrations of the mhp, than ahp were required for
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a sufficiently large kinetic trace, owing to the lower IR absorption by the resulting
benzoyl radical. Evidently the water pool diameter for mhp contained in the micelles for
when w =5, is also lower than that obtained for ahp. Therefore the plots used for ahp
were not appropriate to model the probability distribution for mhp among the micelles.
Alternative plots, with different concentrations of AOT to those used for ahp, were
created to determine the maximum probability. Two concentrations of mhp were
chosen, 9 mM (Equation [5.8]) and 20 mM (Equation [5.7]), which correspond to the
peaks in the two Poisson distribution plots for when w = 5. Both these TRIR studies

along with those of ahp are discussed in the next section.

5.1.5 Magnetic Field Effects of Radical Pairs in Micelle Solutions

The magnetic field effects and kinetics of RPs encased in micelles have received
considerable attention.”® ** Some examples of the investigations on neutral RPs (in
micelles) in low fields were described briefly in Chapter 1. Despite providing a more
realistic model of cellular systems than conventional micelles, there are fewer reports on
the field effects and the kinetics of RPs in reverse micelles.”® In these structures and as
illustrated in Figure 5.2, the hydrophobic wall surrounds a micropool of water. This
allows enzymatic activity in host proteins (modelled by reverse micelles) to be recreated
in vitro. Thus the biological literature on studying enzymes and proteins incorporated

into these systems is extensive.? %

The influence of micelle confinement on the recombination kinetics of the RP is
common to both micelles and reverse micelles. Broadly, for an encapsulated RP, the
decay of the pair proceeds in two distinguishable steps. The first step typically occurs
within one microsecond and can be attributed to the g-pair, intra-micelle RP
recombination. Whereas the second step, can extend over tens or hundreds of
microseconds and is from the inter-micelle recombination of the f-pairs. Likewise these
separable kinetics should be evident in the current work, if the RP is indeed located in
the water pool of the reverse micelle. In addition, an attraction of the reverse micelle
over conventional micelles is the ability to expand the size of the water pool over a
wider range. This alters the timeframe between geminate reencounters for the RPs in the
different water pools and should reveal very different kinetics for the two extremes of

water pool (w = 2, 30) tested here.

The generation of a magnetic field effect is strongly dependent on the timescale of

spin-state evolution, as well as the lifetime of the RP.%*® A given SCRP will require
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longer to develop an LFE than a MFE, due to the different rates of spin-state evolution.
Any process capable of interrupting the g-phase of the pair can alter the extent of S-T
mixing and accordingly the field effect. Importantly, f-pairs have also been confirmed
to produce field effects and alterations therein can additionally affect the extent of spin
mixing.?” As discussed, the LFE should develop through interplay of the hfc and the
applied field, while the MFE is driven by the strength of the external field. Therefore
manipulating the conditions that can control both of these field effects is crucial in

exploring the respective mechanisms involved.

Previous TRIR investigations on ahp in isotropic solution have highlighted
changes the size of the LFE in relation to the MFE, which arise from the time varying
composition of the f-pairs.®> Integrating the predominantly second order kinetic curve
over early integration periods revealed the greatest magnitude LFE and lowest MFE,
which gradually reversed over time to give a decrease and increase respectively. It was
proposed that this gave insight into the nature of the f-pair lifetimes. The changes were
interpreted from the relative diffusion rates of the possible f-pair combinations, where
the symmetrically similar and larger benzoyl radicals were suggested to recombine later
in time. This rationalises the recorded reduction in the LFE. If g-pairs and f-pairs show
the same field dependence then a comparable change would be anticipated for both and
under this condition the integrations would increase/decrease equally for both field
effects. This model is considered further in this and the subsequent section relating to

the viscosity studies.

5.1.5.1 The Recombination Kinetics and Magnetic Field Dependence of
Radical Pairs in the AOT Reverse Micelle Solutions

The kinetic decays for 0.7 mM ahp photolysed in micelles of varying water pool sizes
are displayed in Figure 5.10. Also included in the figure, for comparison, are the decay
curves for the ahp radicals in solutions with viscosities of 6 (solvent mix) and 59 cP
(cyclohexanol). Notably the RP in the water pool of 5 exhibits the longest decay over
the 40 ps recording time and the kinetic curves for the water pools of 2, 5, and 30 all
decay more slowly than the RP in cyclohexanol. This suggests the RPs in these
solutions were successfully encapsulated in the micelles, as the recorded viscosities of
all the micelle solutions are far lower than the 59 cP of cyclohexanol. Therefore these
RPs could not be located in the bulk phase, as they would have generated much faster
decays, more comparable to that occurring in the 6 cP solution. Refer to Table 5.1 for

the corresponding viscosity measurements.
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Figure 5.10 (a) The kinetic traces for the recombination of 0.7 mM ahp radicals
contained in varying sized reverse micelles. The decay traces in water
pools of w= 2, 5, 15 and 30 are compared with those in solutions of
cyclohexanol (59 cP), and cyclohexanol/propan-2-ol (6.03 cP). (b) Shows
the possible separation of g- and f-pair kinetics. The normalised voltage
scale in both plots represents the concentration of the radicals.

Further confirmation that the ahp was contained in the micelle was visual. On
occasions where the molecules were not in the micelle, occurring when the solution was
prepared with both phases at once and not via injection, some ahp would settle at the
bottom of the flask. This proves could not be located in the isooctane in any of the
solutions tested since there was no evidence of residual precursor. It is important to note
that the solubility of the RP is most likely quite different to the precursor and may still
be located in the bulk phase.

The kinetic curves for the water pools, 2, 5 and 30, are quite different from those
in cyclohexanol, in which the RP principally undergoes uncorrelated (f-pair) second
order recombination. In the micelle systems, there is some evidence for the two Kinetic
processes described earlier. From approximately 10 ps onward, a slow decaying
component dominates the kinetic trace (see Figure 5.10 (b)). This decay is incomplete
during the recording period shown. Based on the majority of studies of RPs in micelles
it further seems reasonable to propose that the RP is in the water pool and the observed
kinetics reflect an extended geminate period followed by the slower f-pair decay for the
radicals that escape from the micelle. What is difficult to explain is the length of the
geminate period, which appears much longer than is typically observed (< 1 ps) for RPs

trapped in micelles.?
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As the water pool diameter in the reverse micelles is reduced, the intervals
between geminate reencounters increase. This should, provided there is sufficient RP
separation to overcome the electron exchange energy, also increase the probability of
geminate recombination in these smaller water pools. Accordingly, this should decrease
the number of f-pairs escaping the micelle and simultaneously increase the rate at which
escape occurs. It is therefore anticipated that the smaller water pools should reveal a
more distinct difference in the two Kinetic rates, over that occurring for the same RP in
the larger water pools. While there appears to be no obvious trend among the water
pools in Figure 5.10, it may be proposed that w= 5 and w = 2 loosely obey the
prediction. However, the proximity of the geminate RP obtained through the DLS

measurements must also be addressed when interpreting the recorded kinetics.

For w = 2, the altered behaviour of the polar head groups of the AOT may limit
access to the water pool. The length of the outer wall in the micelles with w < 10 is, as
previously mentioned, recorded to be 15 A as opposed to the assumed 12 A. This
additional length has been attributed to a staggered arrangement of the AOT molecules
that eases with increased water content.” By accounting for the possibility of a staggered
boundary layer approximately 1.5 nm would remain for the water core, which would be
rigid from hydrogen bonding and therefore unlikely to contain the ahp, whose size may
be averaged as closer to 9 A in length. This indicates that the ohp may be located among
the water at the interface and therefore able to escape the micelle faster, and hence give
rise to the witnessed radical decay, which less convincingly reveals signs of separated
kinetics (compare with w = 5 and w = 30) or the expected increase in the g-pair
recombination. The reason for the slower decay (cf. 59 cP) is most likely due to the high
viscosity (10.5 cP) of the solution in combination with the initial location at the micelle

interface, rather than from successful encapsulation in the water pool.

Clearly the viscosity of the solutions is an additional factor when discussing the
rate of f-pair recombination and will, in part, govern the ability of the radicals to diffuse
through the solution. From micelle dynamics and the structure of the ternary system,
there are three main pathways for f-pair recombination; diffusion through the
Stern/Guoy-Chapman layer, micelle coalescence or exchange of the AOT monomers.
The latter two depend on the number of and distance between the micelles in solution,
and both of these will influence the speed of exchange. Micelle coalescence, which
replaces the entire water pool of the micelles is slow in comparison to single AOT
exchange and can therefore be considered negligible in the present study. The
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contribution to escape from AOT exchange and escape through the boundary layer,
however, occur within microseconds and are relevant to timescale of interest. The
hindrance to RP diffusion can, from the mentioned factors, increase quite dramatically
from the bulk solution and depends on both the number of micelles (size and
consequent viscosity) and the initial location of the RP as already suggested for when w
=2.

w = 15 was prepared based on the minimum amount of water. It has a lower
viscosity (0.70 cP) than any of the other micelle solutions and was measured to evaluate
the importance of the viscosity on the RP decay (see Table 5.1). From Figure 5.10 it
appears that the kinetics in the w = 15 solution are more indicative of that from f-pairs,
encountered in isotropic solution rather than the separable kinetics expected in the
micelles. Notably the RP decays slower than in the solution of 6.03 cP viscosity, which
indicates the RPs have spent some time in the micelles. However, the predominantly f-
pair decay suggests escape from this micelle is faster than for when w =5 or 30. This
implies that the viscosity of the solution not only influences the rate of f-pair decay, but
also escape from the micelle. Once freed from the micelles the f-pairs can recombine
rapidly, as there is less opposition to radical diffusion than in the higher viscosity

micelle solutions.

Considering the maximum possible RP separation from the DLS measurements,
the size of ahp (or mhp), and the bulk water properties of the core for a w > 3, the
water pool of 5 should be sufficient to allow spin-state mixing. This pool size should
also enhance the frequency of RP reencounter (compared to that in a larger water pool),
and the average RP lifetime, as already demonstrated. For this pool size the minimum
value of d,, is estimated as = 4.2 nm for the micelle containing ahp and =~ 2.4 nm for
those with mhp. These values assume an outer wall of 15 A and account for the size of
the substrate. Both of these pool sizes allow the RP to access the required > 1 nm

separation to overcome the electron exchange energy.

The resulting magnetic field traces for the w = 5 and w = 30, along with 0.7 mM
ahp in cyclohexanol are given in Figure 5.11. A subtle increase in the magnitude of the
LFE is observed for the RP contained in the micelles for which the w = 5 over that
occurring when the w = 30, while the generated MFEs remain equal and appear to
saturate within the field range. Based on the observed kinetics, an obvious difference in
the field dependence between the two water pools was anticipated, when considering
RP diffusion should occur more readily in the larger pools and reencounter less
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frequently. However, the efficiency of S-T mixing for the RP contained in these two
water pools may vary. In the smaller water pool the chance of reencounter increases.
Though reencounter in the triplet state may be higher than that for the RP in the larger
water pool, which despite colliding less frequently may react more efficiently. This is

one possible explanation for the comparable field dependence recorded.

An unexpected finding is that there is a significant reduction in the size of the
MFE between the result in cyclohexanol and those recorded for the reverse micelles.
The hint of an increase in the LFE and clear decrease in the MFE is difficult to explain
for the w = 5. Rather an increase in both would be anticipated if the RP were effectively
prevented from diffusing, since this should enhance the extent of spin-state mixing, at
least for early times. The enhanced geminate period, as suggested by the kinetics does
not appear to have induced a greater amount of singlet recombination, following S-T
mixing and has revealed only negligible growth in the size of the LFE.

% Magnetic Field Effect

Magnetic Field / mT

Figure 5.11 The magnetic field traces for the recombination of ahp RPs contained in
reverse micelles of w= 5, and 30, compared with the result in
cyclohexanol. For the micelle solutions, the LFE is larger when w = 5 and

the MFEs are comparable.

In the micelle the extended geminate phase should also increase the influence of
incoherent spin relaxation. Accordingly, if random relaxations were enhanced there
would be a greater loss of spin correlation and a higher field would be required for

saturation of the MFE. Quite convincingly however, the MFE plateaus, indicating that
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the limit in spin-state mixing from the removal of the T. sub-levels has already
occurred. This now suggests that the result may be an observation of the increased
influence of the geminate stage on the LFE/MFE ratio. By viewing the time dependence
of the relative magnetic field effects, this possibility can be explored. The
corresponding field traces for the w =5 Kinetic curve integrated at different times after
the laser flash, are displayed in Figure 5.12. Over time this appears to show an increase
in the magnitude of the LFE, while the MFE shows a reduction, importantly both these
changes are small. The amount of associated noise in the signals with the varying time
integrations does not disregard the possibility that, within error, the results are
approximately equivalent. Thus it appears the field effects from the g- and f-pairs
remain constant with time. This supports the separation of g- and f-pair contributions to
the field effect, with the observed field result being dominated by the g-pair effects. At
later integrations the MARY dependence may resemble that in homogeneous solutions,
generating the expected increase in the MFE. This however, could not be confirmed

since the integrations beyond 6 ps were far too noisy for any useful interpretation.
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Figure 5.12 The magnetic field traces for the ahp RP in the w = 5 reverse micelle

solution, with the Kinetic curve integrated over the specified time intervals.

The MARY curves for the water pools of w = 2, and 15 are shown in Figure 5.13.

It was originally anticipated that the most frequent recombination and greatest effect of
spin-state mixing would occur in a smaller water pool size, hence why w = 2 was
pursued. However, from the magnetic field trace and the kinetic curve data for w = 2
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there are three reasons to suggest that the RP does not reside in the water pool. Firstly,
there is an inadequate distance of approximately 0.64 nm in the pool, to allow spin
mixing to occur. If the RP were in the core, the hydrogen bonded nature of the water in
this size pool would effectively bind the RP in the centre. Consequently a far reduced
decay rate would be anticipated in the kinetics, since the majority of g- and f-pair
recombination would be prevented. This is not observed. Secondly, the solution is
viscous. At 10.5 cP, it should sufficiently hinder diffusion of the RP to allow field
effects of this magnitude to be recorded (cf. with the 7.2 cP solution in Figure 5.17).
This leads on to the third point; the MFE is clearly larger than that recorded in the other
micelle water pools of w = 5 and 30. This is strongly suggestive that the ohp is actually
located at the micelle boundary, or perhaps more likely in the AOT tails. Naturally,
since the tails are flexible and mobile, they would release the RP rapidly. The RP
recombination should therefore be governed by the rate of inter-micelle collision and

the viscosity of the solution.

w = 15 reveals the predicted MARY trend, where both the LFE and the MFE are
reduced, due to the shorter overall lifetime of the RP (refer to Figure 5.13 (b)). The
MFE saturation relative to that occurring in cyclohexanol is again lower, which is in
agreement with the other water pool field dependences.
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Figure 5.13 The magnetic field trace for the recombination of ahp radicals contained in
water pool of (a) w = 2 compared with w = 30, and cyclohexanol. (b) w =

15, compared with w = 30.
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Figure 5.14 (a) The kinetic traces for the recombination of differing concentrations of
mhp contained in a reverse micelle solution of w = 5. This includes the
result from a 3:1 ratio of mhp to micelle concentration. (b) Comparison of
the decay curve of 20 mM mhp from (a) with ahp in w =5, and ahp in a
high viscosity solvent. The normalised voltage scale in both plots

represents the concentration of the radicals

To test the influence of the RP on the recorded field effect, ahp was replaced with
mhp in the micelle solutions. As discussed earlier, both molecules differ only in the
para-substituted moiety on the benzene ring. This makes mhp both smaller and less
capable of hydrogen bonding, refer to Figure 5.1 for the structures. The generated RP
from both precursors possess the same average hyperfine coupling. Therefore spin
mixing should evolve at the same rate, limiting any difference in the field dependence to

be a result of the RP structure since their environments should also be similar.

Evidently ahp in the w = 5 generated the longest RP lifetime, and for this reason
w = 5 was likewise used for the mhp studies. The RP decays for mhp are shown in
Figure 5.14. The kinetics were measured for varying substrate concentrations as
indicated. Firstly to determine the minimum concentration required for an adequate
signal, and secondly, to probe for any differences in the kinetics, given that each of the
concentrations corresponds to a maximum in the Poisson probability distribution (for
the two N4, estimations). Importantly, the 20 and 9 mM solutions have a comparable
viscosity. Therefore any kinetic variations can be attributed to the distributions of mhp

among the micelles, as the water pool in both is also identical.

Clearly the 20 mM decays more slowly than the 9 mM and both signals are

noisier than those for ahp, despite the much larger concentrations used. For these
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curves, there is no evidence of a separation in the g- and f-pair recombination processes
and the RP kinetics parallel, or are lower than that encountered for ahp in highly
viscous cyclohexanol (see Figure 5.14 (b)). The comparatively fast decays in these
solutions would suggest this RP is situated in a different position to the earlier ahp pair.
The corresponding magnetic field traces for mhp yielded no discernable field effects
and the outcome was similar for all the time integrations, and concentrations tested. An
example of this is shown in Figure 5.15, where the field dependence appears to be

random.

The kinetic curve for the 20 mM mhp decays at a similar rate to the ahp in
cyclohexanol, which may imply a relatively long lived RP, though this is clearly not
verified by the resulting field data. Additionally the decay from a solution prepared with
an excess of mhp per micelle, in a 3:1 ratio as calculated from the Poisson distribution,
was recorded (Figure 5.14 (b)). The 3:1 ratio reveals a faster initial decay and an
absorbance level that remains above zero, even for longer times (> 40 us). This trace
exhibits the trend originally expected for the smaller water pools, where the two Kinetic
processes are clearly distinguishable. However the RP decay in this case never returned
to zero, indicating either the formation of a product molecule with an absorption in the
range of the benzoyl moiety, or an extremely long lived f-pair decay for the few pairs
that escape the micelle. It was anticipated that this may give insight into the location of
the RP. Since if the RP was in the water pool, the f-pair encounter would be rapid in this
low viscosity environment and the decay would be complete earlier in time than either
the 9 or 20 mM solutions. Despite the obviously faster initial decay, the absence of a

field effect implies the RP for mhp was not located in the water pool.

| = mch
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Figure 5.15 The magnetic field trace for the recombination of 20 mM mhp radicals

contained in a micelle solution of w =5.
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5.2 The Variation in the Magnetic Field Dependence with
Viscosity and Hydrogen Bonding

In the earlier section the ahp was effectively encased using reverse micelles. In this
section the solvent cage is responsible for restricting RP diffusion. The lifetime of a RP
in an isotropic solution is primarily governed by the viscosity of the solvent and control
of this can enhance the lifetime of the RP in the cage, and consequently the extent of
spin-state  mixing. Furthermore, the competitive Kinetic processes occurring in
homogeneous solution are less complex than those in the reverse micelles and should
enable easier interpretation of the results. This work explores the effect of viscosity on
the generation of the LFE and MFE in solutions of increasing viscosity and the

possibility that hydrogen bonding may also extend the RP lifetime.

5.2.1 Viscosity

Table 5.5 shows the solvent mixtures formed from increasing % volumes of propan-2-ol
added to cyclohexanol, along with their measured viscosities, which were calculated
using Equation [5.6]. The viscosity sharply decreases on addition of the propan-2-ol to
cyclohexanol and thereafter follows a near linear relationship for increasing volumes of
propan-2-ol. Accordingly a similar trend would be expected among the kinetic curves,
where the drop in the RP lifetime would be much greater between the cyclohexanol and

25 % propan-2-ol, than for the remaining solutions.

Table 5.5 The viscosities for solutions containing varying % volumes of cyclohexanol
and propan-2-ol. All viscosities were measured using an Ostwald viscometer

at 25 °, or in the case of the cyclohexanol a Brookfield viscometer.

Cyclohexanol Propan-2-ol n/cP
0 100 2.0
25 75 3.2
50 50 6.0
75 25 7.2
100 0 59.0
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Normalised Voltage Response

—— 100 % Propan-2-ol
—— 75 % Propan-2-ol

50 % Propan-2-ol
—— 25 % Propan-2-ol
—— 0 % Propan-2-ol

i

Time / pus

Figure 5.16 The kinetic traces for the recombination of 2 mM ahp radicals in solutions

of cyclohexanol with propan-2-ol added by % volume.

The corresponding decay curves for the RP in the different solution mixes are

shown in Figure 5.16. The decay time of the f-pairs gradually increases with increasing

viscosity. This confirms that in the viscous solutions the solvent molecules behave as a

more effective barrier to RP diffusion. Consequently both the g- and f-pair stages of the

RP are likely to have been extended, first by hindered escape from the cage, which is

thereafter followed by slower f-pair recombination. Unlike the reverse micelle solutions

the solvent mix is homogeneous and opposition to radical diffusion under this condition

continual.
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Figure 5.17 (a) Shows the magnetic field traces for the recombination of 2 mM ahp in

solutions of altered viscosity, by % volume of propan-2-ol added to

cyclohexanol (refer to Table 5.5). All MARY curves are the result of

integrating between 60-90 % of the total kinetic curve. (b) Is the same data

normalised to the MFE.
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The differing lifetimes should likewise be evident in the overall magnitude of the
magnetic field dependence. Here, a longer lived RP should enhance both the LFE and
the MFE, while the short lived pairs may only develop the MFE. LFEs are reported to
be more sensitive to the lifetime of the RP and it is therefore worth noting that as the RP
decay shortens, the likelihood of observing an LFE may also decrease. The MARY
curves for the mixed solvents in Figure 5.17 reveal a weaker magnitude MFE and LFE
with decreasing viscosity, as more radicals rapidly escape the geminate cage before
spin-state mixing. Surprisingly a LFE is still detectable even in the very low viscosity,
of the 100 % propan-2-ol solution. This solution also demonstrates a very shallow MFE,

though both effects are very weak.

10d —25%

Normalised % Magnetic Field Effect

-0.6 T T T T T T T 1

Magnetic Field / mT

Figure 5.18 The normalised magnetic field traces for the recombination of 2 mM ahp in
solutions of cyclohexanol, and 25 % propan-2-ol by volume added to
cyclohexanol. Both results are from integrating between 60-90 % of the

total kinetic curve.

Clearly the size of the MFE for cyclohexanol (59 cP) is far greater than that in the
next highest viscosity solution (7.2 cP). However, from this figure the relative LFEs do
not necessarily exhibit an equivalent change. Normalisation of the data to the MFE in
Figure 5.17 (b), confirms the rate of achieving the MFE is comparable among all the
solvent mixes. On closer inspection of the results, there is an indication of an increase in
the relative size of the LFE for the 25 % propan-2-ol solution, from that occurring in
pure cyclohexanol (see Figure 5.18). The LFE appears to have increased in relation to
the MFE, not to the extent observed in the micelle solutions, which shows a plateau in
the MFE and an obvious difference. Importantly in this case, the varying contributions

from noise between the traces may equally account for the marginal differences
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observed. Therefore, most consistently, the development of the LFE and MFE are
proposed to remain unchanged across the solutions of different viscosity. This leads to a
final point in that the relaxation occurring appears to be negligible, since the rate of
achieving the MFE is comparable for all the solutions despite the longer geminate pair

lifetime in the more viscous solutions.

5.2.2 Hydrogen Bonding

Previous work has highlighted the possibility that hydrogen bonding between the
solvent and a RP may prolong the RP lifetime. To further test this theory, solvents of
high viscosity with little/no propensity for hydrogen bonding, and sufficient polarity to
solubilise ahp were sought. This was in itself challenging given that most viscous
solutions are normally hydrogen bonded, or non-polar oils and which are unable to
solubilise ahp or similar molecules required for this study. Consequently the use of
hydrogen bonded solvents was unavoidable, as no solvent or solvent mix could fulfil all
the aforementioned criteria. Solvent mixtures inclusive of cyclohexanol were used in an

attempt to examine the effects of hydrogen bonding.

Given the demonstrated importance of the viscosity of the solution, it was
necessary to use solvent mixtures maintained at an adequate viscosity to reveal a
sizeable field effect, in both the LFE and MFE. Simultaneously, this viscosity needed to
be attainable on addition of the second solvent, which may vary quite significantly in its
viscosity depending on its structure. The chosen value was 7.2 cP. In addition to the
hydrogen bonding studies this should further probe for a potentially unusual LFE rise in
comparison to the MFE, which was hinted at, but unconfirmed from the earlier viscosity
studies (Figure 5.18). By using the same precursor and viscosity, any difference in the
observed effects should be a result of the solvent mixtures used. Table 5.6 details the %
volumes of the solutions required to achieve a viscosity of 7.2 cP, which were all

measured using an Ostwald viscometer.

While dichloromethane and acetonitrile should exhibit no effects from hydrogen
bonding, the tendency for cyclohexanol to form hydrogen bonds may far outweigh any
effect from these additional solutions. It is also reasonable to propose that as the size of
the solvent chain increases for the alcohols, the extent of hydrogen bonding would
decrease. Beyond these suggestions it is difficult to predict the likely outcome of the
MARY curves. Ideally, the solvents would have been sufficiently viscous to measure

the field dependence among them. However, the degree of noise and the low magnitude

Page | 208



field effects observed in the neat solutions (see for example 100 % propan-2-ol in

Figure 5.17 (a)) made it impossible to compare the results accurately.

Table 5.6 Cyclohexanol containing varying % volumes of the solvents as listed, to make

a homogeneous solution with viscosity of approximately 7.2 cP.

Cyclohexanol Solvent 2 Solvent 2
75 Ethanol 25
75 Propan-1-ol 25
75 Propan-2-ol 25
54 Butan-1-ol 46
40 Butan-2-ol 60
86 Acetonitrile 14
84 Dichloromethane 16

The resulting magnetic field traces for these data sets show that the different

solvents mixes do not achieve the same MFE (see Figure 5.19). Cyclohexanol is again

used for comparison. The solutions of propan-2-ol, propan-1-ol and ethanol all possess

approximately the same viscosity and were therefore used in the same volume ratios.

Quite clearly the overall magnitude of the MFE and LFE is lower for ethanol, than for

the other two alcohols, of which propan-2-ol reveals marginally larger field effects.

% Magnetic Field Effect

-1.0 4
-1.5 4
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Dichloromethane
—— Cyclohexanol
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25 30

Figure 5.19 The magnetic field traces for ahp in the mixed solvents of 7.2 cP as

indicated in Table 5.6, compared with the result in neat cyclohexanol. All

the results are from integrating between 1-3 us of the kinetic curve.
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Figure 5.20 The normalised magnetic field traces for ahp in the mixed solvents of 7.2
cP as indicated in Table 5.6. All the results are from integrating between 1-

3 us of the kinetic curve.

All the generated MFEs are similar, excluding the propan-2-ol and propan-1-ol values
which appear greater. Normalisation of the data (in Figure 5.20) reveals a surprisingly
large relative LFE for the solutions containing dichloromethane and acetonitrile, which

were both specifically chosen for their inability to form hydrogen bonds.

Table 5.7 The Hildebrand® and Reichardt® parameters for the solvents investigated.

Solvent 5/ MPa” E+/ kcal mol™
Ethanol 26.2 51.9
Propan -1-ol 24.3 50.7
Propan-2-ol 23.5 48.4
Butan-1-ol 23.3 49.7
Butan-2-ol 23.1 47.1
Acetonitrile 24.1 45.6
Dichloromethane 20.2 40.7
Cyclohexanol 23.3 49.7

Evidently, it is the properties of the additional solvents in the solution mixes that
give rise to this unusual behaviour. While it is understood that the field effect still

includes a contribution from cyclohexanol, it was anticipated that this result could be
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rationalised by parameters that measure the degree of interaction between the molecules
in solution. Two such parameters; the Hildebrand (6), and Reichardt (Et) parameters
are given in Table 5.7.° § is a measure of the extent of hydrogen bonding, while Er is a

measure of the solvent polarity.

To identify if a trend was present among the solvents used and the resulting low
field dependence, the maximum % LFE was plotted against the two parameters in Table
5.7 (see Figure 5.21). Both (a) and (b) reveal a loosely linear relationship. Conversely
these plots would imply the solvents exhibiting a lower polarity or less hydrogen
bonding stabilise the RP and generate a larger magnitude LFE. This opposes the
anticipated result, where the more polar/hydrogen bonded solutions would be expected
to interact better with the RP and thus extend its lifetime. The general trends from both

the plots are, however, rather unconvincing and subject to a considerable error.

084 ® %LFE - 084 ® %LFE
Linear Fit ' Linear Fit "
0.9 - -0.9 ]
-1.04 //// " 10 o }
1.1 //// 1.1 ////
w _ m _
Y 124 _— u w12 [
E - - - < _— []
13 e - 13- _— .
EPR 1.4 _—
SD=0.23359 _— SD=0.21948
-1.54 = R=0.50379 15 . R=0.58416
16 Y = -2.76421+1.25178 + 0.069214+0.05307X Y = -2.96558+1.13997+ 0.03834+0.02382 * X
-1 T T T T T T T ) 16
20 21 22 23 24 25 26 27 2 42 44 P 48 50 52
(a) Delta / MPa*? (b) E, / keal mol*

Figure 5.21 The variation of the % LFE from Figure 5.19 with (a) the Hildebrand
parameter, 8, and (b) the Reichardt parameter, E+, for solvents added to

cyclohexanol to make the 7.2 cP solutions.

Previous work (as described earlier Section 5.1.5) has attributed changes in the
LFE/MFE ratio to be from the composition of the RPs at any one integration period of
the kinetic curve.?” All the curves were integrated between the same integration window
and therefore allow the relevance of this model to be explored for the investigated
solvent mixtures. If the average RP lifetime in a particular solution is short, there will be
fewer longer lived pairs and the RP would be comparatively less able to develop the
LFE at the same rate as it does the MFE. Butan-2-ol and ethanol generate the weakest
relative LFEs. By viewing the corresponding kinetic traces (Figure 5.22), it is apparent
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that these solvents mixtures also reveal the fastest RP decays, so behave in a manner
that is in agreement with the prediction. Furthermore the noise level in these two
MARY traces is similar, which makes this assessment of the lifetimes all the more

convincing.

The largest normalised LFEs arise from both the dichloromethane and
acetonitrile; however the kinetic traces indicate that the LFE should develop faster for
propan-1ol, then propan-2-ol, in that order. As with all these MARY curves, it is again
essential to consider the relative noise level in the acetonitrile and dichloromethane
scans, which are among the highest recorded. This may contribute to the apparently
large LFE in relation to the remaining solutions, and to the MFE. Comparison of
propan-1-ol with ethanol reveals only a negligible increase in the LFE/MFE ratio for the
former, while the RP decays would support the change to be much greater. There are a
range of noise levels in the field dependences, which makes investigating the
composition model difficult on the current datasets. For the field traces without such a
large margin for error; butan-2-ol and propan-1-ol, the anticipated trend is followed.
The 8, and E+ values for both of these added solvents, also reveal there should be less
interaction between the solvent molecules in butan-2-ol and accordingly with the RP.

This may lead to the shorter RP lifetime in the butan-2-ol solution mix.

In any case the relationship between the LFE/MFE and the influence of hydrogen
bonding remains unresolved for present work and further investigations are clearly

required.

— Ethanol

—— Propan-1-ol

—— Propan-2-ol
Butan-1-ol

—— Butan-2-ol
Acetonitrile
Dichloromethane

Normalised Voltage Response

Time / ps

Figure 5.22 The kinetic traces for the recombination of 2 mM ahp radicals in the
solutions of cyclohexanol with different solvents, added by % volume, as
indicated in Table 5.6.
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5.3 Conclusions and Future Work

The work in this chapter has probed the effects of changing the RP environment on its
recombination kinetics and magnetic field dependence. The first section revealed long
RP lifetimes when the RP was effectively encased in the water pool of varying sized
reverse micelles. The lifetime of the RP was clearly extended over that achievable in
highly viscous solvents, suggesting the substrate was, at least to some extent,

successfully encapsulated.

The field effects showed only a marginal increase in the magnitude of the LFE for
the RP in a water pool that had approximately 4.2 nm (w = 5) available for diffusion,
over that occurring with a diffusion distance of 12.8 nm (w = 30). With a smaller water
pool, reencounter is more frequent and should generate a greater field effect in both the
MFE and LFE. However for these two water pools the LFE and MFE were near
equivalent. For the smallest water pool (w = 2), the approximate separation distance of
the RP reduces to 0.64 nm. This should have revealed a long RP decay with no
observable field effect. Conversely, the increased strength of the hydrogen bonding in
this size water pool, most likely excluded the RP from entering the pool. Accordingly
the field trace for this w = 2 solution resembled those recorded for the RP in

homogeneous solutions of a comparable viscosity.

A significant reduction in the size of the MFE was noted between the result in
viscous homogeneous cyclohexanol and that recorded for the reverse micelles. The
MFE in the micelles was also demonstrated to saturate at much lower field strengths
than for the homogeneous solutions. This is proposed to be due to the increased
geminate lifetime of the RP influencing the LFE/MFE ratio. The different time
integrations of the kinetic curves supported this to be the case. The effect of the
viscosity of the micelle solution clearly influenced the recombination kinetics and for
the observation of a sizeable field effect in these reverse micelles is it is necessary
control both the viscosity from the amount of AOT/water and the micelle size. Though,
the latter appears not to influence the magnitude of the field effect to the extent of the

viscosity of the solution.

Further tests in homogeneous solution confirmed that the magnitude of the
magnetic field effects (MFE and LFE), increased with increasing viscosity. This
supports the idea that the solvent viscosity directly affects the RP lifetime and that
longer lived RPs are selectively removed at lower viscosities. Solutions of 7.2 cP

viscosity were probed for the effects of hydrogen bonding. However, noise levels in the
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data inhibited a detailed interpretation of the results. For those scans with a smaller
margin for error, the results revealed the anticipated relationship with respect to the RP
lifetimes and the interaction between the molecules in solution. Attempts were made to
establish an overall trend through the solvent properties, though no convincing trend

was present.

Further work on the micelles would include investigating other similar
photoinitiators, in the water pool of 5 to confirm the LFE/MFE ratio. Also to investigate
alternative molecules with the potential for hydrogen bonding with the water in the
pool, as the attempts in this work were unsuccessful. For the mhp micelle solution, it
would be beneficial to determine the location of the mhp using an appropriate
technique, since the absence of a field effect suggests it was not located in the water
pool. Equally it may be worthwhile investigating a larger pool size. Since for the
present work, the separation accessible in the w = 5 pool after the inclusion of the two

precursor molecules (separately) varied by a few nm.

Clearly the work with the viscosity of 7.2 cP also requires examination, and
would ideally use neat solvents rather than a solvent mix, to identify if the LFE/MFE
relationship still differs. Alternatively, if continuing with using solvent mixes solvents
with extremely low and high Hildebrand/Reichardt parameters should be studied, to

determine if a definite linear relationship can be established.
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6. Conclusions

This thesis describes work conducted in varying applied magnetic fields, to probe
reactions involving radicals and radical pairs (RPs). The RPs investigated are neutral,
formed from commercial photoinitiators, and contain a benzoyl moiety and all of the
field strengths used in the current work indicate that spin-state mixing for the RP should
evolve a arate that is dominated by the hyperfine coupling mechanism, as discussed in
Chapter 1.

In particular, it can be considered that a focus of this thesis has been on studying
biological systems, either directly by catecholamine mediated interactions with the
transferrin iron binding, or indirectly by monitoring the kinetics and magnetic field
effects (MFES) of radical pair (RP) reactions in reverse micelles. The latter, like most
micelle microencapsulation investigations, are regarded as ssmple models for biological
systems, so they allow the affect of a magnetic field and the reaction kinetics to be
examined in a biologically relevant environment. This, in addition to exploring the
unexpected photochemistry of the BAPO photoinitiator in solutions containing a cohol
or water, broadly summarises the three main results chapters.

Originaly, as detailed in Chapter 2, the aim was to develop a commercial step
scan spectrometer to monitor magnetic field effects. Following numerous modifications,
the purchased spectrometer was found to be incapable of detecting any of the tested
radical intermediates, even at relatively high concentrations of the precursor molecule.
This is most likely a consequence of the poor power of the globar source, in
combination with the method of data acquisition. Other developments were also sought
by adapting the existing TRIR spectrometer, to collect the RP kinetic decay data with a
zero background signal. Thiswas pursued by converting the optics in the setup to match
a Michelson interferometer. However, the noise level in the final readings inhibited any
further work with this system, and the original setup was used to collect all the magnetic
affect on reaction yield (MARY) and kinetic data contained in this thesis, most of which
isincluded in Chapter 5.

At physiological pH, catecholamines are well reported to assist pathogenic growth
by sequestering the iron from the normally inaccessible iron binding proteins,
transferrin and lactoferrin. Chapter 3 follows the EPR study of the iron(l11) binding in
the proteins upon exposure to catecholamines (norepinephrine, epinephrine, dopamine

and synthetic inotrope dobutamine), to gain insight into the mechanistic route for iron
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capture. The characteristic di-peak EPR spectrum of transferrin is transformed in the
presence of the stress hormones; this generates a new peak which is most consistent
with the iron binding to the catecholamine. The resulting peak is similar in shape and
position to that observed for the catecholamines binding an iron(lll) centre, as is
confirmed using inorganic salts. This documents the first direct observation of a change

in the ferric iron binding status on addition of the catecholamines.

Importantly the binding affinity of the catecholamines for ferric iron is far weaker
than that of either transferrin or lactoferrin, and it is for this reason suggested that direct
iron abstraction from transferrin cannot occur. Further investigations to compliment the
EPR transferrin iron binding studies were undertaken using the techniques of urea
polyacrymide gel electrophoresis (urea-PAGE) and densitometry which followed Fe(l1)
evolution. Both of these identified iron(l11) reduction to accompany the loss of iron
from the metalloproteins. This pathway of iron capture by ferric iron reduction is

entirely reasonable given that transferrin has afar reduced affinity for iron(l1).

To confirm the mechanism and model the behaviour of bacterial ferrous uptake
systems, the effects of ferrozine (iron(ll) sink) on the transferrin iron binding EPR
spectra were also examined. The presence of ferrozine was shown to promote faster and
more extensive removal of the iron from transferrin, suggesting iron theft should be
enhanced in the presence of bacteria. It dso appears, from the current work, that
catecholamines encompass the key features of siderophores and ferric reductases, both
of which are essential to capture and use or store iron in bacteria. From all the
developments in Chapter 3 the catecholamines are proposed to behave in a pseudo-

siderophore manner.

The work in Chapter 3 is not only significant from a mechanistic viewpoint but
also diagnostically. Since catecholamines are used widely in hospitals to support
critically ill patients, the ability of pharmacologically administered catecholamine
concentrations to visibly alter the iron binding status of the transferrin in human serum
(as shown in this work), has demonstrated links with increased virulence. This
implicates iron theft from the transferrin or lactoferrin as a potential source of bacterial
infection and accordingly highlights the role of EPR as a diagnostic technique.
Evidently this till requires extensive testing and the work given in Chapter 3 isonly the
initial stage.

Chapter 4 focuses on uncovering the identities of the previously unobserved
radicals that are produced when BAPO is irradiated in alcohol- or water- containing
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solutions. The new photochemistry was first revealed through the differing magnetic
field effects for the RPs, formed upon the photolysis of MAPO and BAPO in
cyclohexanol solution. The MAPO photoinitiators demonstrated the expected low field
effect (LFE), consistent with a-cleavage, whilst BAPO showed only a very weak
conventional MFE. This unusual photochemistry for BAPO was initialy probed using
TREPR spectroscopy, and clearly identified the presence of two additional doublets
arising from at least two radical species, in addition to the traditional RP. The origin of
these peaks was unknown. However by employing different acohols and observing the
effect on the TREPR data, plausible reaction mechanisms were constructed. This was
followed by performing DFT calculations on the structures to estimate their hyperfine
coupling constants, and evaluate the likelihood of formation by comparing these
calculated values with the recorded spectroscopic data. A combination of the procedures
described generated the three possible radical structures that are proposed to give rise to
the additional EPR signals. Further work on this would entail investigation of the likely
pathways and methods to determine the identity of the radicals produced. One method
of doing this may be through resolving the small hyperfine couplings, using ENDOR, or
attaching alternative species to the resulting radicals.

The final chapter examines the effects of changing the RP microenvironment on
its recombination kinetics and magnetic field dependence, in fields of < 37 mT. This
chapter is split into two parts; the first is concerned with investigating RPs in AOT
reverse micelles (heterogeneous solution) and the second in homogenous solution. The
micelle studies revealed long RP lifetimes when the pairs were effectively encased in
the water pools of varying sized reverse micelles. Accompanying size information was
gathered by dynamic light scattering measurements to determine the approximate
separation distance available to the RP in the reverse micelles. It was found that for a
separation difference of up to 8 nm (approximate difference between the smallest, w =
5, and the largest, w = 30, pool) there was negligible effect on the resulting magnetic
field trace. This is surprising given that the recombination kinetics were found to be

both slower in the smaller water pools and reveal a biphasic decay.

A further important observation is the reduction in the overall magnitude of the
MFE between the result in viscous homogeneous cyclohexanol and that recorded for the
reverse micelles. Thisis most likely attributed to the increased geminate lifetime of the
RP influencing the LFE/MFE ratio, whereas in homogeneous solutions this would

predominantly be governed by the f-pair decay. While the viscosity of the micelle
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solution is shown to influence the recombination kinetics in the reverse micelles, the
complexity of the competing kinetics processes of the encased RP make it more difficult
to fully interpret. It is, however, confirmed for the solvent mixtures in the second
section of Chapter 5. In this section the absolute magnitude of the magnetic field effects
(MFE and LFE) correlate well with the viscosity of the homogeneous solutions. This
supports the idea that the solvent viscosity directly affects the RP lifetime and that
longer lived RPs are selectively removed at lower viscosities. Other experiments
performed to link the RP lifetimes to an increase in the size of the field effect, were
attempted through varying the hydrogen bonding ability of the solutions containing the
RP. This proved fairly unsuccessful and only loosely obeyed the prediction whereby the
more hydrogen bonded solutions extended the lifetime of the RP and accordingly the
field effect.

Future studies, to develop the work given in Chapter 5, would involve
determining the exact location of the precursor molecule in the reverse micelles, and
examining the influence of hydrogen bonding by using non-hydrogen bonded benzoyl
photoinitiators.
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