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Case courtesy of A.Prof Frank Gaillard, Radiopaedia.org, rID: 8095

What is the diagnosis? 
Where are the abnormalities?
How large are the airways?



Data?

Representative 
& annotated data



Overfitting

Simple method

Complex method

Performance

Training size



https://jamanetwork.com/journals/jamadermatology/article-abstract/2740808

https://jamanetwork.com/journals/jamadermatology/article-abstract/2740808


Two possibilities

• Transfer learning

• Crowdsourcing



Transfer learning

Not learning “from scratch”



Use other similar datasets



Performance drops across datasets

Cheplygina, V., Pena, I. P., Pedersen, J. H., Lynch, D. A., Sørensen, L., & de Bruijne, M. (2018). 
Transfer learning for multicenter classification of chronic obstructive pulmonary disease. IEEE 
journal of biomedical and health informatics, 22(5), 1486-1496.
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Performance drops across datasets

Pooch, E. H., Ballester, P. L., & Barros, R. C. (2019). Can we trust deep learning models diagnosis?
The impact of domain shift in chest radiograph classification. arXiv preprint arXiv:1909.01940.



Learn from any dataset

The ImageNet Large Scale Visual Recognition Challenge. (Source: Xavier Giro-o-Nieto)

https://www.slideshare.net/xavigiro/image-classification-on-imagenet-d1l4-2017-upc-deep-learning-for-computer-vision/


Learn from any dataset

import keras

import numpy as np

from keras.applications import vgg16

#Load the VGG model

vgg_model = vgg16.VGG16(weights='imagenet')
Image: towardsdatascience.com

https://towardsdatascience.com/a-comprehensive-hands-on-guide-to-transfer-learning-with-real-world-applications-in-deep-learning-212bf3b2f27a


Learn from any dataset – medical or non-medical?

Cheplygina, V. (2019). Cats or CAT scans: transfer learning from natural or medical image 
source datasets?. Current Opinion in Biomedical Engineering. URL

https://www.sciencedirect.com/science/article/pii/S2468451118300527


14Cheplygina, V. (2019). Cats or CAT scans: transfer learning from natural or medical image 
source datasets?. Current Opinion in Biomedical Engineering. URL
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Medical best Non-medical No difference ?, more is
not better

Which data to use for pretraining?

Learn from any dataset – medical or non-medical?

https://www.sciencedirect.com/science/article/pii/S2468451118300527
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Non-medical 
vs medical 
data

ImageNet best as 
source data

BUT

is Imagenet is 
much larger

Work by Floris Fok



Crowdsourcing



You do it all the time!



Deng, J., Dong, W., Socher, R., Li, L. J., Li, K., & Fei-Fei, L. (2009, June). Imagenet: A large-scale hierarchical image database. 
In Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on (pp. 248-255). IEEE.

2009: ImageNet



2012: Malaria diagnosis

Mavandadi et al. Distributed Medical Image Analysis and Diagnosis through Crowd-Sourced Games: 
A Malaria Case Study, 2012a

Completing this game […] 
took on average less than 
one hour for each gamer 

accuracy […] is within 
1.25% of the diagnostic 
decisions made by the 
infectious disease expert.



Surgical instrument segmentation



Cell pattern classification

Sullivan et al. Deep learning is combined with massive-scale citizen science to improve 
large-scale image classification, 2018



Mitosis detection in histopathology





Cheplygina, V et al. (2016). Early Experiences with Crowdsourcing Airway Annotations MICCAI LABELS 2016 

Airways in chest CT



https://challenge.kitware.com/#challenge/n/ISIC_2017%3A_Skin_Lesion_Analysis_Towards_Melanoma_Detection 

Melanoma classification

A – Asymmetry 

B - Border

C – Color



Image analysis project for 1st year students

1. Measure features with algorithms

2. Measure features yourself

3. Evaluate

Crowdsourcing!



Crowd annotations predict 
diagnosis

• 100 images, 5 features x 6 
people = 30 features

• Averaging annotators best

• Disagreement also informative

Cheplygina, V., & Pluim, J. P. W. (2018). Crowd disagreement about medical images is 
informative. URL

https://link.springer.com/chapter/10.1007/978-3-030-01364-6_12


Work by Elif Kubra Contar

Same network
• Single-task with class label
• Multi-task with class label and asymmetry



Work by Elif Kubra Contar

Multi-task network with crowd annotations outperforms 
single-task network



Ørting, S., Doyle, A., van Hilten, A., Hirth, M., Inel, O., Madan, C. R., Mavridis, P., ... & Cheplygina, 
V. (2019). A survey of crowdsourcing in medical image analysis. arXiv preprint arXiv:1902.09159.



Survey of crowdsourcing – take-aways

• Often 2D images, rating entire image
• Almost all papers report successes



Survey of crowdsourcing - take-aways

• Setup ad-hoc / details missing
– Platform, number of annotators, compensation…

• Different use of labels
– Create labels vs improve/filter labels
– Compare to experts vs train ML
– Discover novel patterns

• Discussion of implications?



• Transfer learning
– Train on similar datasets – performance can drop
– Transfer weights from any dataset
– Factors affecting success not 100% clear

• Crowdsourcing
– Collect labels from the crowd for medical tasks
– When is it successful? 
– Different ways of using crowd input
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