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Gravity vector
Gravity-gradient tensor

$\mathbf{g}_{\mathrm{z}}$-component


- The $g_{z}$ - component has historically been used because of the ease of interpretation and the low-cost of measurement;
- Qualitative interpretation; e.g.: Horizontal delimitation of the source.
- Quantitative interpretation; e.g.: Inversion.

Gravity-gradient tensor


- Since the great improvement in the acquisition of accurate gravity-gradient data, these data have increasingly been used in geophysical prospecting (mining and hydrocarbon explorations; e.g., Zhdanov et al. 2004; Uieda and Barbosa, 2012; Martinez et al., 2013; and Carlos et al., 2014).
- Qualitative interpretation; e.g.: Horizontal delimitation of the source.
- Quantitative interpretation; e.g.: Inversion.
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whose $\Delta \mathrm{s}_{\mathrm{i}}$ is the horizontal area located at depth $\mathrm{z}_{\mathrm{i}}$ and centered at the horizontal coordinates ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}$ ) of the $i$ th $\mathbf{g}_{\mathrm{z}}$-component data.
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The excess mass contraint
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## $3^{\text {rd }}$ Iteration
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## $4^{\text {th }}$ Iteration


the mass distribution updated at the $4^{\text {th }}$ iteration


## $5^{\text {th }}$ Iteration ....


the mass distribution updated at the $5^{\text {th }}$ iteration
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$2^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathrm{z}}$-component data with a regional trend
- Flight lines (simulating the real data) and horizontal projection of the 3D sources

- Simulated $\mathbf{g}_{\mathrm{z}}$ component data

$\mathbf{2}^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathrm{z}}$-component data with a regional trend
- Flight lines (simulating the real data) and horizontal projection of the 3D sources
- Regional trend simulated by a firstorder polynomial

- Total $\quad \mathbf{g}_{\mathbf{z}}$ component data

$\mathbf{2}^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathrm{z}}$-component data with a regional trend
- Flight
lines (simulating the real data) and horizontal projection of the 3D sources
- Regional trend simulated by a firstorder polynomial



- Total $\mathbf{g}_{\mathrm{z}}$ component data
$2^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathbf{z}}$-component data with a regional trend
- True gravitygradient data
(a)

$2^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathbf{z}}$-component data with a regional trend
- Predicted gravitygradient data
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\mathrm{z}_{\mathrm{j}}=400 \mathrm{~m}
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30 iterations
Total $\mathbf{g}_{\mathrm{z}}$-component data

$2^{\text {nd }}$ synthetic test: $\mathbf{g}_{\mathbf{z}}$-component data with a regional trend

- Residuals
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Beltrão et al. (1991): regional-residual separation method.


Vinton salt dome, Louisiana, USA

- $\mathbf{g}_{\mathbf{z}}$-component data

- Regional trend removed

- Residual $\mathbf{g}_{\mathrm{z}}$-component data


Vinton salt dome, Louisiana, USA

- Observed gravitygradient data


Vinton salt dome, Louisiana, USA

- Predicted gravitygradient data
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Vinton salt dome, Louisiana, USA
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- We have used a fast iterative equivalent-layer technique for calculating gravity-gradient data from $\mathbf{g}_{\mathrm{z}}$-component data.
- This method uses the excess of mass and the positive correlation between the observed $\mathrm{g}_{\mathrm{z}}$ component and the masses on the equivalent layer.
- The computational efficiency of the method relies heavily on the fast estimation of the mass distribution on the equivalent layer without requiring matrix multiplications and the solution of linear systems.
- Applications to synthetic and real data show the ability of the method to calculate the gravitygradient tensor from large data set when a regional data is removed. The presence of a regional data may result in errors in the calculation of the components.
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