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Introduction

Because of the shortage of public datasets, practition-
ers have started to rely on synthetic ratings in order
to conduct their offline experiments |[1|. An obvious
advantage of such an approach is that it enables the
creation of rating datasets with an arbitrary number
of users and items at a limited cost of dataset ac-
quisition. However, the results obtained from such
experiments may be questionable, as the generated
datasets are usually not capable of capturing the char-
acteristics of a particular domain of interest |2]. For
example, different generative approaches rely on de-
scriptive statistics, like mean and standard deviation.
In this work, we propose a novel approach for auto-
matically generating synthetic datasets with a con-
figurable number of users leveraging on a reference
dataset that is used as the seed of the process and
that encodes the peculiarities of a domain of interest.
Such a generative method can be exploited to create
different rating datasets containing users that exhibit
behaviors similar to the ones available in the refer-
ence dataset.
have a direct relation with the real users and, there-
fore, no private or commercially sensible information

However, the synthetic users do not

is leaked. At the same time, because the number of
synthetic users is configurable, the generated dataset
can be exploited to conduct scalability tests in a re-
alistic way and to train recommendation algorithms
using reinforcement learning methods.

Dataset Generation

Our approach for generating synthetic datasets start-
ing from a reference dataset consists of two steps. In
the first one, it is necessary to analyze an existing col-
lection of user preferences in order to obtain an accu-
rate representation of the domain of interest. Then,
in the second one, it is possible to exploit such a rep-
resentation for creating different generated datasets.
We argue that only relying on a few statistical distri-
butions computed empirically at a global level from
an existing dataset or specified by a researcher is not
sufficient to realistically simulate the individual tastes
of human beings. Such methods would lead to the cre-
ation of datasets with users having no individual pret-
erences, thus making the task of any recommender
system nearly impossible.

For this reason, we included a preliminary clustering
phase as part of the first step in order to group the

users in a fixed number of communities. The individ-
ual rating behaviors, represented by different statisti-
cal distributions, are learned for each community and
then exploited during the sampling phase.

For simplicity, we assume that each user can only
express positive preferences about the items available
in the system. However, this approach can also be
exploited to simulate datasets with ratings expressed
on a more complex scale by repeating these steps for
each rating value and then by merging the results.

Algorithms

The user clustering and distribution learning process is formalized in Algorithm 1. We represent each user

v € U from the reference dataset as a vector with length equal to the number of items |Z|. Given this data

structure, we decided to apply the K-means clustering algorithm |3| to group together users who liked a similar

set of items in K different clusters. Every cluster identifies a different community of users.

We create the following empirical distributions from the reference ratings:

- PY how users are distributed in K clusters:

- PU. how ratings are distributed in |[U] users for each cluster;

- P! how ratings are distributed in |Z| items for each cluster.

Starting from the empirical distributions obtained from Algorithm 1, it is possible to generate a synthetic dataset
by applying to them a sampling function o. The rating sampling procedure is formalized in Algorithm 2.

Require: U #{0} NK > 0N K < |U]
1: C < K-means(U, K)
2 PY + P(v e C)
3. for all k € {1,..., K} do
4 P/g — P(IOU‘U - Ck)
5: Pk] «— P(p|t € T, Nv € Cy)
6. end for
7 return PY, P/, P!

Algorithm 1: User clustering and distribution learning.

Require: U > 0, P“, PV, P!
1. R+ {0}
2. for allu e {1,...,U} do
3 k< o(PY)
1 I+ o(PY)
5. for allie{l,...,1} do
6: Puyi S 6(Pk[)
7. R+ RU {pu,i}
3. end for
0. end for

10 return R

Algorithm 2: Rating sampling.

Experimental Results

We compared the results obtained from the evaluation of different recommenders conducted on popular datasets

typically exploited in literature with the ones computed in the same experimental conditions using various

collections of synthetic preferences generated starting from them using multiple techniques.
The results obtained with MovieLens 100K are available in Table 1. We observe that the relative order of the
measures is the same between the generated and the reference datasets.

Table 1: The results obtained with the baseline, generated, and reference versions of MovieLens 100K.

Baseline dataset

(Generated dataset

Retference dataset

NDCG

Algorithm Precision Recall

Precision Recall

NDCG NDCG

Precision Recall

Random

0.009416 0.008877 0.009841  0.009847 0.008977 0.010022 0.007743 0.006300 0.008183

Most Popular 0.060065 0.053209 0.064384  0.099672 0.083875 0.1102290.112759 0.102804 0.130632

User KNN 0.055952 0.050587 0.068744  0.154158 0.135917
BPRMF
WRMEF 0.047078 0.042876 0.048104 1 0.164114 0.144272

169499 1 0.205234  0.221684 0.233362

0
0.045346 0.033628 0.048740 | 0.122538 0.106186 0.129742 0.182770 0.186838 0.193869
0

173916 1 0.221592  0.233235 0.250386

Conclusion and Future Work

In this paper, we have discussed a method for gener-
ating synthetic datasets with an arbitrary number of
users starting from existing collections of preferences.
Differently from the approaches already available in
literature, we propose to first model user communities
in order to generate more realistic ratings that can be
successtully exploited during an evaluation campaign.
As future work, we would like to explore additional
methods for creating synthetic datasets. We believe
that Generative Adversarial Networks (GANs) could
be successtully exploited for this task, as they are al-
ready used to generate fake images. Such approaches
would require the definition of a way for representing

the preferences of a user similarly to an image.
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