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ABSTRACT

Ownership structure influences the incentives of managers and shareholders, and has an
impact on capital structure decisions. One important aspect of ownership structure is
family control. Families represent a special class of large shareholders that potentially
have unique incentive structure and power in the firm (Anderson et al., 2003). From
agency and incompiete contract perspectives, there are two characteristics of families
that make them different from other types of large shareholders or managers of widely-
held firms. First, the combination of highly valuable private benefits of control and
significant firm-specific human capital motivate families to maintain control of their
company. Second, with substantial wealth and human capitai at risk, family owners tend
to be more risk averse than their non-family counterparts. These unique characteristics
provide reasoning why capital structure decisions of family firms differ from those of

non-family firms.

Panel data from publicly listed firms in Australia from 1998 to 2002 were used to
investigate the impact of family control on capital structure decisions. Employing
various panel data regression techniques, this study found several important findings.
First, family firms in Australia have higher levels of leverage compared to non-family
firms. The result is consistent with the argument that families use debt to concentrate
voting power. The objective is to protect the families” highly valued private benefits of
control and firm-specific human capital. Since debt has no voting power, the issvance of
debt instead of new equity protects the dominance of families. Additional analyses on
the data based on industry (i.e., mining versus industrial sectors) and firm size (i.e..

small versus large firms), provides evidence that the desire to use debt to maintain

viil




control is stronger for family firms operating in the mining sector (where private
benefits of control is higher) and among smaller family firms (where the families’

financial constraint is not a crucial issue).

Second, with regard to debt structure decisions (ie., type of debt used), family
controlled firms use debt maturity and leasing decisions more frequently to reduce the
probability of financial distress. Financial distress can be very costly for family
shareholders because it adversely affects their significant financial and human capital.
More importantly, financial distress generally leads to a shift in control from family to
lenders and therefore, families lose benefits from ¢onirolling their firms. A combination
of these factors motivates families to reduce firm risk by avoiding shorter-term debt and
using higher proportions of lease contracts. By its nature, short-term debt must be
negotiated frequently. Although short-term debt is used by firms to avoid locking their
financing costs with long-term debt, it nonetheless has liquidity risk. At negotiation
date, bad news might become available and borrowers are forced into inefficient
liquidation because refinancing is not available or the costs of borrowing are high.
Similar to short-term debt, leasing is uwsed to reduce financial distress risk. That is, by
using lease contracts, firms (i.e., lessees) effectively transfer the risk associated with the

use of assets to leasing companies (i.€., lessors).

Third, further analyses using simultaneous equations modeling technique support the
argument that family firms in Australia use leverage, debt maturity and leasing jointly to
reduce the agency costs of debt. The family’s interest in the firm’s long-term survival
and its concern with reputation motivates them to limit underinvestment and asset

substitution problems for the sake of enhancing firm value.
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The findings of this study provide several important implications. First, this study finds
that capital structure decisions of family firms from non-family firms are different as a
result of their unique incentive structure and provides support to extant literature
showing that family controlled firms differ. Second, the resulis of this study provide
evidence that capital structure decisions are not only affected by ownership
concentration but also by ownership composition. Third, this study suggests that a
positive impact of family control on firm value found in previous studies (e.g.,
McConaughy et al., 1998; Anderson and Reeb, 2003a) is likely to be mediated by

capital structure decisions.




Chaprer i Introduciion

CHAPTER 1
INTRODUCTION

1.1 Research Background and Contribution

In recent years there has been an increasing tendency to study the impact of ownership
structure on capital structure in the broader context of agency theory. Under the agency
perspective, capital structure decisions are not only determined by internal and external
factors such as tax, financial distress costs, and macroeconomics conditions, but also by
the values, goals, preferences and desires of managers and shareholders (Brailsford ez
al., 2002). Since owrership structure influences the incentives of managers and

shareholders, it can be argued that ownership structure has an impact on capital

structure decisions.

Two key aspects of corporate ownership structure are concentration and composiiion
(Capulong et al., 2000). The degree of ownership concentration in a company
determines the distribution of power between its managers and sharcholders. When
ownership is dispersed, shareholder control tends to be weaker. In contrast, shareholders
can play an important role in monitoring management when ownership is concentrated.
A second key aspect of corporate ownership structure is its composition, namely the
make-up of the controlling shareholders. As noted by Yolderness and Shechan (1988)
and Gugler (2001), each type of large shareholder might have different incentives and
motivations. Unfortunately, “academic studies and public debates have generally
ignored the identity of large-block shareholders” (Holderness and Sheehan, 1988, p.

323).
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Most studies on the impact of ownership on capital structure (e.g., Kim and Sorensen,
1986; Agrawal and Mandelker, 1987; Friend and Lang, 1988; Mehran, 1992; Jensen et
al., 1992, for U.S. firms and Brailsford er al., 2002 for Australian firms) have only
focused on ownership concentration, but do not incorporate ownership composition.
Recently La Porta er al. (1999) documented that most firms in the world are controlled
by families. Such family ownership is not only nearly universal among privately held
firms, but is also prevalent among publicly traded firms. In Western Europe, South and
East Asia, Middle East, Latin America, and Africa, the vast majority of publicly traded
firms are family controlled {(La Porta et al., 1999; Claessens er al, 2002; Faccio and
Lang, 2002). Claessens er al. (2002) reported that more than 50 percent of publicly
traded corporations in East Asian countries are controlled by a family, while Faccio and
Lang (2002) documented that nearly 50 percent of public firms in Western Europe are

under family control.

Even in the U..ited States where it is believed that firms are dominated and controlled
by professional managers (Morck and Yeung, 2003), the role of family firms is not
insignificant. While examining the Standard & Poor’s top 500 firms in the U.S. from
1992 through 1999, Anderson and Reeb (2003a) observe that founding families are a
prevalent and important class of investors in most industry groups. Family firms
comprise over 32 percent of the S&P 500 Industrials and on average families own

nearly 18 percent of their firms’ outstanding equity.

Family controiled firms are also prevalent in Australia. Lamba and Stapledon (2001)
showed that in terms of blockholder identitics, families are by far the most prevalent
controlling shareholders in Australia. In addition, Mroczkowski and Tanewski (2005)

found that around 17 percent of public firms in Australia are under family control,




Chapter 1 Introduction

Due to its economic significance, family firms deserve special attention from
researchers. However, very little is known about how these businesses differ from those
owned by other types of shareholders, for it is only in the last decade that serious
academic research on family firms has been undertaken (Charni, 1999). This study is
part of a growing interest in family business research. Specifically, the study focuses on
another yet-studied topic on how family control of public listed firms affects capital
structure decision-making in Australia. Thus this study addresses four main research

questions:

1. Is the leverage of family controlled firms different from that of non-family
controlled firms?

2. Is the debt maturity of family controlled firms different from that of non-family
controfled firms?

3. Are leasing decisions of family controlled firms different from that of non-family
controlled firms?

4. Is joint determination of capital structure decisions (i.e., leverage, debt maturity and
leasing) in family controlled firms different from that of non-family controlled

firms?

Families represent a special class of large shareholders that potentially have a unique
incentive structure and power in the firm (Anderson er al., 2003) to determine important
financial decision. There are two main characteristics of families that make them
different from other types of large shareholders or managers of widely-held firms. First,
families have a strong desire to maintain control of their company in order to protect
their highly valuable private benefits of control and firm-specific human capital.

Second, with substantial wealth and human capital at risk, family owners tend to be

3
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more risk averse than their non-family counterparts. These unique characteristics of

family firms suggest that their capital structure decisions might differ from non-family

firms.

Thus this study aims to make several important contributions to the literature on capital
structure and family business. First, extant research on the impact of family control on
leverage focus on countries that have high private benefits of control but weak investor
protection (see Wiwattanakantang’s 1999 study of Thai firms) or on countries that have
strong legal protection, but low private benefits of control (Mishra and McConaughy,
1999; Anderson and Reeb, 2003b, who focus on U.S. firms). Australia is a country that
has good investor protection (La Porta ot al., 1999), but at the same time also has high
private benefits of control (Nenova, 2003). These factors make this study unique as it is
possible to test whether the behaviour of family firms is more consistent with “law

matters” or “private benefits of control argument.

In addition, Morck and Yeung (2003) classify Australia as an in-betfween country in
terms of its description of the role families play in corporate control. That is, Australia
is different to the U.S. and to Thailand as it has a large mixture of firms that are widely-
held as well as a significant number of firms that are controlled by families. Extant
research provides mixed results on the impact of family control on leverage, possibly
because of the focus of these studies, that is, examination of firms in environments
where there is a prevalence of family domination and control (i.e., Thailand) or where
there is a prevalence of widely-held and professional manager control (i.e., U.S.). This

study addresses the gap by examining firms in an in-between or mixed environment.
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Second, this study extends empirical analyses of capital structure of family and non-
family controlled firms beyond only an examination of leverage, and also investigates
debt maturity and leasing decisions of Australian listed companies. Mishra and
McConaughy (1999) and Anderson et al. (2003) studied the capital structure of family
and non-family controlled firms in the U.S. whereas Wiwattanakantang (1999)
examined family controlled firmns in Thailand. However, these studies only focused on
leverage. As such, there is no existing study that compares the debt maturity and leasing

decisions of family and non-family controlled firms.

Third, this study contributes to the capital structure literature by explicitly
acknowiedging that financing decisions conceming the level and composition of debt
are made simultaneously. Existing research typically focuses on one specific aspect of
capital structure, such as leverage, debt mix, debt maturity structure or leasing
decisions. However, firms may use more than one of these components simultaneously
to reduce information and incentive problems. Barclay er al. (2003), for instance, show
that leverage and debt maturity are jointly determined. They argue that if aspects of
capital structure are jointly determined, treating them as exogenous variables might lead
t0 biased and inconsistent parameter estimates. To avoid these conceptual and
econometric problems, this study examines leverage, debt maturity and leasing
decisions by using simultaneous equation procedure. Specifically, the study focuses on
how interactions among capital structure variables are moderated by the uniqueness of

family control.

Fourth, this study employs panel data methodology to test hypothesss. By using panel
data, unobserved variables are taken into account and therefore any omitted variable

bias is minimised. In addition, panel data provide more informative statistics, more
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variability, less collinearity among variables, more degrees of freedom and more
efficiency in the estimation procedure (Baltagi, 2002). Overall, panel data methodology
increases the internal validity of the study. To date, Anderson and Reeb (2003b) are the
only researchers who use panel data methodology in the context of family business and

leverage.

1.2 Main Findings

The econometric analysis in this study produces several important findings. First, family
controlled firms in Australia have higher levels of leverage than their non-family
counterparts, suggesting that the families’ incentive to use debt as a means of
concentrating voting power outweighs their incentive to use debt as a means of reducing
bankruptcy risk. The result is consistent with the view that comparatively large firm-
specific human capital and private benefits of control are likely to exist in faruuy
controlled firms. Additional analyses show that the desire to use debt to concentrate
control is stronger for smaller family firms and family firms operating in the mining
sector, a sector hypothesised to have large private benefits of control. The results are
insensitive to alternative estimation techniques, alizrnaiive measures of leverage, and

are robust to concerns of nonspherical disturbances and outliers.

The impact of family control among Australian firms is similar to that experienced by
firms in Thailand (Wiwattanakantang, 1999). Due to weaker investor protection, family
firms in Thailand have a stronger desire to consolidate control and therefore use more
debt (aessens and Fan, 2002). Similarly, the resuits of this study indicate that
Australian family firms use more debt than non-family firms. This result is contrary (o

Claessens and Fan’s property rights argument. Claessens and Fan argue that in
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countries with stronger investor protection, such as Australia, the desire to control
should be lower, and therefore, Australian family controlled firms should employ lower

leverage.

However, the leverage decisions of family firms in Australia are more consistent with
the argument propounded by Bebchuk (1999), who provides the private benefits of
control hypothesis. Bebchuk suggests that comparatively large private benefits of
control are likely to exist in family controlled firms, and therefore, families have a
stronger desire to control. As debt can be used to concentrate voting power, family firms

employ more debt.

Second, family controlled firms use debt strucwre to reduce the probability of financial
distress. Financial distress can be very costly for family sharcholders because it
adversely affects their financial and human capital. More importantly, financial distress
generally leads to a shift in control from family to lenders. If this happens, families lose
private benefits of control of their firms. This fear of losing control motivates families
to reduce firm risk by using longer term debt and higher proportions of lease contract.
The results are again insensitive to alternalive estimation techniques, alternative
measures of debt maturity or leasing, and are robust to concems of non-spherical

disturbances and outliers.

Third, results from the simultaneous equations analyses demonstrate that the bi-
directional relationships among leverage, debt maturity and leasing decisions are
generally statistically significant. This suggests that various components of capital
structure are chosen simultaneously to reduce incentives and information problems. In

particular, the study finds that family firms use leverage, debt maturity and leasing
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interchangeably to reduce the agency costs of debt. The family’s interest in the firm’s
long-term survival and concemn for their reputation motivates family firms to limit any
actions that destroys firm value. As indicated by agency theory, risk shifting and
underinvestment are actions intended to expropriate value from debtholders. However,
sophisticated debtholders anticipate these actions and adjust the interest rate
accordingly. As a result, costs associated with the shifting of risk and underinvestment
is borne by shareholders. This motivates shareholders to control the problem and one
way to reduce this problem is through capital structure choices (i.e., leverage, debt

maturity and leasing decisions).

Overall, the study supports existing theory that incentive structures of family firms
differ from that of non-family firms. However, this unique incentive structure affects
capital structure decisions in different ways. When choosing the level of debt, the
family’s desire to maintain control is stronger. In contrast, the incentive to reduce
bankruptcy risk is more prevalent when families decide the type of debt (i.e., the
maturity of debt and the priority of debt). Finally, families are motivated to reduce the
agency cost of debt when the decisions related to interactions among capital structure

variable are made.

1.3 Organisation of the Study

The remainder of this study comprises eight chapters. Chapter 2 is a review of theories
and evidence related to family business and capital structure. A discussion of the theory
of the firms precedes the discussion of family business and capital structure. In

particular, the theory of the firm is reviewed through the prism of agency and
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incomplete contract framework. Implications for family business and capital structure

theories are also examined.

The literature review in Chapter 2 is further developed to become testable hypotheses in
Chapter 3. In particular, the chapter identifies the uniqueness of family firms.
Subsequent discussions examine how differences in incentive structures between family
and non-family firms affect leverage (Hypothesis 1), debt maturity (Hypothesis 2),
leasing decisions (Hypothesis 3) and interactions among capital structure decisions

(Hypothesis 4).

The research design, methodology and procedures employed in this study are described

in Chapter 4. This chapter identifies the internal validity threats to the non-experimental

design procedures used in this study and the concomitant solutions employed to increase
internal validity. The chapter also discusses sample, data and validation procedures,

empirical model and panel data methodology used in the study.

Chapter 5 documents the descriptive and univariate analysis relaied to the data set. In
particular, parametric and nonparametric tests are employed to examine whether capital

structure and financial characteristics of family firms differ from non-family firms.

Chapter 6 discusses the association between family control and leverage. Specifically,
various regression techniques are utilised and conducted to examine the hypotheses. The
objective is to observe whether the impact of family control on leverage remains robust
after controlling for problems associated with heteroskedasticity, autocorrelation,

measurement error, omitted variable bias, outliers and survivorship bias.
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The impact of family control on debt structure is amalysed in chapter 7. The
methodology used in this chapter is similar to that employed in the leverage analysis.
The chapter is divided into two main sections: the first section reports the results of the
relationship between family control and debt maturity while the second section

discusses the impact of family control on leasing.

Chapter 8 presents the empirical testing of the impact of family control on the
interactions among capital structure decisions. As firms might use leverage, debt
maturity, and leasing decisions simultaneously to reduce information, incentive and
financial distress problems, a three stage least square (3SLS) estimator is used to

estimate the simultaneous equation.

Chapter 9 summaries the entire study. It also explains the implication and limitation of
the study. The avenues for future research, particularly in the family business and
capital structure literature are explored and the chapter ends with the conclusion of this

research.
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CHAPTER 2
FAMILY FIRMS AND CAPITAL STRUCTURE:
THEORIES AND EVIDENCE

2.1 | Entroduction

As this study is primarily concemned with the impact of family control on capital
structure decision making, the literature review is divided into two sections: family firm
theory (section 2.3) and capital structure theory (section 2.4). Zingales (2000) argues
that the foundation of corporate governance (alsc an important branch related to family
business theory) and capital structure is the theory of the firm. Accordingly, a
discussion of why the firm exists (section 2.2) precedes the discussion .n theories of
family business and capital structure. In particular, the theory of the firm is reviewed
through the prism of agency and incomplete contract perspectives. Their implications
for family business and capital structure theories are also discussed. Section 2.5

provides a summary of the literature review.

2.2 Theory of the Firm

A pure analysis of the neoclassical price theory leaves almost no room for the firm
(Foss et al., 2000). The theory describes how markets may produce efficient outcomes.
The question how organisations should be structured does not arise, because market-
contracting perfectly solves all incentive and coordination issues. By assumption, firm
behaviour (profit maximisation) is invariant to institutional form (for example,

ownership structure).
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Coase (1937) raised a very impornant question for neoclassical price theory: if price
system is the ideal structure for carrying out economic coordination, why does so much
economic activity take place outside the price system (i.e., within firms in which market
transactions are replaced by centralised direction)? He then reasoned that there must be
costs associated with using the market that can be eliminated by using the firm. These

costs are known as transaction costs.

From Coase’s initial insight, economists took the theory of the firm in two different
directions. The first approach, incomplete contracting/property rights model, focuses on
circumstances in which it might be less costly to organize production within a firm. A
central question here is what factors might increase the transaction costs of organising
activities through market transactions? One answer is opportunism in the presence of
investments in specialised assets. The second approach, the agency model, stresses the
importance of agency problems and how firms provide a mechanism to control this

issue.

Foss er al. (2000) argue that each division of the theory of the firm concentrates on
different kinds of transaction costs that Coase (1937) identified. They also maintain that

these perspectives are complementary and should be integrated.

2.2.1 Incomplete contract/property rights model

If firms exist to reduce transaction costs, how does control of firm become a key factor?
Williamson (1975) identified several characteristics of transactions that make it costly
to organise through markeis. Where these features apply, transacting parties might

choose to administer such transactions within the firm. The most important feature is
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what he called the asset-specificity of investments', which refers to the degree of

difficulty in redeploying assets for other uses.

A relationship-specific asset is an investment made t0 support a given transaction.
These assets are ofien essential for the efficiency of a particular transaction. However, a
relationship-specific asset cannot be redeployed to another transaction without some
sacrifice in the productivity of the asset or some cost in adapting the asset to the new
transaction. The need to create relationship-specific assets transforms the relationship
as the iransaction unfolds. Before the relationship-specific investments are made, a
party mgy have many alternative trading partners, which allows competitive bidding.
But after the relationship-specific investments have been sunk, competitive bidding is
no longer possible. That is, when a transaction involves relationship-specific assets,
parties to the transaction cannot costlessly swiich trading partmers. This implies that
investments in relationship-specific assets lock the parties irto the relationship (Besanko
et al., 2004). Williamson (1985) has referred to this change as the fundamental

transformation.

Asset specificity can take several forms (Williamson, 1985): site specificity (assets that
are located in a particular area and cannot be moved easily); physical asset specificity
(assets whose physical or engineering properties are specifically tailored to a particular
transaction); dedicated assets (an investment in plant and equipment made to satisfy
patticular buyer) and human asset specificity (skills, know-how, and information
acquired by people that are more valuable inside a particular relationship than outside

it).

! Other terminologies normally used for asser specificity include firm-specific investments and
relationship-specific assets. All these terminologies are used interchangeable in this study.

13
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When a firm invests in a relationship-specific asset, the quasi-rent must be positive. The
quasi-rent of relationship-specific assets equals the extra profit a firm gets when it
deploys its assets for their intended use, as opposed to deploying those assets for their
best aiternative use. If quasi-rent is large, a firm loses a lot of its rent and it turns to its
second-best alternative. In contrast, the profit the firm could get from using the generic
asset in its best alternative and its next best alternative would be the same, and

therefore, the associated quasi-rent would be zero (Besanko et al., 2004).

The large quasi-rent opens the possibility for hold-up problems (Klein et al., 1978) or
opportunistic behaviours (Williamson, 1985). A trading partner holds up one particular
firm by attempting to rencgotiate the terms of a deal. Knowing that the asset cannot be
used elsewhere without significant loss, the trading partner might force a firm to reduce
the transaction price. In doing so, the trading partner grabs some of the returns of the

investment that the firm hopes to earn.

The foliowing simple example provided by Barney (2002) explains the hold-up and
quasi-rent concepts. If Firm A invests in a special technology that can be used only in
an exchange with Firm B, Firm A has made a transaction-specific investment. Firm B
can, however, exploit the specific investment made by Firm A. The economic value of
this exploitation can be as much as the difference between the value of this investment
for its first best use and the value for its second best use. If the value of this investment
is its highest use value (i.e., in the exchange between Firm A and Firm B} and is
$10,000, and its next-highest value (i.e., in the exchange not between Firm A and Firm
B) is only $500, then Firm B can appropriate economic value from Firm A up to

$9,500 (project quasi-rent). As long as the value of the appropriation is less than $9,500,
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it is still better for Firm A, which made the specific investment 1o continue in this

exchange rather than cancel the exchange and thereby gain only $500.

Hold-up problems (or opportunistic behaviours) do not exist in a world of complete
contracts (Klein et al., 1978; Williamson, 1985). A complete contract stipulates each
party's responsibilities and rights for each and every contingency that can conceivably
arise during the transaction. Neither party can exploit weaknesses in the other’s position
while the transaction is in progress. However, boundedly rational® people cannot
enurmerate every contingency that might arise during the period a transaction is in effect.
As a result, they write incomplete contracts. An incomplete contract does not fully
specify the “mapping” for every possible contingency of rights, responsibilities, and
actions. Virtally all real-world contracts are incomplete and therefore, there always

exists a possibility of hold-up.

The possibility of hold-up can reduce incentives to invest in specific assets. The
tendency to underinvest in relationship-specific assets causes problems because
relationship-specific assets usually allow firms to achieve efficiency that cannot be
achieved with general-purpose investments. When holdup problems lead to
underinvestment in relationship-specific assets, the result is likely to be lower

productivity and higher production costs (Besanko et al., 2004).

The potential hold-up problems would encourage the contracting parties to integrate
their operations into a single corporation (Blair, 1995). Blair provides a simple example

to illustrate the relation between hold-up problems and the existence of firms. Suppose

® Bounded rationality refers to limits on the capacity of individuals to process information, deal with
complexity, and pursue raticnal aims.
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one party owns a coal mine and the other party owns a power plant buiit at the mouth of
the coal mine designed to use coal from the mine. The two parties would probably find
themselves in frequent disputes about the price and terms on which the coal is to be sold
to the power plant. But if a single party owns both the mine and the power plant, the
owner would maximise the joint return and not waste resources haggling over the terms
of trade between the two units. In short, integration of activities into a single corporation
occurs when renegotiation costs are high and when important relationship-specific

investments exist.

While these theories are clear on the costs of transacting in the market place with
incomplete contracts (i.e., hold-up problem), they are somewhat ambiguous about the
benefits of integrating activities into a single firn. Grossman and Hart (1986) and Hart
and Moore (1990) provide a more formal framework, referred to as a property rights
approach to the theory of the firm. They view ownership of a firm as giving the owner
residual control rights over the use of the firm’s assets; that is, the right to use assets in
whatever way the owner likes unless otherwise prohibited in a contract. In particular,
the owner of an asset has the right to exclude others from its use (Bolton and
Scharftstein, 1998). With this power, owners of particular assets have stronger
bargaining positions in the distribution of quasi-rents from relationship-specific assets.
Therefore, the benefit of ownership is to encourage parties to make investments in

productive specific assets.

2.2,2 Agency model

Grossman and Hart (1986) define ownership as a residual control right, that is, the right

to make decisions when not specified in a contract. With this right, owners have the
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power to determine how assets are deployed. In short, in a property rights paradigm,
ownership is synonymous with control. The property rights theory perspective also
demonstrates how the distribution of control affects the division of surplus and hence

economic decision-making.

Berle and Means (1932) add another important perspective on the theory of the firm by
introducing the concept of the separation of ownership from control. Unlike the
property rights paradigm, Berle and Means implicitly define ownership as claims made
on the firm’s residval cash flow (i.e., the cash flow that is available after paying other
stakeholders). They observed that most U.S. corporations are owned by widely
dispersed shareholders. Dispersed shareholders have a low incentive to monitor
managers due to the free rider problem (i.e., a dispersed shareholder is not interested in
monitoring because he/she bears all the monitoring costs and only shares a small
proportion of the benefit). As a result, the effective control of corporations ends up in

the hands of management.

The concept of the separation of ownership and control is the starting point for agency
theory. In its paradigmatic version, the theory deals with the relationship between a
principal (e.g., the shareholder) and an agent (e.g., the manager) who works on a well-

defined task.

An analysis of the agency problem is based on two fundamental behavioural
assumptions (Barnea et al., 1980). First, all individuals are assumed (o choose actions
that maximise their own personal welfare. As a consequence, as decision-making

authority is delegated by the principal to an agent, agents use this power to promote
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their own well being. Actions chosen by agents to achieve this goal may or may not be
in the best interest of the principal. Second, individuals are assumed to be rational and
capable of forming unbiased expectations regarding the impact of the agency problem
and its associated effect on the future value of their wealth. Rationality implies that
every individual recognises the self-interest motivations of others. In other words, future
decisions by agents are based on their own self-interest and these decisions are

anticipated and taken into account by the prinicipal.

Another basic assumption in agency theory is that some infonuation asymmetry exists
between the principal and the agent, so that the principal cannot directly observe the
activities of the agent or that the agent knows some other aspect of the situation which is
unknown to the principal. As the interest of principals and agents are sometimes
misaligned, agents might maximise their self interest even at the expense of principals.

The problems due to this divergence of interest are referred to as the agency problem.

From its roots in information economics, agency theory has developed along two lines:
positivist and principal-agent (Jensen, 1983). The two stteams share a common unit of
analysis: the coutract between principal and agents. They also share common
assumptions about people, organisations and information. However, they differ in their

mathematical rigor, depeudent variable, and style (Eisenbart, 1989).

The focus of the principal agent literature is on determining the optimal contract
between the principal and the agent (Eisenhart, 1989). In the case ~f -nobservable
behaviour (due to moral hazard or adverse selection), the principal has two options. One
is to discover the agent’s behaviour by investing in information systems such as

budgeting systems, reporting procedures, board of directors, and additional layers of
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management. Such investments reveal the agent’s behaviour to the principal and the
situation reverts to the complete information case. The other option is to contract the
outcomes of the agent’s behaviour. Such outcome-based contracts motivate compliance
of behaviour by coalignment of the agent's preferences with those of the principal, but

at the price of transferring risks to the agent.

Positivist researchers, pioneered by Alchian and Demsetz (1972) and Jensen and
Meckling (1976), have focused on identifying situations in which the principal and
agent are likely to have conflicting goals and then describing governance mechanisms
that limit the agent’s self-serving behaviour. Positivist researchers have focused almost
exclusively on the special case of the principal-agent relationship between owners and

managers at large, specifically in public corporations.

Alchian and Demsetz (1972) explain that firms exist because of team production. Team
production is a situation in which two (or more) people can produce more when they are
working together than when they are working separately. The problem is that people
working in teams and sharing the proceeds of their work will put in lower levels of
effort than persons who are self-employed. This phenomenon is called shirking. Every
team member will be tempted to engage in shirking and therefore, the total output of the

team will be much lower than if there was no shirking.

According to Alchian and Demsetz (1972), a solution to the shirking problem is to
appoint a monitor. If the monitor is to be effective, he/she must have the power to revise
the terms the contract of individual team members. The monitor must have the right to
termipate contracts with team members, to attract new (eam members and to adjust

wage rates of every team member. Finally, the monitor also must have the right to sell
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his/her rights as monitor. In other words, the monitor is the owner of the firm; he/she
receives the residual, has the right to sell his/her firm, has the right to hire and fire team
members, and to adjust their wages individually (Douma and Schreuder, 2003). In short,
Alchian and Demsetz argue that the firm primarily exists as a solution to moral hazard

behaviour in team productions.

Jensen and Meckling (1976) developed a theory on how ownership structure of the firm
affects the behaviour of managers of firms. They argue that firms are simply legal
fictions, which serve as a nexus for a set of contracting relationships among individuals.
In particular, firms should be viewed as contracting mechanisms between the providers
of capital (the principals) and managers (the agents) designed to minimise the agency

costs of this relationship.

Jensen and Meckling break down agency costs into three components: first, by
monitoring the principal’s expenditure; second, bonding expenditure of the agent, and
third, the residual loss. Monitoring expenditures are paid by the principal to regulate the
agent’s conduct. Bonding expenditures are created by the agent to ensure that he/she
will not take actions which damages the principal. The residual loss is the value of the
loss by the principal from decisions by the agent, which deviate from decisions made by

the principal if he had the same information and talents as the agent.

It is important to recognise that the contracting parties bear the agency costs associated
with their interaction and therefore have the incentive to structure contracts to reduce
agency costs wherever possible (Smith, 1990). Contracting parties gain from forecasting
accurately the action to be undertaken and structuring the contracts to facilitate the

expected actions. For example, with competitive and informationally efficient financial
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markets, unbiased estimates of agency costs should be included in the price of securities
when they are initially offered (as well as at any future date). This mechanism provides

incentives to structure contracts and institutions to lower agency costs.

Jensen and Meckling (1976) particularly concentrated on models which analysed the
impact of conflict between managers and shareholders and conflict between
shareholders and debtholders on issues related to optimal capital structure. In essence,
Jensen and Meckling argue that optimal capital structure is determined at the point
where the marginal benefit of using debt to control manager-shareholder conilict
intersects with the marginal cost of shareholder-debtholder conflict. This is explored in

more detail in Section 2.4 (Capital Structure Theory).

In the mid-1980s researchers in the U.S. began to uncover that a significant proportion
of large corporations were not widely-held firms (Holderness, 2003). In other words,
concentrated stock ownership is quite prevalent among large corporations. These
findings led to the concept of ownership structure, which is the most important factor
that determines the nature of the agency problem (Capulong et al., 2000). That is,
ownership structure affects whether dominant conflict is between managers and

shareholders, or between controlling and minority shareholders.

The first aspect of ownership structure that emerges in the finance literature is
ownership concentration. The degree of ownership concentration in a company
determines the distribution of power between its managers and shareholders. When
ownership is dispersed, shareholder control tends to be weaker because of poor
sharcholder monitoring. The primary agency problem in this type of firm is conflict

between shareholders and managers. When ownership is concentrated, on the other
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hand, large shareholders play an important role in monitoring management. However, a
fundamental problem in corporate governance under concentrated ownership is how to
protect minority shareholders from expropriation by controlling shareholders.
Controlling shareholders might act in their own interests at the expense 6f minority

shareholders and other investors (Capulong er al., 2000).

A second key aspect of corporate ownership structure is its composition, namely, the
make up of its shareholders. A shareholder can be an individual, a family or family
group, a holding company, a bank, an institutional investor such as a finance company,
an insurance company, an investment company, a pension fund, or a mutual fund, or a
non-financial corporation. Capulong et al. (2000) argue that a family would more likely
be interested in the control benefits as well as profits, whereas an institutional investor
is more likely to be interested only in profits. In short, each type of large shareholder
has different incentives and motives (Holdemess and Sheehan, 1988: Gugler, 2001),

which provides a fundamental argument used in the context of this study.

2.3 Family Business Theory

The previous section reviewed literature related to theory of the firm from two points of
view: the incomplete contract and the agency perspectives. In this section, these
perspectives are applied to family business and capital structure theories. In particular,
the opposing views on advantages to family business are discussed through the prism of

agency and incomplete concract theories.
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2.3.1 Incomplete contract/property rights perspective

Zingaies (1998) outlines a theory of corporate gove:mance based on the incomplete
contract paradigm discussed in Section 2.2.1. He argues that any governance
mechanism such as family control, allocation of ownership, capital structure,

managerial incentive schemes, takeovers, boards of directors, pressure from institutional

investors, product market competition, labour market competition, organisational
structure, eic., can all be thought of as institutions that affect the process through which

quasi-rents are distributed.

In a perfect maskt it is assumed that agents can costlessly write all state-contingent
contracts. As a result, all decisions are made ex-ante and all quasi-rents are allocated ex-
ante. Thus, there is no room for governance. However, due to bounded rationality all
contracts are most likely to be incomplete. That is, the contract does not fully specify
the division of surplus in every possible contingency. As a result, there is a need for a
complex set of constraints that shape the ex-post bargaining over the quasi-renis

generated in the course of a relationship (i.e., governance system).

In short, Zingales (1998) proposes two necessary conditions for 2 governance system.
First, the relationship must generate some quasi-rents. In the absence of quasi-rents, the
competiﬁve nature of the market will eliminate any scope for bargaining. Second, the
quasi-rents are not perfectly allocated ex-ante. If they were, then there would be no

scope for bargaining either.

Another important concept in the incomplete contract model is the residual rights of

control introduced by Grossman and Hart (1986). In a world of incomplete contracts, it
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is necessary to allocate the right to make ex-post decisions in unspecified contingencies.
This residual right is both meaningful and valuable. I is meaningful because it confers
the discretion to make decisions ex-post. It is valuable because this discretion can be

used strategically in bargaining over the surplus.

The residual rights of control provide justification why shareholders should be in
control (Zingzales, 1998). The owner of a firm will generally be the party with the most
expropriable investment (i.e., the owners quasi-rents are appropriable due to the hold-up
problem). By contrast, productive assets (plant and equipment; human capital) of
suppliers normally remain in the suppliers’ possession. Thus, other stakeholders have a
better outside option during the ex-post bargaining and they do not need the protection
ensured through the residual rights of control. Therefore, control should be allocated to

shareholders so as to maximise the incentives to make firm-specific investments.

Accordingly, it can be argued that family control is meaningful and valuable in the
world of incomplete contracts for two reasons. First, families have two important types
of investments in the firm, financial capital (which carries both a right to vote as a
residual claimant and a right to the firm’s cash flows) and human capital (which carries
neither voting nor cash flow rights). It is the human capital portion which is
appropriable (Cheung and Gaa, 1989). In order to protect this valuable firm-specific

investment, families have to retain control.

Becker’s (1964) classification of human crpital suggests that the management function
consists of three types of skills: generic skills, industry-specific skills and firm-specific
skills. Generic skills form the basis of management function; all managers should have

these skilis, which can be transferred across all businesses and firms. A manager can
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transfer industry-specific skills only to firms that operate in the same industry. In
contrast, managers are unable to transfer firm-specific skills outside the firm (Harris and

Helfat, 1997).

Firm-specific skills include an in-depth understanding of factors such as the company’s
history, culture, important personal business contacts and networks, the ability to garner
the cooperation of the firm's workforce, and knowledge about local conditions and
internal operations of the family business. It is firm-specific human capital that usually
altows firms to achieve efficiency that cannot be achieved with general-purpose skills.
Indeed, firm-specific skills may be the key success factor to firm competitiveness and
performance. From the incomplete contract perspective, firm-specific investments
generate so-called quasi-rents (i.e., the difference in an asset’s value from the first to the
second highest valuing user). Unfortunately, quasi-rents are potentially appropriable by
others through hold-up or opportunistic behaviour (Klein er al., 1978; Williamson,

1985).

The strongest threat to quasi-rents of firm-specific human capital comes from rent-
seeking outsiders desiring control of the firm (Castanias and Helfat, 1992). If an
outsider is able to takeover the company and dismiss the incumbent imanagement, the
incumbent management loses the rent that they expected to generate from investing in
firm-specific human capital. Thus, firm-specific human capital is less valuable in other
firms. Therefore, quasi-rents of firm-specific skills and decisions are at risk of

appropriation by takeover raiders.

DeAngelo and DeAngelo (1985) argue that families hold majority votes in order to

more firmly define their property rights and to maximise returns on their investments in
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organisation-specific human capital. The benefit from managerial vote ownership in this
case is substantially identical to that revealed by the standard economic analysis of the
patent problem. As returns from innovation are potentially appropriable through future
competition, the patent analysis indicates that reduced exposure to such competition
yields benefits by encouraging investmenf in innovation. In a public corporation, vote
ownership can shield incumbent managers from competition affected through vote
accumulation by outsiders. Majority vote ownership can thus eacourage managers to
invest in organisation-specific capital, whose returns are potentially appropriable if

outside stockholders can transfer control to another management group.

Another reason why family cortrol is vziuable is it is impossible to divide quasi-rents
ex-ante in incomplete contract world. That is, incomplete contracts provide room for ex-
post bargaining. By maintaining control, family shareholders have a strong bargaining
position in dividing quasi-rents, which are closely related to the concept of private

benefits of control.

Voting power that gives shareholders the capacity to inflegnce management is used to
consume corporate resources and to enjoy corporate benefits that are not shared with
minority shareholders. Since the benefits only accrue to tjockholders, they are called

the private benefits of control (Barclay and Holderness, 1992).

Dyck and Zingales (2003) provide two good examples of how a controlling shareholder
can simply transfer r¢sources from the firm for his/her own benefit through self-dealing
transactions. The "fair" transfer price of a certain asset or product may be subjective. As
a result, smail deviations from the "fair" transfer price might be difficult or impossible

to verify in court. If these small deviations are applied to large trade volumes, however,
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they can easily generate sizeable private benefits. Similarly, it is easy to disagree over
who is the best provider of an asset or product when the relationship might involve

considerations of quality and price.

The second example relates to the ability to get inside information from the firm and
exploit business opportunities through other companies. Controlling shareholders
usually have access to inside information, Some of this information may reflect
potential opportunities in other more or less related areas. It is easier for a controlling
shareholder to choose to exploit these opportunities through another company he/she is
associated with, with no advantage for the remaining shareholders. The net present

value of these opportunities represents a private benefit of control.

Other examples of private benefits of control are empire building, expense accounts and
extravagance, inter-corporate loans at non-market rates, use of the firm's money and
name to lobby politicians to promote controlling sharcholders social and politicai
agendas (Mayer, 2001). Many examples of private benefits of conirol are unique to
family firms. For example, family control provides flexibility to hire family and
relatives, to transfer firms to heirs and to enhance the family name (DeAngelo and
DeAngelo, 1985; Anderson er al., 2003). A common feature of these examples is that
value is not shared among all the shareholders in the same proportion to the shares
owned, but is enjoyed exclusively by the party in control. Hence, it is called private

benefits of control (Dyck and Zingales, 2003).

Whether private benefits of control are socially beneficial or not is debatable. Ehrhardt
and Nowak (2003) argue that any benefits of control not shared with minority

shareholders gives controlling shaceholders an incentive to deviate from the
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maximisation of total firm value. Private benefits of control are cited as a source of the
negative impact of family control on firm performance in East Asia (Faccio ef al., 2001;
Claessens ef al., 2002). Due to poorly developed corporate governance systems in East
Asia, private benefits of control in this region can be seen in the form of empires,
cronyism, corruption and crime through mechanism such as zaibatsu firms in pre-war

Japan, chaebols in Korea, excessive conglomeration in Indonesia etc. (Mayer, 2001).

Holderness (2003) argues that private benefits do not necezsarily reduce the wealth of
minority shareholders. For example, neither nonpecuriary berefits nor synergies in
production that result if a corporation is the blockholder (a2 common situationy reduce
the wealth of minority shareholders. Indeed, both of these private benefits could provide
benefits to minority shareholders; both types of private benefits of control could, in
other words, produce shared benefits of control. In addition, Grossman and Hart (1980)
suggest that even if the extraction of private benefits jenerate some inefficiencies, its
existence might be socially beneficial because its presence makes value-enhancing

takeovers possible.

In the case of family firms, Mayer (2001) argues that the prometion and protection of
the family name dwes not involve investor expenditure. They do not directly benefit
investors, but they might encourage actions and activities that indirectly do so. Dennis
and Dennis (1994) also argue that the desire to enhance the family name and to pass on
enterprises to heirs can provide an important constraint on managerial self-dealing,
enabling owners of these types of firms to realisc large private benefits of control of

their corporation without sacrificing the performance of a firm.
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In short, from an incomplete contract perspective, family control exists because it
protects valuable firm-specific human capital and it enables families to enjoy the private
benefits of control. Whether family control is socially beneficial is still debatable

because it has both advantages and disadvantages.

2.3.2 Agency perspective

Agency theory provides a mixed view on family firms. Jensen and Meckling (1976)
theorise that agency costs are mach lower in firms where the owners and managers are
effectively the same party. This is because less monitoring of the owners’ agents is
needed. Therefore, family firms would be particularly efficient due to reduced agency
costs. This assumption is so strongly held that the owner-managed firm is used as the
zero agency cost basc by finance researchers (Ang er al., 2000). However, recent
research suggests that agency issues in family firms are more complex than previously
believed (Gomez-Mejia ef al., 2003; Steier, 2003). Specifically, entrenched ownership
and asymmetric altruism within family firms create their own unique agency problems

(Gomez-Mejia et al., 2001; Schulze et al., 2001).

The dispersion of ownership in larger corporations separates ownership from control,
that is, shareholders delegate decision-making authority to managers. The separation of
ownership from control leads to potential agency conflicts stzmming from divergence of
intezest between managers and shareholders. Unfortunately, when ownership is
dispersed, shareholder control of managers tends to be weaker. The inadequacy of
shareholder monitoring is due to the so-called free-rider problem (Grossman and Hart,
1980). That is, small sharcholders are not interested in monitoring managers because

they bear all the monitoring costs and share only a smal: proportion of the benefits. As a
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result, managers in widely-held corporations find it easier to pursue their interests even

at the expense of shareholders.

The presence of large shareholders with greater controlling interest potentially solves
the free rider problem. Since large shareholders have significant investments in the firm,
they have an incentive to collect information and monitor management (Shleifer and
Vishny, 1986). Large shareholders also have enough voting power to put pressure on
management to act in the interest of shareholders (La Porta et al., 1999). Therefore,

large shareholders have both the power and incentive to monitor managers.

Large shareholders can be families, government(s), institutional investors or banks.
Given the significant investment in firms, all types of large shareholders should have the
power and incentive to monitor managers. However, as noted by Tufano (1996) and
Gugler (2001}, each type of large sharcholder may have different incentives and
motivations (i.e., the identity of investors matters). The theoretical work of Gorton and
Kahl (1999) shows that families are better monitors than other types of large

shareholders. There are at least three reasons for this.

First, families deal with their own money in the firms they control. In his classic book

The Wealth of Nations, Adam Smith (1776°) argues that:

- The directors of such {joint-stock] cosrpanies however, being the
managers of other people’s money raiher than of their own, it
cannot well be expected that they should watch over it with the same
anxious vigilance with which parimers in a private copartnery
Jrequently watch over their own

* Quoted from Canan, E. (ed), 1961, An inquiry into the nature and causes of The Wealth of Nations,
University Paperbacks : London
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Smith maintains that a necessary and sufficient condition for good monitoring is
whether “monitors” watch “their own money” or not. Families certainly meet this

condition as their wealth is strongly finked to the continuation of their companies, and

therefore, they have a stronger incentive to monitor managers than dispersed

sharecholders.

Second, families are interested in the firm’s survival as they often hold undiversified
portfolios and because they seck to pass the firm to their heirs. Anderson and Reeb
(2003a) argue that families view their firms as an asset to bequeath to family members
or their descendents rather than wealth to be consumed during their lifetime.
Specifically, family interests lie in passing the firm as a going concern to their heirs
rather than merely passing their wealth. A firm’s survival is thus a very important
concem for families, suggesting that relative to other large shareholders, they
potentially have longer time horizons and are more likely to ensure that managers

maximise firm value.

Third, families usually control agency conflicts by placing their members in top
management positions (Fama and Jensen, 1983; DeAngelo and DeAngelo, 1985; Denis
and Denis, 1994). With family involvement in top management, there is greater
alignment between the interest of shareholders and managers. The implicit contract
among family members discourages managers from abusing their power and
transferring corporate funds to themselves (Fama and Jensen, 1983). Severe misconduct
leads to risk of dismissal from the job but also the risk of expulsion from the family.
These penalties are drastic and form an effective deterrent to serious malfeasance
(Pollak, 1285). Moreover, monitoring and disciplining managers in family controlled

firms is potentially efficient because family members have excellent information about
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the firm (Dennis and Dennis, 1994; Smith and Amoako-Adu. 1999). The uniqueness of

these family rewards and sanctions are not open to other institutions (Poilak, 1985).

In short, the nature of agency relationships in family firms is characterized by altruism.
Altruism is a trait that positively links the welfare of an individual to the welfare of
others (Becker, 1981). Altruism enables families to sacrifice their current consumption
for the welfare of their own children or grandchildren. This dynastic consideration gives
family firms direct, long-term interest for the benefit of the family’s well being (Pollak,
1985). Altruism also increases communication and cooperation within the family firm,
thereby potentially reducing information asymmetries among family agents and

increases their use of informal agreements (Daily & Dollinger, 1992).

Gorton and Kale (1999) argue that institutional investors are basically synthetic large
investors created by small investors in order to mimic the advantages of family control.
Since institutional investors are run by professional managers, they are also agents with
their own sources of agency conflict (Black, 1992). In certain types of institutional
investors, such as public peasion funds, this problem can be severe. Because public
pension funds are often managed by officials with their own personal agendas, such as
public office campaigners, their goals often do not maximise shareholder value
(Romano, 1993). Therefore, institutional investors might encounter the “who monitors
monitor problem” (Alchian and Demsetz, 1972) or “agents watching agents problem”

(Black, 1992). A similar argument can be applied to governments.

Empirical evidence in the U.S. tends to support the argument that families are better
monitors than other types of large shareholders. For example, Anderson and Reeb

(2003a) and McConaughy er al. (1998) compared the performance of large family and
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non-family controlled firms and found that family controlled firms outperformed their
non-family counterparts. Both McConaughy er al. and Anderson and Reeb argue that
the resulis are consistent with the argurnent that founding-family firms have incentive

structures that result in low agency costs.

While the argument that family firms reduce agency costs appears to be well reasoned,
findings from recent empirical research question this view. Studies by Schulze et al.
(2001) and by Gomez-Mejia er al. (2001) suggest that family businesses actually incur
higher agency costs compared to non-family enterprises, since families are unwilling to

fire incompeient family members.

Gomez-Mejia et al. (2001) compared the performance of Spanish media firms from
1966 to 1993. They discoveied significant costs were incurred by famiiy-owned firms
as these firms were more reluctant tc fire family CEOs. However, when such action was
taken, the family firm’s performance improved significantly. Gomez-Mejia et al.
conclude that families are reluctant to strictly monitor, discipline, or fire family CEOs

because they are family members.

Schultze er al. (2001) argue that the agency problem in private family firm is more
difficult to manage because of self-control and other probiems engendered by altruism.
They argue that private ownership insulates the firm from the disciplining role of
external markets (i.e., market for corporate contro! and iabour market). In addition,
altruism negatively affects family firms. The parents’ increased generosity causes their
children to free-ride (i.e., squander their parent's money). This agency threat is likely to

be more pronounced in family firms, because control over the firm’s resources makes it
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possible for owner managers to be unusually generous to their children and relatives.

Schultze et al.’s (2001) empirical results support this hypothesis.

Morck and Yeurg (2004) explain other characteristics of family firms that might
destroy firm value. They argue that family blockholders improve corporate governance
in the United States and United Kingdom because they have large fortunes tied up in the
firm, thus decreasing the likelihood of mismanagement. Legal protection in the U.S. and
the U.K. is strong and prevents family firms from expropriating minority shareholders.
Many family firms, especially in East Asia, employ control pyramid structures® which
allow families to control numerous firms without investing too much of their own
wealth in each firm — conglomeration phenomenon. These structures create the same
incentive problems which occur in widely-heid firms. Insiders (such as the family)
rather than professional managers spend outside shareholders’ money on things they
desire rather than on things that build firm value. This is a result of weak investor

protection in East Asia.

Several empirical studies support Morck and Yeung’s (2004) argument. Claessens e al.
(2002) investigate the role of pyramid structures in East Asian corporations. They find
that firm value falls when the control rights of family shareholders exceed cash-flow
ownership. Lins (2003) reproduced Claessens et al.’s research in emerging economies
and found that the effect of pyramid structures was weaker in countries with better legal

protection.

“The concept of pyramid structure can be easily understood by using Fan and Wong’s (2002) example.
An entreprencur owns 25% of the stock in publicly traded Firm A, which in turn owns 32% of the stock
in Firm B. In this case, the entrepreneur controls 25% of Firm B—the weakest link in the chain of voting
rights. However, the entreprencur owns only 8% of the cash flow rights of Firm B, the product of the two
ownership stakes along the chain. Given this ownership structure, it costs the entrepreneur only $8 for
every $100 expropriated from Firm B.
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In short, the literature suggests that agency costs might be a two-edged sword for family
businesses. Family firms that have some objective standards for monitoring the
performance of family managers and are willing to enforce discipline, might realise the
advantage of lower monitoring costs since the goals of owners and managers are
aligned. However, those firms that allow nepotism without providing adequate

monitoring might be at a competitive disadvantage (Dyer, 2003).

2.4 Capital Structure Theory

In their seminal paper published in 1958, Modigliani and Miller (M&M) laid the
foundations for modern capital structure theory, which is now famously referred to as
the capital structure “irrelevance” proposition. Under a restricted set of conditions, such
as no taxes, no financial distress costs, no agency problems and no information
asymmetry, M&M show that the value of the firm is determined solely by investment

decisions and is not affected by financing policy.

When deciding how to finance its operation, the firm must decide the composition of
debt and equity, which is called a leverage decision. If the firm chooses debt, it must
also decide whether the debt should be secured or unmsecured (i.e., debt priority
structure), short-term or long-term (i.e., debt maturity structure), privately placed or
held by widely-dispersed public investors (i.e., debt mix), and other types of debt
contracts. In short, capital structure decisions not only deal with how much debt to use
(leverage decision), but also deal with what types of debt to use, including debt maturity
decisions, debt mix decisions and priority structure decisions (Peirson er al., 2002;

Barclay et al., 2003).
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M&M's irrelevance propositions can be generalised to any mix of securities issued by
firms. For example, it doesn’t matter whether the firm is financed by debt or equity or
whether debt is short- or long-term, private or publicly-held, callable or call-protected,
straight or convertible, in dollars or euros, or some mixture of all of these or other types

(Myers, 2001).

However, M&M’s irrelevance propositions do not adequately explain the “real world”.
The continuous innovation in design of securities and in new financing schemes
demonstraies that financing policy does matter (Myers, 2001). In addition, studies on
the determinants of capital structure show that systematic factors influence the debt-

equity ratio of firms (see Harris and Raviv, 1991).

Although M&M’s irrelevance propositions do not adequately explain the real world,
their propositions have considerable practical value by directing the search for factors
that are likely to be important in selecting an optimal corporate capital structure. As
Miller (1988, p.7) notes *“ ...... showing what doesn’t matter can also show, by
implication, what does.” In other words, Miller argues that leverage, debt maturity, debt
priority structure, debt mix and other types of capital structure decisions do not affect
firm value except for specifically identified costs or imperfections such as taxes,
financial distress costs, agency problems and information costs. The impact of these
factors on each capital structure decision is discussed in the following sections. Due to
Australian data availability constraints, this study focuses on three capital structure
decisions: leverage, debt maturity and leasing decisions (which represent the priority

structure of debt)’.

? For example, it would be inicresting to study debt mix (i.¢., the proportion of public debt to private debt)
and securily issue decisions. Unfortunately, not many public companies in Australia issue public debt.
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2.4.1 Leverage

Leverage decisions refer to the firm’s choice for the composition of debt and equity.
Relaxing different subsets of M&M’s assumptions leads to two important theories of
leverage: the trade-off theory and the pecking order theory. The trade-off theory
emphasises taxes, financial distress costs, and agency problems, whereas the pecking

order theory emphasises information asymmetry problems.

The trade-off theory maintains that when leverage increases there are several opposing
forces at work. On the one hand, there is an increase in the tax advaniage and a
reduction in the agency cost of equity. On the other hand, there is an increase in the
present value of expected financial distress and agency costs of debt. Consequently,
there might be an optimal amount of debt where the marginal benefit of debt is exactly

equal to the marginal cost of debt.

Unlike the trade-off theory that believes in the existence of an optimal capital structure,
the pecking order theory does not rely on the concept of a target debt-equity ratio.
Myers (1984) argues that information costs associated with issuing securities are so
large that they dominate all other forces that determine optimal leverage in the trade-off
model. The pecking order theory recognises that firm managers follow a distinct order
in their preferences for financing sources and therefore, a company’s observed capital

structure simply reflects its past pecking order preferences for capital requirements.

Taxes and Leverage - Under a classical tax system, interest is a tax-deductible expense
while dividends and retained earnings are not. A taxpaying firm that pays an extra dollar

of interest receives a partially offsetting interest tax shield in the form of lower taxes
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paid. Financing with debt instead of equity, therefore, increases the total after-tax dollar
return to debt and equity investors, and should increase firm value (Myers, 2001). This

suggests that companies with higher tax rates should employ higher leverage.

The imputation tax system, which was introduced in Australia in 1987, eliminates the
double taxation of dividends (Peirson er al., 2002). This system provides shareholders
with a credit for the income tax paid by a cor;lpany and therefore the company’s profits
distributed as dividends are effectively taxed only at the personal level. In the context of
capital structure, the imputation tax system tends to remove any tax-related bias towards

the use of debt finance by companies.

A theoretical framework developed by Howard and Brown (1992) shows that the
dividend imputation system could be neutral or even biased against debt financing,
depending upon personal and corporate taxes. Twite (2001) argues that after July 1988,
individual investors prefer equity to debt financing. Since only realised capital gains and
losses are taxed, the effective capital gains tax rate is less than the statutory tax rate on
dividend payments. The implication is that an individual investor prefers unfranked
dividends to be retained producing capital gains for investor. Assuming firms adopt an
optimal dividend policy, Twite Shows that the value of $1 of equity inconse distributed

via franked dividends and capital gains has a higher value than $1 of debt income.

Financial Distress Costs and Leverage - When leverage increases, the value of a
company increases as a result of the tax advantages of debt. Gradually, however, the
prospect of financial distress and bankruptcy become increasingly important (Ogden et

al., 2003). A firm incurs several deadweight costs when its financial position weakens,
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even if the firm does not declare bankruptcy. These are called costs of financial distress.

Bankruptcy involves additional deadweight costs.

Ogden et al. (2003) argue that any loss of value that can be attributed to a firm’s
deteriorating finaacial strength is a cost of financial distress. They provide several
examples of financial distress costs. The greatest cost of financial distress for a firm is
loss of competitiveness, which occurs for several reasons. First, the firm is forced to
pass up valuable projects because it lacks internal financing and has little or no access to
external capital markets. Second, distressed firms are forced to sell valuable assets,
subsidiaries, or divisions to shore up their liquidity. Third, its competitors push new
products or lower prices in an effort to financially squeeze the distressed firm out of

business.

A distressed firm is forced to renegotiate contracis with its suppliers, employees,
customers, and creditors. Suppliers want prompt payment and continued business. They
generally are willing to provide trade credit, but only to financially secure buyers. In an
industry with few suppliers, a distressed firm is forced o pay higher prices to its
suppliers to compensate for higher risk, and is denied trade credit. Employees demand
higher wages or salaries to compensate for the heightened risk of losing their jobs. If the
distressed firm is unable to comply, it loses many good employees, and thereby incurs
additional losses in terms of lost workforce talent and expeﬁence. Customers generally
demand warranties and after sales service. Their long-term availability is in question for
a distressed firm. Therefore, buyers either demand compensation in the form of lower
prices, or buy the product elsewhere. A distressed firm also loses valuable relationships

with its creditors. For instance, a bank that has provided a line of credit to the firm
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might cancel the line in the face of the firm’s financial distress. Alternatively, the firm is

forced to accept unfavorable terms in debt renegotiations.

Empirical studies indicate that the cost of financial distress is likely to be significant
(see Altman, 1984 for U.S. evidence; and Pham and Chow, 1987 for Australian
evidence). More recently, Andrade and Kaplan (1998) studied a sample of highly
leveraged companies that fell into financial distress. They estimated that the costs of
financial distress averaged 10 percent to 20 percent of firm value. They also found that

most of the costs of financial distress occurred before bankruptcy was declared.

Direct costs of financial distress (or bankruptcy) represent the costs incurred in terms of
cash outflows at the time of bankruptcy. Additional costs include legal costs,
administrative costs, and the vaive of managerial time spent in administering
bankruptcy. Empirical studies indicate that the direct cost of bankruptcy is likely to be
small (see Warner, 1977 for U.S. evidence; Robertson and Tress, 1985 and Pham and

Chow, 1987 for Australian evidence).

Agency Cosis and Leverage - Jensen and Meckling (1976) argue that the value of the
firm is not fixed, as M&M assume; rather it depends on the conflict of interest between
various parties in the firm. Managers might consume perks that reduce firm value and
therefore negatively affect shareholders. In this case debt can be used to discipline
managers. However, borrowing becomes costly when debt levels increase as managers
(on behalf of shareholders) have an incentive to engage in excessively risky
investments. If this excessively risky project succeeds, most benefits go to shareholders;
whereas if the project fails, the losers are the firm’s creditors. Accordingly, debtholders

increase borrowing costs to anticipate this action. In short, Jensen and Meckling argue
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that the optimal debt-equity ratio or the firm’s capital structure is determined at the
point where the marginal benefit of controlling managers’ perks is offset by the

marginal cost of anticipated risky behaviour.

Jensen and Meckling (1976) argue that a firm is a nexus of contracting relationships
among individuals (i.e., factors of production). Since individuals tend to maximise their
own utility, their objectives are not automatically aligned with the firm. In practice,
conflict occurs between various parties in the firm including managers, shareholders,
and debtholders. Two main agency problems potentially affect financing decisions:
conflict between managers and shareholders and conflict between shareholders and

debtholders.

Conflict Between Managers and Shareholders - When one person both owns and
controls the company, there should be no divergence of interest between shareholders
and managers. When finn size increases to the point where no individual or family has
sufficient wealth to own a controlling interest, shareholders must delegate decision-
making authority to managers. This separation of ownership from control provides an
opportunity for managers to pursue their own objectives at the costs of sharcholders.
Managers in widely-held companies make investment, operating and financial decisions
that are not aligned with shareholders’ inferest. Any small inefficiencies in these
important areas can resuit in a significant loss in value for shareholders. This value
reduction is referred to as the agency cost of equity financing, Table 2.2 summarises
several possible actions that managers might take which leads to a reduction in firm

value.
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Table 2.1 Types of Manager-Shareholder Conflict

Problem Description
Effort Managers have less incentive to exert effort compared to the expectations of
shareholders,

Horizon Managers tend to have shorter horizons for achicving investment resuits than
stockholders.

Differential risk preference | Managers typically have so much of their wealth tied to ongoing viability of
the firm that they tend to be more risk averse than stockholders.

Asset use Managers have greater incentives 10 misuse corporate assets or L0 consume
excessive perks because they do not bear the fuli costs of such actions,

Overinvestment Managers have both the incentives and the opportunities (i.e., excess cash
fiow) to undertake wasieful investment projects, even if it is detrimental 1o
shareholders’ interest.

Source: Modified from Byrd et al. (1998), p. 15.

It should be noted that managers can only pay their “excessive perks” if the firm has the

cash flow to cover it. Similarly, entrenched managers may undertake wasieful

investment projects if the firm has what Jensen (1986) refers to as “free cash flow” (i.e.,

cash flow from operations over which managers have discretionary spending power). In

such circumstances, debt can add significant value because it reduces the managers’

opportunity to waste the company’s resources.

By issuing debt, managers are committed to using corporate cash flows for principal and

interest payments. If these fixed claims are not paid as required, the firm is forced into

bankruptcy, in which case managers are likely to lose their jobs. In addition, debt

sometimes can force managers to divest unprofitable lines of business and cut wasteful

COsts,

Conflict Between Shareholders and Debtholders - The main source of agency conflict

between shareholders and debtholders is the fact that shareholders are residual claimants

on the assets of the firm and have limited lability, while debtholders hold a fixed claim.
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This condition results in differences in the potential gains and losses available to both

Bl i T R et )

parties. Debtholders can lose an entire investment in the firm, but their maximum

available return is limited to the full payments of interest and principal as scheduled. In

confrast, the maximum loss for shareholders is limited to the amount they paid to the
firm as equity capital, while their maximum return is unlimited. In other words, when
there is debt in the firm’s capital structure, its ordinary shares take on the economic

characteristics of a call option written on the firm’s assets (Black and Scholes, 1973).

Smith and Warner (1979) identify four major conflicts of interest between shareholders
and debtholders, namely, the asset substitution problem, the underinvestment problem,
claim dilution, and dividend payment. All four conflicts are closely related to financial
distress (Myers, 2001) and hence, are usually included as indirect costs of financial

distress. These conflicts are summarised in Table 2.3 below.

Table 2.2 Types of Shareholder-Debthelder Conflict

Source: Smith and Warner. (1979), pp. 118-119.

Problem Description
Asset substitution The value of the stockholder’s equity rises while the value of the
4 bondholder’s claim is reduced by substituting projects which increase the
firm’s risk.
Underinvestment A firm with outstanding bonds can have incentives to reject projects which
E have a positive NPV if the benefit from accepting the project accrues to the
1 i bondholders.
Claim dijution The claim value of existing bond is reduced when the firm issues additional
debt of the same or higher priority.

Dividend payout Paying out a large cash dividend dilutes the existing bondholders’ claim.

An interesting question regarding the agency cost of debt is who bears these costs? Prior
literature is divided on whether stockholders or bondholders bear the agency costs of

debt. Jensen and Meckiing (1976) suggest that equity holders bear this cost, while
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Bamnea et al. (1980) suggest that bondholders bear the cost. Anderson et al. (2003)
found evidence that these costs are born by shareholders through higher debt financing
costs. This evidence is intuitively appealing because lenders realise that iheir wealth
may be eroded by managers’ decisions made in the interest of shareholders.
Anticipating the losses they suffer, lenders require a higher interest rate. This means that
the agency cost of debt is ultimately bome largely by shareholders. Therefore, it is in

the sharehclder’s interest to control the agency cost of debt.

Asymmetric Imformation/Information Costs an: Leverage - In corporate finance,
asymmetric information refers to the notion that firm insiders, typically managers, have
betier information than do market participants with regard to the value of their firm's
assets and investment opportunities. This asymmetry creates the possibility that the
market will not price the firm’s claims correctly, thus providing a positive role for

corporate financing decisions (Klein e al., 2002).

Ross (1977) applies Akerlof’s (1970) argument through an illustration of the lemons
market for used cars in relation to capital structure. Ross explains that managers with an
informational advantage have an incentive to signal their private information through
their choice of debt level. Firms with lower expected cash flows find it more costly to
incur higher levels of debt (because bankruptcy is more likely) than firms with higher
expected cash flows. Just as sellers of lemons find a large warranty too costly, managers
of firms with lower expected cash flows find a relatively higher level of debt too costly
because it imposes a higher probability of bankruptcy. Thus, higher-valued firms signal
this information to the market by issuing a sufficiently higher amount of debt (Klein ez

al., 2002).
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Myers and Majluf (1984 and Myers (1984) develop a pecking order theory of capital
structure based on the problem of adverse selection. Two main assumptions underpin
this theory. First, managers are assumed to know more about the prospects of a
company than do investors as they intimately know the day-to-day operations of the
firm. Second, managers are assumed to act in the interest of existing sharcholders.
These assumptions imply that managers will prefer (o issue securities if they are
overvalued. Although outside investors are not as well informed as managers, (hey
understand the managers’ motives and thus will not buy securities until the price has
fallen to a marginal level. This price reduction is interpreted as the information cost of

issuing securities.

The information cost of debt is generally higher than that of equity. Debt has a higher
priority claim on corporate cash flows, while equity represents the residual claim.
Therefore, the value of debt is generally less sensitive to changes in a company’s
prospect than is the value of common stock. In general, riskier security issues result in
larger price decreases because risk exacerbates the effects of asymmetric information.
The empirical findings summarised by Smith (1986) are consistent with this prediction.
The market's response to common stock issues is more negative than its response to

hybrid securities or debt offerings.

Myers (1984) argues that information costs associated with issuing securities are so
large that they dominate all other forces that determine optimal leverage in the tradeoff
model. He argues managers will follow a distinct order in their preferences for financing
sources that they fail to maintain an optimal capital stricture. That is, managers always
prefer internal to external financing. If external financing is required, managers will first

prefer to issue the safest securities. Therefore, a company’s cbserved capital structure
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will simply be a reflection of its past pecking order preferences for capital requirements.

This theory is known as the pecking order theory.

24.2 Debt Maturity

When companies choose to issue debt, they must decide on the maturity of the debt, that
is, whether debt is to be short- or long-term. Stiglitz (1974) extended Modigliani-
Miller’s leverage irrelevance policy to debt maturity. Using similar assumptions, Stiglitz
shows that debt maturity does not affect firm value in a perfect market. Subsequent
literature identifies at least four debt maturity factors that affect firm value: taxes,
financial distress, agency problems and asymmetric information. Each explanation is

considered in turn.

Taxes and Debt Maturity - Brick and Ravid (1985) analysed the tax implications of
debt maturity choice. They argue that the choice in debt maturity matters if the term
structure of interest rates is upward or downward sloping. If the yield curve is upward
sloping, the tax hypothesis implies that in the early years interest expense from issuing
longer-term debt is greater than the expected interest expense from rolling shorter-term
debt. In this case, Brick and Ravid (1985) argue that issuing longer-term debt reduces
the firm’s expected tax liability and consequently increases the firm’s current market
value. Conversely, if the term structur> is downward sloping, issuing shorter-term debt
increases firm value. Thus, the tax hypothesis implies that firms employ more longer-

term debt when the term structure has a positive slope.
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It seems that any tax advantages associated with the choice of debt maturity comes from
deferral of the company’s income tax. Peirson er al. (2002) and Bishop et al. (2004)
argue that under the Australian imputation tax system, any tax advantage gained by
deferring the company’s tax payments will be insignificant because company tax is only
a withholding tax from the viewpoint of resident shareholders. Consequently, any tax
advantage gained from the choice of debt maturity must also be insignificant under the

Australian imputation tax system,

Financial Distress and Debt Maturity - A common prescription in the literature is that
a firm should match the maturity of its liabilities to that of its assets (Stohs and Mauer,
1996). If debt has a shorter maturity than assets, there is not enough cash on hand to
repay the principal when it is due. Alternatively, if debt has a longer maturity, then cash
flows from assets cease while debt payments remain due. Therefore, both alternatives
expose the firm to default risk. Maturity matching can reduce these risks and is thus a
form of corporate hedging that reduces the expected costs of financial distress. This

argument suggests that debt maturity varies directly with asset maturity.

Similarly, Myers (1977) argues that maturity matching can control agency conflict
between equityholders and debtholders by ensuring that debt repayments are scheduled
to correspond with a decline in the value of assets in place. Chang (1989) demonstrates

that maturity matching can minimise the agency costs of debt financing.

Agency Costs and Debt Maturity — Myers (1977) notes that short-term d=bt reduces the
potential underinvestment problem because lenders and borrowers rewrite contracts

before growth options are exercised. In addition, Barnea er al. (1980) argue that short-
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term debt can also help alleviate the asset substitution problem. This idea follows the
view that equity is an option on firm value. Barnea et al. argue that since shorter term
options are less sensitive to changes in the variances of projects, short-term debt will
diminish the shareholders’ incentive to engage in low-value high—variance projects. In
addition, short-term debt is less likely to be affected by changes in the value of assets as

shorter-term options are less likely to be affected by the underlying asset.

Asymmetric Information/Information Costs and Debt Maturity - Flannery (1986)
developed a theoretical model showing that firms use debt maturity decisions to signal
valae in an asymmetric information setting. In his model, Flannery assumes that two
types of firms exist, that is, good firms and bad firms. The projects of “good firms™ are
highly profit.ﬁble. and the projects of “bad firms™ are less profitable. The managers of
each firm are aware of the type of firm they operate, however, markets are unable to

distinguish these firms until the end of the first reporting period.

If management of both firms would voluntarily reveal the type of firm they operate,
markets would be able to correctly price the debt issues of each firm. However, moral
hazard problems exist as managers do not voluntarily identify their firms as bad.
Instead, they mimic the efforts of “good firms™ and if they are successful, a pooling
equilibrium is obtained in which the debt of all firms have the same maturity and price.
The price reflects the average quality of these two types of firms. In this case, “good
firms” sustain a net loss from the market’s underpricing of their debt, whercas “bad
firms™ would enjoy a net benefit from the market’s overpricing of their debt (Ogden er

al., 2003).
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To avoid losses in the pooling equilibrium, “good firms” have an incentive to provide
costly signals that “bad firms™ are unable to mimic. In Flannery’s model, “good firms”
signal their quality by issuing shorter term debi. The cost of this signal comprises
refinancing costs that firms otherwise avoid by issuing longer-term debt. If the cost of
this signal exceeds the benefits from mimicking, “bad firms” opt out from the short-
term debt market and instead issue long-term debt. A separating equilibrium for debt
maturity results in “good firms” issuing shorter term debt while “bad firms” issue

“longer term debt” (Ogden et al., 2003).

In short, Flannery (1986) argues firms use short-term debt to signal managements’
anticipated change in firm quality. Borrowers with favorable insider information avoid
locking in their financing costs with longer-term debt, since they expect to be able to

borrow under more favorable terms later.

2.4.3 Leasing

A lease is an agreement between a lessor and a lessee where the lessee makes pericdic
payments to the lessor in exchange for the use of the asset. Firms use leasing as an
alternative to borrowing and buying capital equipment. Barclay and Smith (1995b)
argue that leasing decisions are one of the decisions made on the priority structure of
debt. They argue that lease liabilities generally have the highest priority in bankruptcy.
That is, default on a promised lease payment typically gives the lessor the right to
repossess the leased asset. More importantly, if the lessee files for bankruptcy, the court
requires the lessee to continue to make specified lease payments to the lessor throughout
the bankruptcy process while other debtholders, typically, are not paid until the

bankruptcy process is resolved (Barclay and Smith, 1995b).
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There are a variety of leases. The most common types are operating and financial ;sases.
Operating leases are usually short-term and cancelable during the contract period at the
option of the lessee. Financial leases extend over most of the estimated economic life of

the asset and usually cannot be cancelled unless the lessor is reimbursed for any losses.

As in the case of other types of capital structure decisions, lease decisions have no
impact on the firm’s value under perfect capital market conditions. However, the
literature shows that lease financing reduce agency problems and the premium on
external funds that arises from severe asymmeﬁic information. Leasing is also used to
reduce the riskiness of the firm and to transfer tax shields. Therefore, leasing decisions

add vaiue to the firm.

Taxes and Leasing - Leasing contracts provide opportunities for lower tax-paying firms
to transfer tax shields to higher tax-paying firms where the value of the tax shield is
higher. That is, lower tax-paying firms or lessees benefit by paying lower lease
payments. In this case, both the lessee and the lessor recsive benefits from the leasing
contract at the expense of government tax revenues. This tax based theory of leasing
implies that companies with low effective marginal tax rates are likely to prefer leasing
because it effectively allows the benefits of the tax shields to be shifted from the lessee

to the lessor (Smith and Wakeman, 1985).

Peirson et al. (2002) and Bishop ef al. (2004) argue that tax advantages of ieasing come
from the present value of delaying corporate taxes. Under the Australian imputation tax
system, the company’s income tax from the viewpoint of resident shareholders, is only a

withholding tax on dividend payments. Thus, tax benefits from leasing under the
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imputation system are small because of timing differences between unfranked dividend

and the personal tax payments by shareholders.

Financial Distress and Leasing - Relative to other debt, leasing contracts have higher
priority in bankruptcy (Krishnan and Moyer, 1994; Barclay and Smith, 1995b). In case
of bankruptcy, the lessee is required to continue to make scheduled lease payments to
the lessor, giving the lease priority on par with administrative expenses. In contrast,
most debtholders, including those of secured debtholders, must await payment until the
bankruptcy is resolved. Consequently, a firm with a high probability of financial distress
is more likely to be able to arrange lease financing with more favorable terms than other
forms of financing (Graham et al., 1998). This theory implies that firms with higher

probability of financial distress are more likely to lease.

Agency Problem and Leasing - More recent literature has focused on the relative ability
of leasing to control agency costs. Smith and Warner (1979) showed that the issuance
of secured debt limits the transfer of wealth from bondholders to stockholders. The
security provision prevents firms from selling the collateral to pay a dividend or from
exchanging the collateral for a more risky asset. This feature of secured debt protects

secured creditors against the asset substitution problem.

In addition, Stultz and Johnson (19¢5) show that higher-priority claims assist in
mitigating the underinvestment problem. Az underinvestment problem occurs when the
existing unsecured debt holders are the major beneficiaries of new investments, thereby
discouraging stockholders from supporting the undertaking. Because the issuance of

secured debt allows the firm to acquire new projects and segregates the claim on the
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project’s cash flow, it limits the extent to which debtholders can benefit from positive
NPV projects. This, in turn, makes it more likely that shareholders will accept such

projects, thereby mitigating the underinvestment problem (Masulis, 1988).

As mentioned before, the lessor continues to receive full compensation even after the
lessee files for bankruptcy, while other creditors claims, including those of secured
creditors, has no assurance of being met. Therefore, Sharpe and Nguyen (1995) and
Barclay and Smith (1995b) argue that the financial contracting advantages of leasing to

control for agency problems is even stronger than for secured debt.

Asymmetric Information/Information Costs and Lease Decision - Myers and Majluf
(1984) suggest that when managers have more information than investors about the
value of the firm, they tend to issue stock when they know it is overvalued and
repurchase stock when it is undervalued. Knowing this, investors take managers’
decisions to issue stocl: as a signal that the stock is overvalued and adjust its value
downward. This high information cost of equity leads managers to reject some positive
NPV projects that are accepted in a world with no informational asymmetries. Myers
and Majluf demonstrate that if managers are able to issue safe debt, the adverse
selection problem is jargely mitigated. Therefore, a pecking order of financial securities
arises in their model, where internal financing is the most preferred method of

financing, followed by debt, then equity (Ezzell and Vora, 2001).

Sharpe and Nguyen (1995) argue that financing through leasing arrangements, firms
effectively put financial obligations on par with other administrative expenses such as
employees and maﬁagemcnt compensation, which have a higher priority than normal

debt. This aspect of leasing makes it a highly desirable firancial contract in the presence
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of high asymmetric information, and therefore places leasing at the top of the peckiﬂ%
order of external financing. In short, firms that face higher costs of exteral capil"\

should use leasing to reduce information costs.

2.5 Chapter Summary

This chapter is a review of literature related to theory of the firm from two points "N
view: the incomplete contract and the agency perspectives. These perspectives afN
applied to family business and capital structure theories. In particular, the Opposiﬂ%
views on advantages to family business are discussed through the prism of agency aﬂN
incomplete contract theories. With respect to capital structure theories, four imporwf’\l
factors are identified that justify why leverage, debt maturity, and leasing decisiﬂr\
create value. These factors are taxes, agency costs, financial distress costs aI‘N
asymmetric information. The theories explained in this chapter are used as the basis iﬂﬁ\

developing hypotheses in the following chapter.
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CHAPTER 3
DEVELOPMENT OF HYPOTHESES

3.1 Introduction

The principal objective of this study is to empirically examine how differences in
incentive structures between family and non-family firms affect capital structure
decisions. In particular, this study seeks to address the following four research

questions:

1. Is the leverage of family controlled firms different from that of non-family
controlled firms?

2. Is the debt matwurity of family controlled firms different from that of non-family
controlled firms?

3. Are leasing decisions of family controlled firms different from that of non-
family controlled firms?

4. Is joint determination of capital structure decisions (i.e., leverage, debt maturity
and leasing) in family controlled firms different from that of non-family

controlled firms?

The purpose of this chapter is to derive hypotheses to test these four research questions.
Hypotheses for each research question are presented in separate sections: section 3.3 is
concerned wi‘th leverage, section 3.4 debt maturity, section 3.5 leasing decisions and
section 3.6 joint capital structure decisions. Before developing the hypotheses,
differences in incentive structure between family and non-family firms are discussed in

Section 3.2.
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3.2 Uniqueness »f Family Firms and Its Influence on Capital
Structure Necisions

Families represent a special class of large shareholders that potentially have a unique
incentive structure and power in the firm (Anderson er al., 2003). There are two main
characteristics that distinguish families from other types of large shareholders or
managers of widely-held firms. First, families have a stronger desire to maintain control
to protect their highly valuable private benefits of control and firm-specific human
capital. Second, with substantial wealth and human capital at risk, family owners tend i0
be more risk averse than non-family owners. These unique characteristics of family
firms potentially make their capital structure decisions different from those of non-

family firms.

Families’ Incentive fo Control - Families usually have more personal wealth tied to the
firm. Using Forbes® Wealthiest Americans database to examine family ownership and
firm performance, Anderson and Reeb (2003a) found that on average, families have
more than 69 percent of their wealth invested in the firm, which suggests that families

both vaiue and have an incentive to maintain control.

Modern finance theory emphasises the benefits of portfolio diversification. By holding
several shares in a portfolio, investment risk can be reduced. Some of the risks simply
cancel out when one company does poorly and another does well, bringing the portfolio
into equilibrium. From the perspective of financial returns, there is no benefit to
concentrated sharcholdings (Mayer, 2001). The fundamental question is, what motivates
families to forgo the benefits of diversification by concentrating their wealth into the

stock of a single firm?
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The literature review in Chapter 2 suggests that fzmilies concentrais their shareholdings
and maintain control because of their desire to transfer business to heirs, to hire
relatives, and to enhance the family name through the success of the firm. All these
private benefits are enjoyed by families as long as they maintain the majority vote.
Another reason is to protect firm-specific human capital from hold-up action initiated by

outsiders.

Empirical evidence supports the argument that family owners have a greater desire to
maintain control. Denis and Denis (1994) studied majority-owned firms in the US and
found that owner-specific attributes (e.g., the identity of owners and their desire to
control) is more important than firm-specific attribuies (e.g., size and firm risk) in
determining the choice of majority ownership. They conclude that majority ownership
appears to be associated with individual owners and their desire to retain control, rather
than with firm characteristics such as size or type of assets that makes majority
ownership optimal. By maintaining majority control of the firm, family members

protect their private benefits of control.

Empirical studies on dual class shares also support the conjecture that families have a
stronger desire to control. In dual class recapitalisation, firms create second class
common stocks that have limited voting rights and generally have a preferential claim to
the firm's cash flows (Ogden et al., 2003). DeAngelo and DeAngelo (1985) studied the
characteristics of firms that adopt dual class shares in the U.S., whereas Taylor and

Whittered (1997) investigated those in Australia. Both studies found that the majority of
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dual class share firms were family controlled, indicating that families value control and

issue non-voting stock to raise capital or provide liquidity without reducing control.

Differences in Risk Preferences of Family and Non-family Owners/Managers - One
of the main sources of agency cost of equity in diffusely held corporations are
differences in risk preferences between shareholders and managers. Treynor and Black
(1976) show that managers and shareholders potenti~lly bear different levels of risk.
The typical shareholder in widely-held corporations generally holds a well-diversified
financial portfolio. Thus, investment in one particular firm represents a relatively small
portion of the individual’s overall wealth. The advantage of this type of investment is
that project failure in any one firm has a relatively small negative effect on the
individual’s weallth. Using portfolio theory terminology, diversification eliminates
industry and firm-specific risk and therefore, a well-diversified investor is primarily

concerned with systematic risk, not total risk.

Monsen and Downes (1965) argue that managers of widely-held firms face asymmetry
in their reward structure. Managers’ incomes are not identical with the firm’s profits and
do not vary in any strict manner to the firm's profits. In contrast, a firm'’s failure to
achieve predetermined performance targets, or in the extreme case of bankruptcy,
seriously harms managers’ current and future employment (and therefore their future

income).

Successful managers are able to move from firm to firm, commanding a salary on the
basis of past performance. Good reputation has positive market value which is part of

the manager's human capital (Milgrom and Roberts, 1992). For many managers, their
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human capital is by far the most valuable asset they own because it affects future
eamning potential. Sutton and Callahan (1987) show that managers of bankrupted firms
suffer substantial losses in reputation and self-esteem, indicating that financial distress
is costly for managers. Gilson (1989) provides some evidence of the costs of financial
distress for managers and reports that there is a higher probability that top executives
lose their jobs. Moreover, he documents that none of the departing managers in his

sample are placed in top positions at other publicly traded firms for three years.

The evidence provided by Sutton and Callahan (1987) and Gilson (1989) suggests that
the costs of financial distress for managers are significantly high. Unfortunately, such
risk cannot be effectively diversified by managers in their personal portfolios, since
human capital is essentially nontransferable (Amihud and Lev, 1981; Milgrom and
Roberts, 1992). Accordingly, managers tend to be more risk averse than shareholders of

diffusely held firms.

Risk-averse managers have an incentive to diversify their employment risk by using a
firm’'s investment and financial policies to reduce total risk of the firm. It should be
noted that such actions may not necessarily be in the best interest of shavehoiders.
Evidence tends to support the conjecture that managers tend to choose firm risk

reduction strategies at the expense of sharcholders. For instance, Amihud and Lev

(1981) found that conglomerate mergers are more numerous when shareholdings are |

widely dispersed. In addition, recent evidence in the U.S. indicates that returns to
shareholders from diversified corporations are significantly lower than those of
undiversified firms in the same industry, and that shareholder returns decrease as firms
become increasingly diversified (Lang and Stultz, 1994; Comment and Jarrell, 1994;

Berger and Ofek, 1994).
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The self-serving decisions by managers are relatively freely exercised in widely-held
corporations due to the free rider problem. When ownership is concentrated, the
controlling stockholders are generally able to exert a tighter control on managers’
decisions and to assess whether the decisions are in the interest of shareholders. Thus,
large shareholders are able to prevent managers’ risk reduction strategies that are
against the interest of shareholders. However, the actual control and action by

controlling shareholders also depends on their degree of diversification.

Large sharcholders such as institutional investors and the state are generally welil-
diversified and primarily concerned with systematic risk. Therefore, if they have an
incentive to use their power, it is likely that they can minimise self-serving decisions
driven by the risk preferences of managers. Friend and Lang’s (1988) analysis suggests
that the presence of large external shareholders limits management’s discretion in

seeking sub-optimal risk reducing strategies (i.e., lower debt levels).

In contrast, families have disproportionate amounts of their wealth invested in the firm,
in the form of financial and firm-specific human capital and are therefore relatively
undiversified (Short, 1994). Palia and Ravid (2002) argue that founders of family firms
are characterised as persons with the ‘best idéa’, whose value added is based on the
match between the firm and the founder’s special skill. This special skill attached to a
certain firm is referred to as firm-specific human capital. The important attribute of this
firm-specific human capital is its irreversibility, that is, a fraction of the valﬁe cannot be
recovered by reselling. In addition, firm-specific human capital is less productive when
used outside a particular firm. As a result, firm financial distress will put this human

capital at risk.
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Families usually not only have significant firm-specific human capital invested in the
firm, but also have great personal wealth tied to the firm. Unfortunately, families cannot
effectively diversify the risk of this investment due to financial constraints and therefore
they often hold undiversified portfolios (Agrawal and Nagarajan, 1990). The
combination of undiversified financial and firm-specific human capital suggests that
family shareholders are more likely to be more risk averse than other types of large

shareholders or managers of widely-held corporations.

3.3 The Impact of Family Control on Leverage

Debt financing is used to concentrate voting power as it avoids the dilution effect. Debt
is also used to reduce firm risk as lower debt reduces the probability of bankruptcy.
Therefore, it is argued that the families’ desire to retain control and reduce risk will

have an impact on their leverage decisions.

Leverage and Concentration of Control - Extant literature (e.g., Mayer, 2001; Burkart
et al., 2003) suggests that families have a stronger desire to control firms because of
their desire to transfer the business to heirs, to be able to hire relatives, and to enhance
the family name. All these private benefits are enjoyed by families as long as they
maintain majority voting power. In addition, family control is also important to protect

firm-specific human capital from hold-up action initiated by outsiders.

Following the prominence of takeover activities in the 1980°s, the finance literature
began to examine the linkage between the market for corporate control and capital
structure (e.g., Harris and Raviv, 1988; Stultz, 1988). This stream of research argues

that capital structure affects the cutcome of takeover contests through its effect on the
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distribution of votes. This research reveals the fact that while common stock carries
votes and debt does not, debt is nonetheless used as a device that allows current owners
to retain contwrol of their firm. New equity reduces the percentage of the firm’s equity

capital controlled by the original owners, but debt financing avoids this dilution effect.

Harris and Raviv (1988) focus on the ability of incumbent managers to manipulate the
methods and probability of success of a takeover attempt by changing the fraction of the
equity they own. Since a manager’s share ownership is determined indirectly by the
firm’s capital structure it affects the probability of takeover. In particular, incumbent
managers increase their stake by repurchasing equity from passive investors and by
financing the repurchase by issuing debt. Stultz (1988) argues that as the incumbent’s
share increases, the premium offered in a tender offer increases, but the probability of
takeover is reduced. Both Harris and Raviv and Stultz conclude that the takeover targets
increase their debt levels on average amvl that leverage is negatively related to the

success of the tender offer.

Takeovers lead to a loss of any personal benefits derived from being in control. Also,
takeovers might expropriate quasi-rents from firm-specific investments. Families try to
insulate themselves from takeovers because of the relatively high value of private
benefits of control they received from the family firms and their significant investment
in firm-specific human capital. This strong desire to retain control dictates whether
family firms to choose debt over new equity, which leads to the hypothesis that family
controlled firms will experience higher levels of leverage than non-family controlled
firms. Both Wiwattanakantang (1999) and Poutziouris et al. (2002) provide some
support for this hypothesis. Wiwattanakantang (1999) found that family controlled firms

in Thailand have significantly higher levels of debt than non-family controlled firms.
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She auributes this finding to owners’ desire to protect their voting power. In addition, a
recent survey into the financial affairs of U.K. family companies (Poutziouris ef al.,
2002) shows that the most important factor that deters family firms from raising

external equity capital is the dilution/loss of ownership and management control.

Leverage and Risk Reduction - The corporate finance literature (Agrawal and
Nagarajan, 1990; Muller, 2004) demonstrates that family shareholders tend to be more
risk averse and are more concerned with the firm’s total risk. The families’ large
economic stake in the firm is generally not well diversified due to financial constraints.
In addition, families have significant firm-specific human capital invested in the firms
they control. Since human capital cannot be traded in a competitive market, it cannot be

effectively diversified (Amihud and Lev, 1981).

The incomplete contract approach pioneered by Grossman and Hart (1986) and Hart and
Moore (1990) proposes a useful understanding of control issues related to the choice of
capital structure. They argue that, in reality, it is impossible to write a comprehensive
contract that anticipates and deals with all future eventualities. In this incomplete
contact world, control matters as it affects what happens in events not covered by the

contract.

Recent financial contracting literature (see Hart, 2001) takes the view that, although the
contracting parties cannot specify what decisions should be made in unspecified future
contingencies, they can choose a decision-inaking process in advance. One way they do
this is through their choice of capital structure. Equity, for example, generally comes

with votes. With these votes equity-holders have the right to choose the board of
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directors, which in mam has the right to make key decisions in unspecified future
contingencies. In contrast, debtholders do not have a right to choose the board of
directors or to make decisions in the firm directly. However, they have other rights. If
creditors are not repaid, they can force the firm into bankruptcy. Moreover, if the firm
enters bankruptcy, then creditors often acquire some of the owners’ powers (Hart,

2001).

Aghion and Bolton (1992) adopted this incomplete contract approach to explain control
rights in capital structure choice. They show that shareholders or managers retain
control of the firm in normal conditions while creditors take control in default states. In

other words, debt is an instrument that facilitates a shift in control.

This perspective has a different focus compared with the previous literature. In
Modigliani-Miller’s world, the firm’s cash flows are fixed and equity and debt are
characterised by the nature of their claims on these cash flows: debt has a fixed claim
while equity receives the residual. In Jensen and Meckling (1976), the same is true
except that niow the allocation of cash flow claims can affect firm value through
managerial incentives. In neither case do votes or decision rights matter. In contrast, in

the financial contracting literature, decision rights or votes are key (Hart, 2001).

Similarly, Kester and Luehrman (1995) argue that debt and equity are not only different
types of financial claims, but are alternative approaches to governance. They argue that
equity is more flexible and forgiving. That is, the firm’s decision not to pay dividend
does not lead to liquidation, On the other hand, debt constitutes a fairly rigid, rules-

based approach to governance. Borrowers contract with lenders to make regular cash
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payments of interest and principal as well as to meet strict covenants. The failure of

firms to follow these rules can lead to the liquidation of the company’s assets.

Extant studies on financially distressed firms are generally consistent with the argument
of Aghion and Bolton (1992) and Kester and Luehrman (1995). That is, financial
distress is frequently associated with a change in control. Gilson (1990) found that
corporate default leads to a significant change in ownership of the firm’s residual claims
and in the allocation of control to manage corporate resources. In approximately three
out of four firms in Gilson’s sample, lenders receive significant blocks of voting stock
under the firms’ debt restructure. In addition, he demonstrates that the majority of CEOs
are removed from their firms at the conclusion of the bankruptcy or debt restructuring.
When families lose control of the firm, they are unable to enjoy private benefits of
control. That is, they are unable to transfer the business to heirs or employ family
members. The family’s reputation and pride is adversely affected and thus financial

distress is very costly for family firms.

The impact of financial distress on family wealth is also substantial. Loderer and
Shechan (1989) demonstrate that shareholders experience losses of more than ninety
percent in the first five years preceding bankruptcy. In addition to these losses,
shareholders suffer additional losses when bankruptcy is announced. For example,
Altman (1969) found that an average capital loss during the announcement of

bankruptcy was approximately 26 percent.

The impact of bankruptcy on family firm-specific human capital is similar to that of a
takeover. That is, families are motivated to invest in firm-specific know-how and skills

with an expectation to generate quasi-rents in the future. When bankruptcy occurs, the

64




Chapier 3 Hypothesls Development

firm’s control shifts to outsiders which places in doubt the firm’s existence. As a result,
families are unable to receive appropriate returns from their investment in human

capital.

In summary, financial distress is costly for family shareholders because it adversely
affects their financial and human capital, and more importantly, financial distress leads
to a shift in control. Families lose control of their firms in the event of bankruptcy and
hence, they lose private benefits of control. From a risk reduction perspective, family
controlled firms will use less debt to reduce bankruptcy risk. Mishra and McConaughy
(1999) provide evidence that is consistent with this view. They reveal that founding
family controlled firms in the U.S. use less debt than their non-family counterparts,
while Agrawal and Nagarajan (1990) show firms that have no debt are more likely to be

family controlled.

Leverage Decisions of Family Controlled Firms in Australia - The families’ desire to
retain control and reduce firm risk has opposing effects on leverage decisions. On the
one hand, the desire to concentrate voting power motivates families to use more debt.
On the other hand, the desire to reduce bankruptcy risk motivates families to use less
debt. The actual leverage decision depends on which effect is more dominant. Thus the

property rights literature provides the prediction for this proposition.

Based on La Porta et al's. (1998, 1999) law matters hypothesis, Claessens and Fan
(2002) argue that in economies where government does not effectively enforce investor
protection, enforcement by individual owners will be of primary importance. Without
relying on the government, controlling owners have an incentive to obtain control to

negotiate and enforce corporate contracts with various stakeholders, including minority
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shareholders, managers, labour, suppliers, debt-holders and government. In short,
Claessens and Fan (2002) argue that in a weak property rights environment, the desire
to control will be strong. Since debt can be used to protect voting power, family
controlled firms in countries with weaker investor protection will employ higher levels
of leverage. Empirical evidence in Thailand (Wiwattanakantang, 1999) supports this

argument.

Australia has strong legal protection for shareholders and creditors (see La Porta ef al.,
1998, 1999). Claessens and Fan’s (2002) property rights argument impties that owners
of family firms in Australia have a strong desire for effective control due to a robust
property rights environment. Therefore, the desire to reduce firm risk might be more
dominant, which leads to the hypothesis that family controlled firms in Australia will

employ lower levels of leverage.

I.amba and Stapledon (2001) argue that La Porta et al.’s (1998, 1999) law marters
hypothesis does not adequately explain corporate ownership structure in Australia.
While studying the determinants of corporate ownership structure in Australia, the
researchers found that although there is strong investor protection in Australia, large
block holdings are fairly commonplace in publicly listed firms. They found that
Bebchuk’s (1999) private benefit of conirol theory has more explanatory power than La
Porta et al.’s (1998, 1999) law matters hypothesis in explaining corporate ownership

structure in Australia.

According to Bebchuk’s hypothesis, the extent of ownership concentration depends on
the size of the private benefit of control. When the private benefit of control is larger,

control becomes more valuable and the founder is unlikely to relinquish authority after
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the 1PO. Therefore, in countries where private benefits of control are significant, larger
block holdings will be relatively prevalent in publicly listed companies. Nenova (2003)
found that the estimated value of private benefits of control in Australia is quite high
(around 23 percent of firm value), similar to the value demonstrated in Brazil, Chile,

France, and Italy.

Bebchuk (1999) suggests that comparatively large private benefits of control are likely
to exist in companies whose controller founded the firm, or where families have
controlled the firm for many years. Here there might also be some non-pecuniary
benefits from controlling the firm. Examples of non-pecuniary benefits for family firms
include the ability to hire relatives, the ability to transfer control to heirs, and the
opportunity to enhance the family name (DeAngelo and DeAngelo, 1985; Mayer, 2001).
Similarly, Denis and Denis (1994) maintain that family firms are more likely to place a
sufficiently high value on the private benefits of control to compensate for the lack of
diversification asscciated with large block ownership. Consistent with this argunent,
Heaney and Holmen (2004) found that control rights are more valuable to families than
to other types of shareholders such as financial institutions, foundations, associations

and governments.

Consistent with the private benefit of control theoiy, it is argued that although there is
strong investor protection in Australia, the sharcholder’s desire to maintain control
remains strong. Since private benefits of control in family firms is comparatively larger
than that in non-family firms, families are more likely to have a stronger incentive to

maintain control. As a result, family controlled firms in Australia will have higher levels

of leverage. This leads to the following hypothesis:
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H1: Family controlled firms will experience higher levels of leverage than

non-family controlled firms.

3.4 The Impact of Family Control on Debt Maturity

Milgrom and Roberts (1990) argue that a series of short-term ‘complete’ contracts,
renegotiated frequently, may approximate the role of long-term contracts. In such cases,
a series of short-term contracts leads to efficiency over a period of time. However, they
also argue that costs of negotiating short-term agreements represent a fundamental

transactions cost.

There are several conditions that cause short-term contracts to underperform compared
with longer term contracts (Milgrom and Roberts, 1990). Asymmetric information and
opportunistic behaviour at the renegotiation of contracts prevent the parties from
smoothly negotiating an efficient agreement. This logic can be applied to the model of

debt maturity choice.

Flannery (1986) examines the signaling effect of the firm’s debt maturity choice under
asymmetric information. In this model, Flannery argues that asymmetric information
induces a bias toward short-term debt. That is, firms with favorable private information
about future profitability prefer to issue short-term debt since they expect to borrow

under more favorable terms later.

Diamond (1991) improves on Flannery’s mode! by incorporating liquidity risk into the
debt maturity choice model. He finds a tradeoff in debt maturity choice, that is, although

short-term debt is used by firms to avoid locking their financing costs in with long-term
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debt, short-term debt maturity nonetheless has liquidity risk (i.e., the risk that borrowers

are forced into inefficient liquidation because refinancing is not available).

Similar to other financial contracting literature which follows the incomplete contract
paradigm (e.g., Aghion and Bolton, 1992; Bolton and Scharfstein, 1990; Hart and
Moore, 1998), Diamond (1991) assumes that if the debt cannot be repaid in full, lenders
have the right to liquidate or take control of the firm. In such cases, owners will lose

their control rents (i.c., private benefits of control).

Sharpe (1991) also shows that when a firm is financed with short-term debt, the lender
subsequently finds it unprofitable to rollover the loan and consequently, the lender
forces the firm into liquidation. Even if this extreme outcome is not realised, short-term
debt can also result in a loss of project rents if it has to be refinanced at an overly high

interest rate (Titman, 1992; Froot et al., 1993). Firms experience significant indirect

‘costs of financial distress (e.g. loss of customers and distraction of management) when

they lose access to attractively priced credit (Guedes and Opler, 1996). All these
refinancing risks surrounding short-term debt motivate firms to lengthen the maturity of

their debt.

Finnerty and Emery (2001) argue that the firm’s attitude toward risk affects its
philosophy about financing policy, including its choice of short-term versus long-term
debt. Due to the liquidity risk of short-term debt, firms whose sharcholders are not well
diversified, as is often the case with family-controlied firms, frequently choose a
relatively higher proportion of long-term debt financing. These arguments lead to the

following hypothesis:
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H2 : Family controlled firms will utilise longer term debt maturity more

than non-family controlled firms.

3.5 The Impact of Family Control on Leasing Decision

Mukherjee (1991) conducted a survey on factors that managers consider when making
leasing versus buying/borrowing decisions. He found that the risk of obsolescence is the
dominant reason for leasing. Similarly, Sharpe and Nguyen (1995) demonstrate that
leasing helps to reduce the cost of financial distress, particularly in companies that have

fully utilised their debt-raising capacity.

Theoretical work by Smith and Wakeman (1985) show that closely-held shareholders
reduce risk by leasing assets 0 that the lessor bears some of the risk associated with the
use: of the asset by the lessee. This view is shared by Flath (1980, p. 255): “ .... shifting
of risk can be a reason for leasing. Among lessees, this is most likely to be so for
closely-held firms and least likely to be so for corporations with widely dispersed

shareholders™.

There ure at least two ways lessees shift asset risk to the lessor. First, firms transfer
fluctuations in the economic value of the asset to the lessor. The uncertainty in asset
values results from many factors such as unpredictable technological obsolescence,
competition of substitutes, and interest rate uncertainty. This risk associated with asset
values can be transferred to the lessor, who is better able to manage the nisk. By
nurchasing and leasing different items, the lessor benefits from diversification (i.e., loss

in some items will be offset by other items that retain more value).
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Second, leasing offers a hedge against business risk if lease payments are tied into the
asset’s use by way of a metering agreement. That is, when asset usage is high, lease

payments are higher; when asset use is low, lease payments are lower.

Large shareholders other than family shareholders usually hold well-diversified
portfolios. Therefore they are less likely to value the benefits of leasing in reducing
obsolescence and other asset-specific risk. On the other hand, managers in widely-held
firms tend to choose financing sources that reduce the firm’s total risk, suggesting their
preference for leasing. Families are even more risk averse than managers in widely-held
corporations and thus, it is predicted that family controlled firms will value risk
reduction benefits of leasing more than managers in widely-held firms. These

arguments lead to the hypothesis:

H3 : Family controlled firms will have a higher preportion of leasing than

non-family controlled firms.

3.6 The Impact of Family Control on Capital Structure Decisions

Several studies (e.g., Barclay et al., 2003; Johnson, 2003) argue that capital structure
decisions are jointly determined to control incentives and information problems. There
are at least three theories that provide support for the joint determination of capital
structure decisions and the predictions for these associations. These are the agency cost,

information cost and financial distress cost hypotheses.

Agency cost hypothesis - There are two main types of agency costs of debt: asset

substitution and underinvestment. The asset substitution problem occurs when riskier
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assets are substituted for the firm’s existing assets, thereby expropriating value from the
firm’s debtholders. Firms routinely make decisions that result in the substitution of
assets. A commeon example is cash used to buy equipment or material. In fact, for every
investment, some assets are substituted for others. With risky debt, stockholders are
motivated to substitute riskier assets for the firm’'s existing assets. If an investment
yields larger returns, well above the face value of debt, equityholders capture most of
the gains. If however, the investment fails, because of limited liability of shareholders,

debtholders bear the consequences (Emimery and Finnerty, 2001).

Myers (1977) argues that a firm employs two types of assets: tangible assets where
returns are unaffected by further investments, and growth opportunities, where returns
are substantially enhanced by subsequent discretionary investment. In certain
circumstances (especially in states of financial distress), where shareholders control the
investient decisions and bear the entire cost of the project, only a fraction of the
increase in firm value is received. If this occurs the gain from investients in growth
opportunities go primarily to bondholders, making these opportunities less attractive to
firms that are reluctant to undertake projects, even though these project might yield a

positive NPV (i.e., the firm tends to underinvest).

The asset substitution and underinvestinent problem reduces firm value. The value lost
as a result of these problems is referred to as the agency cost of debt. Jensen and
Meckling (1976) argue that rational debtholders are aware of these conflicts and of the
possible actions firms can take against bondholders. Thus, when debt is issued, lenders
will charge a higher interest rate, or in the case of bond issues, the value of the bond is
discounted immediately for the expected losses these anticipated actions will induce. An

increase in interest rates (or discounting) means that, on average, stockholders do not
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gain from these actions. Hence, incentives are created for firms to offer several ways to
limit possible actions that benefits shareholders at the expense of debtholders (Masulis,

1988).

The conflict of interest between shareholders and managers can be controlled in a
number of ways. Using lower debt, shorter-term debt maturity and leasing are
postulated to be optimal financing decisions for reducing costs associated with

underinvestment and or asset substitution probiems.

Smith and Watts (1992) argue that one way to control agency problems between
shareholders and debtholders and its associated value loss is to finance growth options
with equity rather than debt (i.e., lowering leverage). Without any restrictions,
companies whose value consists primarily of investment opportunities have more
flexibility in their choice of future investments, and therefore, have a tendency to invest
sub-optimally (i.e., either substitute projects which increase the firm's risk or
underinvest) to expropriate wealth from bondholders. Therefore, this type of firm

should borrow less,

In addition, debtholders face higher costs of monitoring stockholders in higher growth
firms than they do in lower growth firms. As the assets of higher growth firms are
largely intangible, debtholders have more difficulty observing how stockholders use
assets in these firms. For example, debtholders and stockholders- often experience
conflict over the desirable amount of firm risk, with debtholders generally preferring
less risk. It is easier for stockholders in higher growth firms with mostly intangible
assets to increase firm risk and more costly for debtholders to detect increases in firm

risk (Goyal et al., 2002). In short, the costs of debt financing are higher in firms with
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more growth opportunities. In such cases, a firim is expected to use lower debt levels in

order to reduce the agency cost of debt.

Myers (1977) argues that finns mitigate the underinvestment problem by issuing short-
term debt. According to this argument, using shori-term debt that matures before a firm
exercises its growth options allows stockholders to capture a larger proportion of the
value created by positive net present value projects. Barnea et al. (1980) also argue that
short-term debt assists in alleviating the asset substitution problem. This idea follows
the option pricing model in which equity is viewed as an option on firm value. They
argue that since shorter-term options are less sensitive to changes in project variances,
short-term debt diminishes shareholders’ incentive to engage in low-value high-variance

projects.

Stulez and Johnson (1985) show that high-priority claims assist in mitigating the
underinvestment problem. An underinvestment problem occurs when the existing
unsecured debt holders are the major beneficiaries of new investments, thereby
discouraging stockholders from supporting the undertaking. Because the issuance of
secured debt allows the firm to acquire a new project and segregate the claim on the
project’s cash flow, it limits the extent to which debtholders can benefit from positive
NPV projects. This, in turn, makes it more likely that shareholders will accept such

projects, thereby mitigating the underinvestment problem (Masulis, 1988).

In addition, if debt is secured, the pledged assets cannot be disposed of without the

permission of lenders and therefore, firms cannot easily reduce the value of

bondholder’s claim by substituting projects which increase the firm’s risk (Smith and
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Warner, 1979). Therefore, secured debt can be used to manage the asset substitution

problem.

A lease contract can be viewed as a strong form of secured debt where the lender
receives a legal claim to secured assets at the time of the loan (Masulis, 1988). The
lessor continues to receive full compensation even after the lessee files for bankruptey,
while other creditor claims, including those of secured creditors, have no assurance of
being met. Therefore, Sharpe and Nguyen (1995) and Barclay and Smith (1995b) argue
that the financial contracting advantages of leasing to control the agency cost of debt

(i.e., asset substitution and underinvestment) is even stronger than that for secured debt.

In summary, the agency cost hypothesis proposes that the conflict of interest between
shareholders and debtholders (i.e., the underinvestment and asset substitution problem)
can be reduced by employing less leverage, shorter-term debt and higher proportions of
lease contracts. Table 3.1 summarises the relationship between the agency costs of debt

and the choices between optimal capital structure decisions.

Table 3.1 Agency costs of debt and financial pelicy

Financial policy Agency costs of debt
Low High
Optimal leverage High Low
Optimal debt maturity Longer Shorter
Optimal lease share Low High

Barclay et al., (2003) argue that capital structure decisions are substitutes for addressing

incentive problems. They studied leverage and debt maturity jointly and found a
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negative relationship between leverage and debt maturity, indicating that leverage and
debt maturity are substitutes in controlling incentive problems. This suggests that the
leverage-debt maturity relationship is negative, whereas the leverage-leasing and debt
maturity-Jeasing relationships are positive. Lower levels of leverage and shorter-term
debt are used to address the agency problem. If these two mechanisms are substitutes,
the relationship between thern is negative. That is, firms that already use less leverage to
control the underinvestment and asset substitution problems will not use shorz-term debt
to address a similar problem. On the other hand, the relationship between leverage and
leasing should be positive if one element is being used instead of the other. That is,
firms that already use less leverage to control the underinvestment and asset substitution
problems will not use higher proportions of leasing to address similar problems. Similar

logic can be applied in the case of debt maturity and leasing.

Relationships among capital structure decisions are not always interchangeable. For
example, Jochnsen (2003) found a positive rejation between leverage and debt maturity.
That is, firms with higher leverage have longer debt maturity. This result seems to
support the argument of strategic complementarities between debt maturity and
leverage. If the relationship between leverage and debt maturity are complements, the
leverage-debt maturity, leverage-leasing, and debt maturity-leasing relationships will
have opposite signs to those if the capital structure decisions are substitutes. That is, the
leverage-debt maturity relationship is positive, whereas the leverage-leasing and debt
maturity-leasing relationships are negative. Table 3.2 presents a summary of the

relationship among capital structure decisions and the agency cost of debt.
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Table 3.2 Capital Structure Decisions and the Nature of its Relationship to the Agency Cost of
Debt.

Relationship Nature of relationship
Substitute Complement
Leverage — debt maturity - +
Leverage - leasing + .
Debt maturity - leasing + -

Information asymmetry hypothesis - Smith and Watts (1992) argue that a substantial
literature examines the impact of information asymmetries on financing policy, but most
of it does not attempt to explain cross-sectional variation in capital structure. Following
Ross (1977) and Myers and Majluf’s (1984) arguments, Smith and Watts maintain that
there is no incentive to signal when there is no information asymmetry. In other words,
greater information disparity leads to greater demand for signaling. In addition, Smith
and Watts assume that if the costs of signaling vary, they will be less sensitive to
variation in the size of the information disparity than to the benefits of signaling. Based
on these assumptions, the implication is that firms that face greater information

disparities choose the least mispriced securities.

Barclay et al. (1995) argue that debt and equity claims differ because of sensitivity to
changes in firm value. Since the promised payments to bondholders are fixed, stock
prices are much more sensitive to changes in firm value than debt prices. When firms
need to raise additional capital by selling additional debt or equity, they choose 10 sell
the security that is least undervalued. In this case, firms issue debt because it is less

sensitive to mispricing than equity. In general, Barclay et al (1995) argue that
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asymmetric information models imply that firms with higher asymmetric infermation

tend to issue debt over equity since debt is less undervalued than equity.

Under the Myers and Majluf model, short-term debt is preferred to longer term debt
because the price of short-term debt is less sensitive to that of longer term debt. The
pric.ng of long-term debt is more sensitive to changes in firm value than the pricing of
short-term debt. Aithough mispricing of the firm results in both long-term and short-
term debt being mispriced, the mispricing of long-term debt is greater. Because the
information cost of short-term debt is lower than that of long-term debt, the asymmetric
information model suggests that short-term debt reduces costs related to the adverse

selection problem (Barclay et al,, 1995).

Sharpe and Nguyen (1995) argue that through lease financing, the finm effectively puts
its financial obligation on par with other administrative expenses such as employee and
management compensation, which have a higher priority than normal debt. This aspect
of lease contracting makes it highly desirable in the presence of high asymmetric
information, and places leasing on top of the pecking order of external financing. In
short, firms that face higher costs of external capita’ use leasing to reduce information

COosts.

In conclusion, the theory predicts that {irms with higher asymmetric information use
higher levels of debt, shorter-term debt maturity and higher proportions of leasing.
Table 3.3 summarises the impact that information costs have on capital structure

decisions.
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Table 3.3 Information costs and financial policy
Financial policy Information costs
Low High
Optimal leverage Low High
Optimal debt maturity Longer Shorter
Optimal lease share Low High

Similar to the agency perspective, leverage, debt maturity, and leasing decisions are
either substitutes or complements of reducing information asymmetry. The prediction

for each argument is outlined in Table 3.4.

Table 3.4 Capital Structure Decisions and the Nature of its Relationship to the Information Cost

Perspective
Relationship Nature of relationship
| Substitute Complement
Leverage ~ debt maturity + -
"Leverage - leasing - +
Debt maturity - leasing + -

Financial distress cost hypothesis - Aghion and Bolton (1992) adopt an incomplete
contract approach to explain the control rights in capital structure choices. They show
that shareholders or managers retain control of the firm under normal operating
conditions, whereas creditors take control of the firm under default conditions. That is,
debt is an instrument that facilitates a shift in control. Financial distress leads to a shift

in contro! from sharcholders to debi-holders. If this occurs, the shareholders lose all
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benefits of control. In short, the costs of financial distress yield a clear economic

rationale for firms to choose a conservative financing policy.

Peirson et al. (2002) argue that the probability of financial distress depends on the
company’s business risk and on its firancial leverage. Business risk is related to the
variability of future net v:ash flows, attributed to the nature of the company’s operations.
If a company is financed entirely by equity, variations in the returns to shareholders are
attributable only to business risk. Once a firm uses debt finance, shareholders are also
exposed to financial risk. This resuits in payments to debt-holders being fixed
obligations. When firms are unable to meet these fixed contractual obligations, these
defaults lead to financial distress. The financial risk faced by shareholders is directly
related to the proportion of debt in the company’s capital structure. Therefore, risk
averse firms will choose lower leverage levels to reduce the probability of financial

distress.

Diamond (1991) incorporates liguidity risk into the debt maturity choice model and
finds a tradeoff in debt maturity choice. He argues that although short-term debt is used
by firms to avoid locking their financing costs with long-term debt®, short-term debt
also has liquidity risk. That is, a firm’s failure to obtain refinancing forces it to liquidate
despite continuation being the optimal strategy. This sub-optimal liquidation represents
the cost of short-term debt and can be viewed as part of the expected bankruptcy costs
(Johnson, 2003). By choosing longer-term debt, firms can decrease the probability of

being liquidated inefficiently.

¢ Short-term debt allows a reduction in borrowing costs when a finn receives good news and debt is
refinanced.
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Firms use leasing to reduce financial distress risk in several ways (Schallheim, 1994;
Brigham and Gapensi, 1993). First, firms can transfer fluctuaticns in the economic
value of the asset to the lessor. Uncertainty in asset values can result from many factors
such as unpredictable technological obsolescence, competition of substitutes and
interest rate uncertainty. For example, some technological obsolescenice makes one
particular asset almost worthless in the short-term, and this large economic depreciation
could make the entire project unprofitable. The risk associated with asset values can be
transferred to the lessor, who is better able to manage the risk. By purchasing and then
leasing many different items, the lessor benefits from diversification (i.e., loss in some
items wiil be offset by other items that retain more value). In addition, lessors are
generally familiar with market conditions for the asset and therefore ar2 able to obtain a
better price in the resale market. Second, leasing offers a hedge against business risk
due to its payment schedule fiexibility. For example, if lease payments are tied into the
assets use by way of a metering agreement, it offers a hedge against business risk. That
is, when asset usage is high, lease payments are higher; when asset use is low, lease

payments are lower.

In summary, the financial distress cost hypothesis argues that less debt, longer-term debt
maturity, and a higher proportion of lease arrangements are employed interchangeably
to reduce bankruptcy risk. Table 3.5 shows whether the probability of financial distress
is high or low in relation to the optimal capital structure decision, whereas Table 3.6
presents the interactions and predictions among capital structure variables when testing

the financial distress costs hypothesis.
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Table 3.5 Financial distress costs and financial policy

Financial policy Probability of financial distress
Low High
Optimal leverage High Low
Optimal debt maturity Shorter Longer
Optimal lease share Low High

Table 3.6 Capital Structure Decisions and the Nature of its Relationship to Financial Distress Cost

Relationship Nature of relationship
Substitute Complement

Leverage — debt maturity + -

Leverage — leasing + -

Debt maturity - leasing - | +

Family Control and Capital Structure Decisions - Agency, information and financial
distress costs provide different predictions to the relationships among capital structure
decision variables (i.e., leverage, debt maturity and leasing). One of the primary
research questions is which hypothesis better explains the simultaneous capital structure

decisions of family fiyms.

Gugler (2003) argues that large asymmetries of information between management and
owners are not present in family-controlled firms. This depends upon whether managers
and large family shareholders are often the same person. Therefore, the needs of family

firms to reduce information asymmetry are not significant. In addition, the agency
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literatare (e.g., Fama and Jensen, 1983) argues that conflicts of interest between
managzrs and shareholders are lower in family firms. In other words, family firms are
more likely to reduce agency cost of equity rather than the agency cost of debt. Taken
together, these arguments suggest that the relationship among capital structure variables
in family firms is unlikely to be consisient with the agency or information cost

explanations.

However, the relationship among leverage, debt maturity and leasing decisions in
family controiled firms is likely to be consistent with prediciions provided by the
financial distress costs hypothesis. The reasoning for this intuition is that family firms
are more risk averse to financial distress than their non-family counterparts. Financial
distress is costly for family shareholders as it adversely affectz their financial and
human capital and more importanily, it leads to a shift in conirol. That is, families lose
control and their private benefits of control. Therefore, it is predicted that fam’iy
controlled firms wifl use capital structure decisicns jointly to reduce bankruptcy risk.

The above arguments iead to the following hypothesis:

H4: The relationship among capital structure decisions for family controlled

JSirms will foliow the financial distress cosi .zrgument.

3.7 Chapter Summary

This chapter identifies two unique characteristics of family firms that distinguish their
capital structure decisions from those of non-family firms: famiiies have a stronger
desire to contro! and to reduce bankrupicy risk. These unique characteristics lead to

different leverage, debt maturity, and leasing decisions. In particular, it is predicted that
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family controlled firms in Australia will use higher level of leverage, longer term debt
maturity and higher proportions of leasing, In addition, interactions among capital
structure variables for family firms are hypothesised to be consistent with the financial

distress explanation.
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CHAPTER 4
Research Design, Methodology and Procedures

4.1 Introduction

This chapter describes issues related to research design, data, sample, empirical models,
and procedures used in the study. The main objective is to choose the research design
that maximises internal validity. By ensuring sufficient controls in the research design,

the likelihood of drawing valid conclusions from the study is enhanced.

Section 4.2 describes an outline of research design used in this study while Section 4.3
identifies internal validity threats as well as procedures to address some of these issues.
The sample and data (including data validation procedures) are discussed in section 4.4.
Subsequent sections (Section 4.5 to 4.8) illustrate the empirical models and measures to
test the hypotheses. Section 4.9 describes data screening and transformations used in
this study and finally, Section 4.10 explains the techniques used to estimate empirical

models,

4.2 Research Design

In disciplines such as psychology and medicine, causal effecis are commonty estimated
using experiments. An experiment is a scientific investigation in which an investigator
manipulates one or more independent varisbles while holding all other variables

constant, and the dependent variable is observed for voncomitant variation to the
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manipulation of the independent variables. In short, the essence of an experiment is

control within the research project (Kerlinger, 1986).

Control is relatively easily achieved in the natural sciences. However, research in the
finance discipline is fundamentally non-experimental in design. In non-experimental
research, direct manipulation of independent variables by the researcher is generally not
possible (Ryan et al., 1992). That is, the levels of control potentially achieved in non-
experimental design are generally lower than that in experimental design. As a result,

experimental design is generally more powerful than non-experimental design.

The level of control is a key determinant of internal validity. A stedy has high internat
validity if it provides confidence that changes in the dependent variable are a result of
changes in the independent variable and not by confounding factors. Internal validity
determines whether valid conclusions can be drawn from a study. Thus, in designing the
research project, the objective is to maximise the internal validity of the study. By
ensuring that sufficient controls are in place in the research design, the likelihood of

drawing valid conclusions from the study is enhanced.

Observational data, including financial data, are not derived from experiments and
therefore pose major challenges when estimating causal effects. In the real world, levels
of treatment are not randomly assigned, thus it is difficult to differentiate “treatment
effects” from other relevant factors (Stock and Watson, 2003). Accordingly, a
discussion of internal validity as well as how this research addresses some of these

issues, particularly from an empirical modeling perspective, follows.
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4.3 Internal Validity

Multiple regression permits estimation of the effect of one particular independent
variable on the dependant variable, while holding other regressors constant. However,
multiple regression also suffers from its own internal validity threats. Stock and Watson
(2003, pp. 245-254) discuss several validity threats for multiple regression. They argue
that studies based on regression analyses are internally valid only if the estimated
regression coefficients are unbiased and consistent, and if their standard errors yield

confidence intervals within the desired specified range.

It is assumed in regression analysis that all explanatory variables are uncorrelated with
the error term. If an explanatory variable and the error term are correlated, e OLS
mistakenly attributes variation in the dependent (y) variable caused by the error term
(). If, for example, the error term (g) and x are positively correlated, the estimated
coefficient will be probably higher. St:.x and Watson argue that there are at least five
reasons why the OLS estimator mis:z:! 2 diased: omitted variables; misspecification of
functional form; measurement error of i independent variable; sample seiection; and
simultaneous causality, All five sources of bias arise because the regressor is correlated

with the errcr term in the population regression.

Omitted variable bias - In multiple regression, the coefficient f3 represeats a change in
the dependent variable y caused by one-unit change in the independent variable Xy,
holding constant all other independent variables in the equation. If one br more
variables are omitted, the variables in the eguations are not held constant for the
calculation and interpretation of Bi. In other words, the expected value of the estimated

coefficient deviates away from the true value of the population coefficient.
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Capital structure theory explains that four factors either decrease or increase firm value:
the firm’s tax position, agency costs, financial distress costs, and informaticn costs. The
theory also suggests that several firm characteristics such as growth opportunity, firm
size, profitability, firm age, business risk and asset tangibility affect these factors.
Independent variables are selected on the basis of previous capital structure studies and
all important variables have been considered to avoid omitted variable bias. Sections 4.5

to 4.8 discuss in more detail the variable selection processes.

This study also uses financial data of publicly listed firms in Australia from 1958-2062.
Panel daia are used to control unobserved variables and to increase the internal validity
of the study. In addition, panel data provides more informative data, more variability,
less collinearity among variables, more degrees of freedom and greater efficiency

(Baltagi, 2002). Panel data methodology is discussed in more detail in Section 4.10.

Misspecification of functional formm - If the true population regression function is non
linear but the estimated regression is linear, this functional form misspecification creates
bias in the OLS estimator. This is similar to omitted variable bias, in which omitted

variables are terms that reflect the missing nonlinear aspect of the regression function.

Diamond (1991) predicts that low credit quality and high credit quality firms tend to
borrow short-tenm, whereas intermediate gquality firms borrow long-term. Diamond’s
proposition leads to a non-linear relationship between debt maturity and firm quality.
Johnson (2003) uses both firm size and the square of firm size in the debt maturity
equation to avoid problems of misspecification of functional form. Indeed, this study

~ avoids misspecification of functional form by following Johnson's (2003) provedures.
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Measurement error ~ Measurement error in variables occurs because of limitations in
the availability of data. Operating lease assets, for instance, are not available directly
from the balance sheet and therefore must be estimated. The estimation process is not

perfect and might lead to measurement error.

Sometimes measurement error in both the dependent and independent variables exists
because of conflicting theories. For example, several researchers (e.g. Smith and Watts,
1992) arguc that total debt in the calculation of the leverage ratic should be measured
using interest bearing debt, whereas other researchers propose the use liabilities {e.g. : a

Huang and Song, 2002).

Variable selection strongly influences estimaticm results. If different measures reflect
ditferent distributions, estimated coefficients will depend on the model chosen. Borsch-
Supan and Koke (2002) propose that researchers choose one measure and use
alternative measures for sensitivity analyses. This study adopts Borsch-Supan and
Koke’s suggestion and wherever possible, several measures of the dependent variable

and independent variables are used to ensure the robustness of results.

Another procedure used to reduce measurement exror was data validation. Financial data
were collected mainly from FinAnalysis, a database which contains pertinent annual
report information. To reduce human input error, the data from FinAnalysis were
validated by conducting cross checks with Company Analysis, another database which
contains annual report information. The data validation procedure is explained in

Section 4.4,
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In addition, the between estimator for panel data was used to address some of the
measurement error problems. The between estimator averages the variable observations
and thus reduces bias by averaging out measurement error. Averaging also alleviates
bias caused by correlations between the error term and the explanatory variables

(Kennedy, 2003).

Sample selection - Sample selection bias occurs when availability of data are influenced
by a selection process that is reiated to the value of the dependent variable. This
selection process introduces correlations among the error terms and regressors, which
leads to bias in the OLS estimator. A familiar example of sample seiectivity bias are
empirical studies on corporate governance. Most corporate governance studies focus on
the largest listed companies. These companies are likely to be the most profitable firms
in the market and performance is typically the focus. Hence, these samples suffer from

an endogeneity problem (Borsch-Supan and Koke, 2002).

In order to obviate sample selection problem, this study includes all firms listed on the
Australian Stock Exchange (ASX). It focuses on both the largest and smallest firms and
therefore sample selection bias is minimised. The study also includes delisted firms to
control for survivorship bias. In particular, for each research question, models are
estimated using two groups: the full sample that includes delisted firms and a subset of
firms that excludes delisted firms, and results from both groups are compared. The

comparison provides an indication of survivorship bias.

Reverse causality ~ Reverse causality leads to simultaneous bias. For example, in
cnatysing the relationship among capital structure variables, one variable is used as the

dependent variable in one model and an independent variable in other models. That is,
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there are feedback relationships among capital structure decisions (i.e., leverage, debt
maturity and leasing). Since these endogenous variables are jointly determined, changes
in the disturbance term affect the endogenous variables. As a result, alt endogenous
variables used as regressors are contemporaneously correlated with the disturbance term
and hence a three stage least square estimator is used to address the two-way causal

relationship. The nature of this method is examined in Section 4.10.

Stock and Watson (2003) argue that inconsistent standard errors pose a different threat
to internal validity. Even if the OLS estimator is consistent and the sample large,
inconsistent standard errors produce hypothesis tests with sizes that differ from the
desired significance level. There are two reasons for inconsistent standard errors:
heteroskedasticity and autocorrelation of the error term across observations.
Heteroskedasticity occurs when different observations for the error term have different
variances while autocorrelation represents comrelations among the error terms. Boin
heteroskedasticity and autocorrelation violate the regression assumptions of equal

variances and no correlation among the error terms.

Econometricians (e.g., Huber, 1967; White, 1980) have developed the Huber-White
robust standard errors adjustment that is asymptotically valid in the presence of
heteroskedasticity. Panel data usually not only encounter heteroskedasticity, but also
serial correlation across time periods. Therefore, it is important to use standard errors
that are fully robust to arbitrary heteroskedasticity and serial correlation. The Huber-

White Sandwich variance estimator (clustered) is explained in Section 4.10.

Another threat to internal validity in multiple regression is the presence of outliers.

Qutliers represent observations that have a strong influerce on the estimates produced
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by the OLS. In the presence of outliers, the line of best fit moves towards the influential
observation and therefore the OLS performs poorly in estimating the coefficients.
Kennedy (2003) proposes a method of detecting influential observation by comparing

OLS coefficient (and standard error) estimates using data with and without outliers.

4.4 Sample and Data

This study compares the capital structure decisions of family and non-family controlled
firms listed on the Australian Stock Exchange (ASX). It uses the definition of family
business proposed by Mroczkowski and Tanewski (2005), which is “an entity controlled
by a private individual in conjunction with close family members” (p. 15), while control

is defined as “the capacity to dominate decision-making” (p. 16).

Mroczkowski and Tanewski’s analysis began with a cross-sectional qualitative
examination of the population of companies registered with the Australian Stock
Exchange (ASX) for the period ending 30 June 1998. The listed companies were
categorised into active and delisted. For active companies (N=1,214), the data and
specific criteria to differentiate family from non-family controlled firms (described in

Table 4.1) were collected and examined.
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Tabie 4.1 Data and Specific Criteria for Differentiating Family and Non-Family Control

Company Characteristic Measure

Top 20 shareholders Concentration of share ownership (quantitative measure) (ASIC
Form 316)*

Number of shareholders Ratio of sharcholders to concentration of top 20°s share

ownership (quantitative measure)

Paid Up Capital Ratio of paid up capital to concentration of share ownership by
10 shareholders (quantitative measure)

(ASIC Form 316 & Balance Sheet)
Shareholder Spread Spread of shares (minimum no. of shares = 500)

Chairperson Determine the number and name of the chairpersens of the
board of directors over time including evidence of dominance
{quantitative and qualitative measures}

Board of Directors Determine the number and names of the directors (quantitative
and quzlitative measures)

Management Team Determine the number and names of key management personnel
(quantitative and qualitative measures)

Substantial Shareholdings Determine the names and shareholdings of substantial
shareholders
(ASIC)

Related Parties . Determine the names of related parties and links between
substantial shareholders
(Notes io the Accounts)

Control Continuity Examine (ke annual financial statements of each company for a

period of two years after the initial year ending 30 June 1998

* ASIC Form 316 = Australian comparies are required to disclose annually to the Australian
Securities and Investment Commission their ownership interests

Source: Mroczkowski and Tanewski (2003)

Inittaily, the data were downloaded from ASX data disc. Where company information
was not available from the ASX data disc, a complementary database such as
Bloomberg’s was used to complement the initial data source. In addition, Australian
Securities and Investments Commission (ASIC) annual financial statement files were
also used to validate initial data sources, to examine related party disclosures, to assess
continuity of control for a period of two years after the initial year ending 30 June 1998.
Since many public companies are owned by private companies or trusts via trustee

companies, it was access to the ASIC databases that allowed Mroczkowski and
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Tanewski to establish links between family members, directors, and their related

entities.

In the final step, the data illustrated in Table 4.1 were examined and used to
differentiate family from non-family controlled firms. In particular, Mroczkowski and
Tanewski identify firms as family controlled if the founding family member has a key
board position such as chairman and CEO and if the member owns more than 20
percent of the voting shares. In addition, firms are classified into the family category if
the original shareholders and related parties hold more than 30 percent of the voting

shares, and at least one of the related party members is on the board of directors.

As Mroczkowski and Tanewski’s list of family and non-family firms was valid only for
the period ending 30 June 1998, it was necessary to further validate the control status of
company’s for the entire period of analysis (i.e., 1998 to 2002). The main criteria used
to differentiate family and non-family controlled firms were both family share
ownership and family involvement in management. Therefore the 1998 list was
validated by referring to data on director’s interests and substantial shareholders. The
company’s annual reports were used to obtain these data, followed by cross checks with
the Business Review Weekly (BRW) Rich 200 iist. This list is published annually by
Australia’s premier weekly business magazine and provides rich background and
insights into the top 200 wealthiest individuals or families who control Australia’s

public companies.

The sampling frame comprised the population (N=1,214) of companies listed on the
Austratian Stock Exchange (ASX) in 1998. Of the total number of companies, 218 were

financial firms. These firms were excluded from the sample as they are subject to
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government regulations, which restrict their discretion in capital structure decisions
(Titman and Wessels, 1988). The sample was then further reduced to companies which

had annual reports available over the five-year period (1998-2002).

Delisted firms were included in the sample to avoid survivorship bias. These were
restricted to firms which had data available one year before delisting. The final sample
of 856 companies comprised 697 active companies and 159 delisted companies. Family
firms constitute around 18 percent (154) of the total sample. Table 4.2 presents the

distribution of firms in the final sample.

Table 4.2 Sample Distribution

Description Family |Non-family| Total
Firms Firms
Sampling frame 207 1007 1214
Excluded
Financial companies 35 183 218
Observation with incomplete data 18 122 140
Total excluded 33 305 358
Final sample 154 702 856
Delisted companies 24 127 151
Active companies 130 575 705

Most financial data were collected from FinAnalysis, a database which contains
pertinent annual report information. As short-term debt, long-term debt, and equity are
key variables, all data collected were validated by conducting cross checks with
Company Analysis, another database which contains annual report information. If any
differences were found, the company’s actual annual reports (downloaded from
DatAnalysis) were used to validate the correct figure. Financial and operating lease data

were not available from either FinAnalysis or Company Analysis, and therefore were
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collected manually from annual reports. Table 4.3 describes all variables used in this

study with their corresponding data sources.

Table 4.3 List of Data Sources

Variable Data sought Source
Leverage Shori-lerm debt, long-term debt, current liabilities, non- FinAnalysis
current liabilities, market value of equily, tolal assets
Debt maturity Short-term debt, long-term debt, current liabilities, non- FinAnalysis
current liabilities, market value of equity, total assets
Leasing Leased assets, operating lease, interest expense, short-lerm FinAnalysis
debt, Jong-term debt, market value of equity, total assets Anaual reports

Family control

Dummy variable (1 if family firm, O otherwise)

Mroczkowski and
Tanewski (2005)

Effective tax rate

Tax expense, pretax income, total assets

FinAnalysis

Testn structure of interest

Yield on }Q-vear government bond, treasury notes yield

Australian Bureag of
Statistics

Profitability EBIT, EAT, total assets, operating revenue, book value of FinAnalysis
equily

Business risk EBIT, pretax profil, total assets, operating revenue, retained | FinAnalysis
profits, current asset, current liabilities

Growih opportunity Market value of equity, book value of equity, total assets, FinAnalysis
capital expenditure

Firm size Total assets, operating revenue, market value of equity, FinAnalysis
short-term debt, long-term debt

Firm age Y ear of firm incorporation DatAnalysis

Asset tangibility Net PPE, tolal assets FinAnalysis

Liquidity Current assets, current liabilities, cash, debtor, total assets FinAnalysis

Asset maturity Current asset, operating revenue, net PPE, depreciation FinAnalysis

Industry variables ASX industry classification DatAnalysis

4.5 Empirical Model and Measures for Leverage

Empirical Model — Clapter 3 explained that family controlled firms in Australia will

have higher leve! of debts than non-family controlled firms because of the family firms’

desire to maintain control and to accrue private benefits. Thus the following pooled

regression model outlined below tests the following hypothesis:
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HI: Family controlled firms will experience higher levels of leverage

than non-family controlled firms.

Leveragey = fo + Bi Family Control; + [ Effective Tax Rate;, + b
Profitability, + Py Firm Size; + Bs Growth Opportunity, + [ Business
Risky + B> Asset Tangibility; + Ps Firm Agey + Do Industry dummies;, + B
Year dummies + &,

The subscripts i and ¢ represent firm and year respectively. The model is similar to that

employed by Anderson and Reeb (2003b). The measurement of the variables in

Equation (1) is presented in Table 4.4.

Table 4.4 Variasble Measurement: Leverage Regression

1)

Variable

Measure

Note

Leverage

Total interest bearing debt ! tolal capital’

Primnary measure in Equation (1)

Total interest bearing debt / total assets

Used in checks on robustness

Total liabilities f (otal capital

Used in checks on robustness

Totat liabilities / 101al assets

Used in checks on robustness

Family control

Dummy variable (1 if family firm, € otherwise)

Primary measure in Equation (1)

Effective tax rate Total 1ax / total taxable income Primary measure in Equation (1)
Total tax { total assets Used in ¢checks on robustness

Profitability EBIT / total assels Primary measure in Equation (1)
EBIT / total operating reverue Used in checks on robustness
EAT / equity Used in checks on robustness

Business Risk

Standard deviation of the past five years ERIT

Primary measure in Eqguation (1)

Modified Z score (3.3 x pretax profit / assets +
operating revenue/ assets + 1.4 x retained profits
{ assets + 1.2 x {cuiyent asset - current liabilities)
{ assets)*

Used in checks on robustness

Growth opportunity

Market to book value ratio

Primary measure in Equation (1)

Capital expenditure / total assets

Used in checks on robustness

Firm size Log (total assets) Primary measure in Equation (1)
Log (total operating revenue) Uses in checks on robustness
Log {market capitalisation) Used in checks on robusiness

Firm age Number of year since firm incorporation Primary measure in Equation (1)

Agset tangibility Net PPE / (otal assets Primary measure in Equation (1)

Indusiry variables

Dummy variables {} if mining companies, 0
otherwise - based on ASX indusiry
classification)

Primary measure in Equation (1)

Dummy variables (based on two digit ASX

industry classification)

Used in checks on robustness

* This formula has been taken from Frank and Goyal (2003, p.35). Please note that 3.3, 1.4, 1 and 1.2 are constant

lerms.

7 Total capital is calculated as a sum of total book value of debt plus market value of cquity.




Chaprer 4 Resecirch Design

Measures - Two types of leverage are used in this study: book value and market value.
Book value leverage is defined as the book value of total interest bearing debt divided
by the book value of total assets. Market value leverage is defined as the book value of
total interest bearing debt divided by total capital (i.e., the market value of equity plus
the book value of total interest bearing debt). Huang and Song (2002) argue that
Habilities are a steady part of company assets and are used extensively as a means of
financing, and thus can be used to measure leverage. As a check on robustness of the
leverage analysis, liabilities (instead of interest bearing debt) are used to measure both
book value and market value leverage. Several measures of leverage are used to

increase the internal validity of the study.

Family control is measured using binary values, that is, one if the firm is family
controlled and zero otherwise. Hypothesis 1 is accepted if the coefficient on family
control is positive and statistically significant. In other words, a positive coefficient on
family control indicates that family controlled firms in Australia employ higher levels of

debt than their non-family counterparts.

In addition to family control, the model includes standard control variables that are
expected to affect leverage decisions such as the firm’s effective tax rate, non debt tax
shield, profitability, business risk, firm size, growth opportunity, asset tangibility, firm
age, industry dummies and year dummies. It is expected that leverage will be negatively
related to profitability, growth opportunity, business risk, and firm age, whereas it is

predicted that leverage will be positively related to firm size and effective tax rate.

Twite (2001) provides evidence for a cross sectional relationship between effective tax

rate and leverage under the Australian dividend imputation tax system. He shows that
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the effective capital gains tax rate is less than that of both dividend and interest
payments because only realised capital gains and losses are taxed. As a result, investors
prefer unfranked dividends to be retained producing a capital gain for the investors.
Assuming firms adopt optimal dividend policies, Twite argues that the value of $1 of
equity income distributed via franked dividends and capital gains has a higher value

than $1 of debt income.

The effective tax rate d.lermines the level of unfranked dividends. That is, lower
effective tax rates lead to higher proportions of income made available as unfranked
dividends. Given that levels of unfranked dividends detcrmiﬁc whether there is a
preference for equity financing, firms with lower (higher) effective tax rates will have
higher proportions of equity (debt), suggesting that a positive association exists between
the effective tax rate and leverage. The effective tax rate is measared as tax expense

divided by pretax income. Totz2? asset is used as a deflator in checks for robustness.

The tradeoff theory predicts a positive association between profitability and leverage.
As profitability rises, the firm has more taxable income to shield, and the expected
financial distress cost declines. Therefore, higher profitability encourages higher
leverage targets. In contrast, the pecking order theory maintains that profitability is
negatively related to leverage. Profitable firms borrow less because these firms have
more internal funds available, whereas less profitable firms require external financing
and consequently accumulate debt. Extant research (see Myers, 2001) supports the
prediction of the pecking order theory, that is, profitability is negatively associated with
leverage. This study uses raturn on assets (i.e., EBIT divided by total assets) as a proxy

for profitability. An alternate measure of profitability includes return on sales (i.e.,
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EBIT divided by operating revenue) and return on equity (i.e., EAT divided by total

equity).

The degree to which the agency problem affects leverage decisions depends on
company characteristics such as growth opportunities. Myers (1977) argues that firm
value consists of future investment opportunities and the assets that are in place. Myers
proposes that companies whose value consists primarily of investment opportunities are
likely to find that debt financing is very costly. Without any restrictions, such
companies have more flexibility in their choice of future investments and therefore have
a tendency to invest sub-optimally o expropriate wealth from bondholders. This
argument suggests that growth opportunity will negatively affect leverage, and the
market to book value ratio is used as a proxy for growth opportunity. For sensitivity
analyses purposes, the ratio of capital expenditure to total assets is used to measure

growth opportunity.

There are conflicting theoretical predictions on the eifects of size on leverage (Rajan
and Zingales, 1995). Larger firms tend to have lower levels of information asymmetry
because capital market participants are more likely to have more information about
larger firms, suggesting a negative association between firm size and leverage.
However, larger firms tend to be more diversified and are less likely to face financial
distress problems, indicating that firm size should positively affect leverage. Most
capital structure studies have found evidence that is consistent with this financial
distress explanation (see Harris and Raviv, 1991). The primary measure of firm size is
the log of total assets, while a secondary measure includes the log of total market

capitalisation and the log of total operating revenue.
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Firm size is also used to proxy the agency problem. Pettit and Singer (1985) argue that
smaller firms tend to have higher proportions of growth opportunities and are therefore
more likely to face potential conflict of interest such as risk shifting and claim dilution
between shareholders and bondholders. This agency perspective predicts a positive

association between leverage and firm size.

Business risk exacerbates the probability of financial distress. Firms with uncertain
operating income have a higher probability of experiencing financial distress, which
suggests that the association between business risk and leverage should be negative.
Bodie and Taggart (1978) similarly argue that firms with higher business risk are
expected to have higher agency costs of debt. That is, firms with higher business risk
are more likely to face financial distress, an event that exacerbates the underinvestment
and asset substitution problem. This study uses the standard deviation of the annuai
percentage change in EBIT in the previous 5 years as a proxy for business risk. An

alternate measure is the modified Altman’s score (see Table 4.4 for calculation).

If a large fraction of a firm’s assets are tangible, then assets should serve as collateral. In
addition, assets should retain more value in liquidation. If most of a company’s assets
are tangible, there is less probability that wealth can be transferred from debtholders to
shareholders through shifting to higher risk investments (i.e., the asset substitution
problem). Therefore, when a firm has a greater proportion of tangible assets (measured
as net property, plant and equipment to total assets) leverage should be higher (Rajan

and Zingales, 1995).

Older firms produce more information about themselves and thus have lower levels of

information asymmetry (Sharpe and Nguyen, 1995). Lower degrees of information
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asymmetry increase the firm’s preference for equity relative to debt and therefore the
association between leverage and firm age should be negative. Firm age is proxied by

using the number of years since firm incorporation.

To account for variation in leverage due to industry differences, an industry dummy
variable is used and they take on the value of one if the firm is in the mining sector and
zero otherwise. Alternative specifications of industry dummy variables using two digit
ASX codes are also used as a check on robustness. Year dummies are included in the

model to remove secular effects among the independent variables.

Table 4.5 presents a summary of predicted relationships between contro} variables and
leverage. It should be noted that the predictions for agency theory are similar to those of
the financial distress argument. This is not surprising as several capital structure
researchers argue that the agency costs of debt are part of indirect financial distress cost

(e.g., Myers, 2001).

Table 4.5 Summary of Relationships between the Firms’ Characteristics and Leverage

Variable References Tax Financial Agency Asymmeiric
Distress Problem Information
Effectivetax | Twite (2001)
rate *
Profitability Myers (2001)
+ -
Growth Myers (1977)
opportunity Titman and Wessel {1988) -
Business risk | Grinblat and Titman (1998)
Bodie and Taggart (1978) - "
Firm size Pettit and Singer (1985)
Smith and Warner (1979) + + -
Rajan and Zingales (1995)
Asset Rajan and Zingales (1995)
tangibility + +
Firm age Sharpe and Nguyen {1995)
-+
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4.6 Empirical Model and Measures for Debt Maturity

Empirical Model - Hypothesis 2 proposed in section 3.4 states that family controlied

Sirms will utilise longer term debt maturity than non-family controlled firms. The

regression equation to test this hypothesis takes the following form:

Debt Maturity, = [y + B Family Control; + » Term Structure of
Interest; + P3 Growth Opportunity, + By Firm Size;, + s Asset Maturity;
+ fBs Firm Agey + 3, Business Risky + [ Industry Dummy, + [ Year

Dummies + & (2)
The measurement of the variables in Equation (2) is reported in Table 4.6.
Table 4.6 Variable Measurement: Debt Maturity Regression
Variable Measure Nole
Debt maturity Long-term debt / total debt Primary measure in Equation {2)

Long-term labilities / total liabilities

Used in checks on robustness

Long-term debt / total capital

Used in checks on robustness

Long-term debt / total asset

Used in checks on robustness

Family control

Dummy variable (1 if family firm, 0 otherwise)

Primary measure in Equation (2)

Term structure of
interest

Yield on i0-year government bond — treasury
notes yield

Primary measure in Equation {2)

Business Risk

Standard deviation of the past five years EBIT

Primary measure in Equation (2)

Madified Z score (3.3 x pretax profit / assets +
operating revenue / assets + 1.4 x retained profits
1 assets + 1.2 x (current asset ~ current liabilities)
/ assets) *

Used in checks on robustness

Growth opportunity | Market to book value ratio Primary measure in Equation (2)
Capital expenditure / total assets Used in checks on robustness

Firm size | Log (1o1al assets) Primary measure in Equation {2)
| Log (total operating revenue) Used in checks on robusiness
Log (market capitalisation) Used in checks on robustness

Firm age Number of year since firm incorporation Primary measure in Equation (2)

Asset maturity

(Current asset/operating revenuve) x (Current
assel / {Current asset + net FPE)) + (Net
PPE/depreciation) x (Net PPE/(Current assct +
net PPE))

Primary measure in Equation (2)

Industry variables

Dummy variables (1 if mining companies, 0
otherwise - based on ASX industry
classilication)

Primary measure in Equation (2)

Dummy variables (based on two digit ASX

industry classification)

Used in checks on robustness

* This formula has been 1aken from Frank and Goyal (2003, p.35). Please note that 3.3, 1.4, 1 and 1.2 are constant

terms.
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Measures ~ The main proxy for debt maturity is the proportion of long-term debt to total
capital (Titman and Wessel, 1988). Three additional measures of debt maturity are used
for tests on robustness. First, total assets (instead of total capital) is used as a deflator for
long-term debt. Second, the ratio of long-term debt to total debt, a measure used by
Barclay and Smith (1995a)® and Scherr and Hulburt (2001). Third, debt maturity is
measured using the proportion of long-term liabilities to total liabilities. Liabilities are
routinely used by firms to finance investment in production and therefore, they can be
viewed as a source of finance (Stohs and Mauer, 1996). Stohs and Mauer also
developed a debt maturity structure measure by computing the book value weighted-
average debt maturity, debt-like obligations outstanding and current liabilities. In order
to calculate this measure, detailed information regarding the type and maturity of each
debt instrument outstanding in a firm’s fiscal year-end is required. However, given
limited disclosure requirements of liabilities in Australian financial statements, Stohs
and Mavuer's (1996) weighted-average debt maturity method was not possible to
compute. Various measures of debt maturity above are used to enhance the internal

validity of the study.

Family control was measured using binary values, that is, one if the firm is family
controlled and zero otherwise. An expected positive coefficient sign on family control
indicates that family controlled firms in Australia have longer debt maturity than their

non-family counterparts.

Similar to the variables used in the leverage equation, the debt maturity equation

controls for growth opportunity, business risk, firm size and firm age. Two additional

® Barclay and Smith (1995a) use a three-year maturity model to divide long-term debt into short-term
debt. This criterion cannot be used in the Australian context becouse of limiled disclosure requirements
governing debt-maturity.
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variabies specific to debt maturity are also controlled for, namely asset maturity and the
term structure of interest rates. Following Stohs and Mauer (1996), asset maturity is
proxied as the sum of current asset maturity (calculated as (Current asset/total revenue)
x (Current asset/(Current asset + net PPE)) and long-term asset maturity (calculated as
(Net PPE/depreciation) x (Net PPE/(Current asset + net PPE)). The term structure of
interest rates is calculated as the yield on 10-year government bonds minus the treasury
notes yield. Similar to the leverage equation, industry and year dummies are included in
the equation to control for variation in debt maturity due to seasonal and industry

differences.

Brick and Ravid (1985) analyse the tax implications of debt maturity decisions. They
argue that if the yield curve is upward sloping, the interest expense from issuing long-
term debt is greater than the expected interest expense from rolling short-term debt.
Therefore, Brick and Ravid argue that issuing long-term debt reduces the firm's

expected liabilities and consequently increases the firm’s market value.

Peirson er al. (2002) argue that any tax advantage gained from the choice of debt
maturity must be insignificant under the Australian imputation tax system. Since
company tax is only a withholding tax from the viewpoint of resident shareholders
under the Australian imputation tax system, any tax advantage gained by deferring the
company’s tax payments (as in the case of debt maturity choice) will have no impact on
firm value. Therefore, the term structure of interest rates should have no impact on debt

maturity decisions.

A common prescription in the literature is that firns should match the maturity of their

liabilities to that of their assets (Stohs and Mauer, 1996). If debt has a shorter maturity
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than assets, there is not enough cash on hand to repay the principal when it is due.
Alternatively, if debt has a longer maturity, then cash flows from assets cease while debt
payments remain due. Maturity matching can reduce these risks and is thus a form of
corporate hedging that reduces the expected costs of financial distress. This argument

suggests that debt maturity varies directly with asset maturity.

The agency perspective also predicts a positive association between asset maturity and
debt maturity. Myers (1977) argues that maturity matching controls agency conflict
between equityholders and debtholders by ensuring that debt repayments are scheduled

to correspond with a decline in the value of assets in place.

Agency theory suggests that firms whose assets have a large proportion of growth
options are likely to face greater agency problems (i.e., underinvestment and asset
substitution problems). Since short-term debt is used to reduce these agency problems,
such types of firms should use shorter-term debt, suggesting a negative relation between

debt maturity and growth opportunity.

It has been argued in a number of studies (Smith and Wamer, 1979; Grinblat and
Titman, 1998) that smaller firms and firms with higher business risk are expected to
have higher agency-related costs. Since these costly incentives can be reduced to some
extent by issuing more short-term debt, smailer firins and firms with higher business
risk potentially use shorter-term debt to curtail ihese problems. This argument suggests
a positive relation between debt maturity and firm size and a negative relation between

debt maturity and business risk.
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Due to informational effects, younger ard smalier firms will have shorter debt maturity.

That is, younger and smaller firms tend to produce less information about themselves

and thus have higher levels of information asymmetry. If markets misprice both long-

term and short-term debt, the mispriced shorter term debt will be lower. In order to

reduce information costs, younger and smalier firms issue shorter term debt. Therefore,

age and size of firm will positively affect debt maturity. Table 4.7 summarises the

theoretical relations between the firms’ characteristics and debt maturity.

Table 4.7 Summary of Relationships between Firim Characteristics and Debt Maturity

" Variable Relerences Tax Financial Agency Asymmetric
Distress Problem Information
Term structure of | Brick and Ravid (1985)
interest Barclay and Smith (1995a) Neutral
Peirson er al. (2002)
Growth Myer (1977)
opporiunity Barunea ef ai, (1980) -
_ﬁusiness risk Grinblat and Titman (1998)
Bodic and Taggart (1978) -
[ Firm size Smith and Warner (1979}
Titman and Wessel (1988) + +
Asset maturity Stohs and Mauer (1996)
Myers {1977) + +
Firm age Sharpe and Nguyen (1995)
Barclay e al. (19952) +

4.7 Empirical Model and Measures for Leasing

Empirical Model - Hypothesis 3 proposed in section 3.5 states that family controlled

Jirms will employ higher proportions of leasing than non-family controlled firms. The

regression equation to test this hypothesis takes the form:

107




Chapter 4

Research Design

Lease Share; = By + f; Family Control; + [ Effective Tax Rate; + f3
Growth Opportunity; + B¢ Firm Size;, + [s Asset Tangibility;, + fs
Firm Age;, + B Liquidity, + f Industry Dummy;, + o Year Dummies +

Eir

3

The measurement of the variables in Equation (3) is reported in Table 4.8.

Table 4.8 Variable Measurement: Leasing Regression

g Variable Measure Note

Leasing Total lease (average) / total capital Primary measure in Equation (3}
. Total lease (average) / total assels Used in checks on robustness
¥ Total Jease {10%) / 1o1at eapital Used in checks on robustness

'%: Total lease {109%) / total assets Used in checks on robustness

4 Family eontrol Dummy variable (1 if family firm, O otherwise) Primary measuse in Equation (3)
i Effective tax rate Total tax / tota] taxable income Primary measure in Equation {3}

Total tax / tolal assets

Used in checks on robustness

otherwise — based on ASX industry
chssification)

Growth opportunity } Market to book value ratio Primary measure in Equalion (3)
' ’ Capital expenditure / tolal assets Used in checks on raobustness
! Firm size Log (total assets) Primary measure in Equation (3)
Log (total operating revenue) Used in checks on robustness
Log (market capitalisation) Used in checks on robustness
5 Firm age Number of year since firm incofporation Primary measure in Equation (3)
Asset tanpibility Net PPE / total assets Primary measure in Equation (3)
Liquidity Current assets / current liabilities Primary measure in Equation (3)
{Cash + Debtors) / curreni liabilities Used in checks On robustness
Industry variables Dummy variables (1 if mining companies, 0 Primary measure in Equation (3)

Dummy variables (based on 1wo digit ASX

industry classification)

Used in checks on robustness

Measures - The main proxy for leav* .2 is the proportion of total lease (i.e., financial
lease assets pius present value of operating lease discounted using an average borrowing |
rate) to total capital. This measure has been used by previous leasing studies (e.g.,
Beattic et al., 2000 in the U.K.; Graham ¢f al., 1998 in the U.S.). Alternative proxies for
leasing are examined for robustness: total assets (instead of total capital) is used as a

deflator for total lease.

Other alternative measures of leasing use the present value of the future operating lease
variable discounted at 10 percent for all companies. Two types of deflators for this

alternative dependent variable are used. Firstly, values of the financial lease plus
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operating lease (discounted using the firm’s 10 percent rate) are expressed as a
percentage of total capital, and secondly, it is expressed as a percentage of total assets.

Several measures of leasing are used to increase the intemal validity of the study.

Beattic ef al. (2000) estimates that the value of operating leases are approximately
thirteen times larger than for financial leases. However, companies are currently
required to include only financial leases in their balance sheet and not assets that have
been financed through an operating lease. Operating lease is reported in the footmotes of
financial reports rather than in the balance sheet. Ignoring operating leases significantly
understates the firm’s use of leasing, and thus a lease capitalisation method to estimate
the present value of operating leases is used (Beattie ef al.,, 2000; Bennett and Bradbury,
2003). The Association for Investment Management and Research (AIMR) and the
G4+1 Group of standard setters similarly recommend use of the lease capitalisation

method (Bennett and Bradbury, 2003).

This procedure has been developed by Imhoff er al. (1991, 1997) and is operationalised
as follows: when single future lease obligations are reported (generally future lease
obligation for year 1 and year 2), they are discounted directly to obtain the present value
of the operating lcase. However, if lump sum future rentals are reported, it is assumed
that equal payments are made over the specified time period. For example, the number
of lease rentals for “3-5 years” are divided equally over a three-year periocd (i.e., year 3,
year 4 and year 5). The number for “over 5 years” is allocated based on an average lease

obligation from year 1 to year 5.

There are two types of rates used to discount the amount of lease rentals: the 10 percent

and the average interest rate (see Graham et al., 1998; Beattie ef al., 2000). The discount
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rate of 8 percent, 9 percent, 11 percent and 12 percent are used in this study to examine
the robustness of results. Graham er al. (1998) argue that using a 10 percent discount
rate has the potential of being biased if different firms have different costs of lease
capital. They suggest using the firm’s average borrowing rate as an aliernative discount
rate. The average borrowing rate is calculated over 5 years, from 1998 to 2002. The use
of averages rather than single rates each year reduces seasonality in the interest and

principal payments for each firm.

Hypothesis 3 is accepted if the coefficient on family control is positive and statistically
significant. That is, a2 positive coefficient on family control indicates that family
controlled firms in Australia employ higher proportions of leasing than their non-family

counterparts.

Control variables in the leasing equation such as the effective tax rate, growth
opportunity, asset tangibility, firm size and firm age have the same function as in the
leverage and debt maturity equations. An additional control variable specific to the
leasing equation, namely liquidity, was used in the equation. The primary measure of
liquidity is current assets divided by current liabilities. Quick ratio (i.e., (cash + debtors)
/ current liabilities) is used as an alternate variable for liquidity. Similar to the leverage
and debt maturity equations, industry and year dummies are included to control for

variation in leasing decisions due to seasonal and industry differences.

Peirson et al. (2002) and Bishop ez al. (2004) argue that under the Australian imputation
tax system, shareholders view company income tax as a withhoiding tax (i.e., the

effective rate of company income tax is low from the shareholders point of view).
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Accordingly, any advantage by deferring company tax payments, as is often the case
with ieasing, is very small. The argument indicates that the effective tax rate will have

an insignificant impact on leasing decisions.

Financial contracting theory implies that specific firmn characteristics such as growth
opportunity and size affect the magnitude of the benefits and costs of leasing.
Underinvestment and asset substitution problems are more severe for smaller firms
(Grinblat and Titman, 1998) and firms with higher growth opportunities (Barclay and
Smith, 1995b). Therefore, these firms are expectea io rely more on higher priority debt,

such as leases. in order to reduce agency costs.

Smith and Wakeman (1985) argue that leases of firm-specific assets generate agency
costs in the form of significant additional negotiation, administration, and enforcement
costs due to conflicts between the lessor and the lessee. Therefore, firm-specific assets
are less likely to be leased. In addition, a leasing contract, by definition, is tied to a
specific asset. Therefore, firms that use more fixed assets in their production processes
use more lease financing, which suggest that a positive association exists between asset

tangibility and leasing (Graham ez al., 1998).

Drury and Braund (1990) and Beattie et al. (2000) argue that poor liquidity and cash
flow problems are an important influence on the decision to lease. Lessors generally
have the highest priority in bankruptcy situations because a default on a promised lease
payment typically gives the lessor the right to repossess the leased asset (Barclay and
Smith, 1995b). Therefore, leases have lower expected bankruptcy costs for the lessor
(Krishnan and Moyer, 1994). This umque feature makes leasing a preferred financing

alternative for firms with a higher potential for financial distress, as in the case of firms
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which have liquidity/cash flow problems. In short, unsecured debt is too risky for firms
experiencing liquidity/cash flow problems, and thus lease financing is the only form of
finance available (Krishnan and Moyer, 1994; Beattie et al., 2000). The argument

implies that a negative association exists between leasing and Jiquidity.

Sharpe and Nguyen (1995) argue firms that face high costs of external capital are more
inclined to lease. Older and larger firms tend to produce more information about
themselves and thus have lower levels of information asymmetry. Therefore, it is
expected that age and size of firm will be negatively associated with leasing. Table 4.9
summarises the theoretical relations between the firms’ characteristics and its propensity

to lease.

Table 4.9 Summary of Relationships between Firm Characteristics and Propensity to Lease

Variable References Tax Financial Agency Asymmetric
Disiress Problem Information
Effective ta"r Peirson et al. (2002)
rate Bishop et al. (2004) Neultral
Growth Barclay and Smith (1995b)
oppotiunity +
Firm size Grinblat and Tiuman {1998)
Asset Smith and Wakeman (1985)
tangibility Graham er al. (1998) +
Firm age Sharpe and Nguyen (1995)
Barclay ef al. (1995b) +
Liquidity Drury and Braund (1990} A
Beattie ef al., 2000

4.8 Empirical Model for Family Firms Capital Structure Decisions

Capital structure research typically focuses on one specific aspect or dimension, such as

leverage, debt maturity, debt priority, debt mix, debt convertibility or leasing decisions.
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However, firms use more than one of these components simultaneously to reduce

information and incentive problems (Barclay e: al., 2003).

The corporate finance literature indicates that the agency cost of debt is controlled by
using several mechanisms including lower levels of leverage, short-term debt, and
leasing. In addition, these three mechanisms can be used to reduce the impact of
information asymmetry. Thus, leverage, debt maturity and leasing decisions are
substitutes in addressing information and incentive problems. Empirical evidence tends
to support this argument. Barclay et al. (2003) found a negative relationship between
leverage and debt maturity, indicating that they are substitutes for controlling
information and incentive problems. This study takes into account Barclay et al.'s
(2003) argument by studying leverage, debt maturity and leasing decisions

simultaneously. In particular, Figure 4.1 illustrates the model employed to test

Hypothesis 4:
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Effective tax rate

nsN+

Term structure of
interest .

4+ /-
Profitability /

Leverage

Growth opportunity -

+ +
Firm size

h 4
Debt maturity

T

+
N AV / /£

Business risk

Firm age

Asset tangibility Leasing

Asset maturity

Liguidity

Figure 4.1 A Simultaneous Equations Model of Australian Family Controlled Firm's Capital Structure
Decisions

*n.s.: not significant
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This figure can be translated into a simultaneous equations system as follows:

Leveragey = fio + P12 Debt Maturity;, + B3 Lease Share, + Bie Effective
Tax Rate; + Bis Profitability, + ;7 Growth Opportunity, + Bis Firm Size;
+ fio Business Risk, + [P0 Firm Age; + Bi11 Asser Tangibility, + Bys
Industry dummies;, + B11s Year dummies + &,

4(a)

Debt Maturity, = fro + [or Leveragey + [b; Lease Sharey, + s  Term
Structure of Interesty + Ba; Growth Opportunity, + fhg Firm Size; + oo
Business Riski + [hio  Firm Agey + Pa2 Asset Maturityy, + Bos Industry
Dummy; + P15 Year Dummies + &

4b)

Lease Sharey = 3o + iy Leverage, +P3; Debt Maturityy, + Bi4  Effective
Tax Rate; + [33; Growth Opportunityy + Bz Firm Size; + B350 Firm Age;,
+ fs11 Asset Tangibilityy+ [i14 Liquidityy +Bss Industry Dummyy + Bis
Year Dummies + &,

4(c)

The key coefficients of interest are the relationships among the capital structure
variables: Py, (the impact of debr maturity on leverage decisions), 3 (the impact of
leasing on leverage decisions), $2 (the impact of leverage on debt maturity decisions),
B2 (the impact of leasing on debt maturity decisions), 331 (the impact of leverage on

leasing decisions) and f32 (the impact of debt manerity on leasing decisions).

Table 4.10 summarises predictions of the relationships among capital structure variables
provided by the three competing theories discussed in section 3.6: agency, asymmetric
information, and financial distress theories. The relationships among capital structure
decisions for family controlled firms are consistent with the financial distress argument

(substitution version). It follows that directions for the coefficients B2, B3, B21, and Bas

are expected to be positive, whereas 3, and By, are expected to be negative.
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Table 4.10 Summary of Interactions Among Capital Structure Variables

Relationship

Agency costs hypothesis

Information costs hypothesis

Financial distress cost
hypothesis

Substitute

Complement

Substitute

Complement

Substitute

Complement

Leverage - Debt maturity
(Ba1)

Debt maturity - Leverage
B

Leverage = Leasing
(Ba1)

Leasing - Leverage
Bz

Debt maturity > Leasing
(Bs2)

Leasing ->Debt maturity
B2)
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4.9 Data Screening and Transformation

Foster (1986) argues that recognising the empirical properties of financial ratios is
important when using financial statement numbers in research. That is, failure to
consider the reliability and distribution of financial data can result in using inappropriate
statistical tools and drawing erroneous inferences. Therefore, data screening and

transformations are needed as a preparation for data analysis.

Reliability of data — As discussed at Section 4.3, data validation was conducted to
ensure the reliability of research data. Financial data in this study were collected mainly
from FinAnalysis, a database which contains pertinent annual report information. To
reduce human input error, the data from FinAnalysis were validated by conducting cross
checks with Company Analysis, another database which contains annual report

information.

Normality - Wherever necessary, the data were transformed to achieve normality. For
example, firm age (i.e., number of years since firm incorporation) and firm size (i.e.,
total assets, total sales and tota] market capitalisation) were transformed wusing the
natura! logarithm to conform with normal distributions. However, several variables (e.g.
total debt to total assets, long-term debt to total assets, profitability, business risk) were
highly skewed and/or kurtosed and therefore it was not possible to transform these
variables to achieve normality, Other techniques such as a tobit regression were used to
overcome this problem. Foster (1986) argues that some financial ratios have technical
limitation that prevent them from baving normal distributions. For example, the total

debt-to-total assets ratio, which has both a technical lower limit of zero and a technical
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upper limit of one. In such cases, a tobit regression was used in check on the robustness

of analysis.

Outliers — Descriptive statistics (i.e., mean, median, range, maximum, and mirimum
value), boxplots and scatterplot were used to check for significant outliers. If extreme
values were found due to recording errors, the data were cormrected. However, if extreme
observations represent “true outliers” (i.e., extreme values which caused the
denominator of the ratio to approach zere), deletion of the observation was considered.
Another method used to deal with influential observations was comparing OLS
coefficient (and standard emror) estimates using data with and without outliers (see

Kennedy, 2003),

Missing value — Although all attempts were made in order to reduce this problem,
missing values are unavoidable. The missing value analysis (using the SPSS MVA) was
undertaken to ensure that there were no patterns of missing data which could potentially
threaten inferences derived from the study. Most of the results showed that missing data

were randomly scattered.

4.10 Technique Used to Estimate Empirical Models

Panel Data Techniques - The method used to test Hypotheses 1 to 3 is the pooled data
regressions procedure. Since research data contain annual information over a five-year
period from 1998 o 2002 (i.c.; panel data), pooled regression standard errors were
calculated using the Huber-White Sandwich variance estimator (clustered). The names
refer to techniques reported by Huber (1967) and White (1980) for producing this type

of estimator (Gutierrez and Drukker, 2004). The name "sandwich" refers to the
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mathematical form of the estimate, namely it is calculated as the product of three
matrices: a matrix created by taking the outer product of the observation-level
likelihood/pseudo-likelihood score vectors is used as the middle of these matrices (the
meat of the sandwich), which in turn is pre- and post-multiplied by the usual model-
based variance matrix (the bread of the sandwich). This estimator provides robust
standard errors in the presence of violations of regression model assumptions (i.c.,
heteroskedasticity and serial cotrelation). The technique is suitable when panel data
have a large number of subjects (i.e., firms), but a small number of observations per

subject.

However, pooled data regressions do not address the possibility that a spurious
relationship exists between family control (and other regressors) and capital structure
variables because of the lack of inclusion of unmeasured explanatory variables that
affect firm behaviour. Omitting these variables results in biased estimates. Panel data
methodology addresses the unobserved omitted variable bias by modeling a different
intercept for each cross-sectional unit. Two techniques have been suggested to
incorporate different intercepts in the model (Kennedy, 2003). The first technique is to
include n different intercepts, one for each cross-sectional unit {(e.g., firm). These
intercepts are represented by a set of binary variables, which absorb the influence of all
omitted variables that differ from one entity to the next, but are constant over time. This
type of model gives rise to a fixed effects estimator and the ordinary least squares

procedure can be applied to such a model.

The fixed effects model, however, has two major drawbacks: first, by implicitly
including n different intercepts across each cross-sectional unit, the degrees of freedom

of the model are reduced significantly; second, the transformations required to estimate

119




Chapier 4 Research Dexign

this type of model eliminates explanatory variables that do not vary. In other words, any
explanatory variables that are time-invariant such as industry sector, family control or

board represenistion are unable to be incorporated into the fixed effects model.

Families are classified as long-term large shareholders as they maintain control of their
companies for long periods. Thus the family control variable in this study is time-

invariant over a five-year period and hence a fixed effect estimator was not used.

A second procedure that includes different intercepts is the random effect model. This
procedure views different intercepts as having been drawn from a pool of possible
intercepts and interpreted as random’ and part of the error term. This composite error
has two parts: one is the “random intercept” temn, measuring the extent to which a
firm's intercept differs from the overall intercept, whereas the other part is traditional

random error, which indicates random deviation for a firm in a particular time period.

The random effects estimator assumes that observations on different firms have 2 zero
correlation between their composite error terms. This creates a variance-covariance
matrix which uses the generalised least square (GLS) procedure. The GLS calculation is
performed by transforming the data, which creates a spherical covariance matrix, and an

OLS is then performed on the transformed data.

The random effects model does not reduce the degrees of freedom and produces a moie
efficient estimator. Furthermore, the transformation used for the random effects

estimation procedure does not eliminate explanatory variables that are time-invariant.

? Usually assumed to be normally distributed.
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As family control is time invariant, the random effects modeling procedure is more

appropriate and hence was used in this study.

To enhance the validity of the random effects model, the between estimator panel data
technique was used. The between estimator uses time-series means for each variable by
firm. By running the regression model in a single cross-section, the problem of serially
correlated errors is eliminated. This regression model preserves the dispersion across
firms, but exploits no time-series variation in the observation (Barclay and Smith,
1995b). Because the between estimator averages the variable’s observations, it reduces
bias caused by measurement error. Averaging also alleviates bias caused by correlations

between error terms and explanatory variables (Kennedy, 2003).

To check the robustness of the panel data technique as well as the measures used in the
empirical models, a censored (Tobit) regression analysis was employed. Tobit
regressioi: is particularly suited when models have a continuous dependent variable, but
their range are constrained. This occurs when the dependent variable is zero for a
substantial part of the population, but positive for the rest of the population (Verbeek,

2004).

The values of the dependent variables in this study are generally restricted to a range
between zero and one. In addition, a significant proportion of companies in the sample
have no debt (approximately 23 percent) or no long-term debt (approximately 36
percent) and no leasing (approximately 25 percent). Thus, a Tobit regression model was

the appropriate procedure used for conducting robustness checks on the data.
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Following Agrawal and Nagarajan (1990), this study also examined the probability of
family firms using debt. As the dependent variable is a dummy variable; one if firms use
interest bearing debt and 0 if firms have no debt, a logistic regression is employed. Two
estimation methods were used: a pooled logistic regression with a Huber-White
Sandwich variance estimator (clustered) adjustment and a random effects logistic

Tegression.

Structural/Simultaneous Modelling Techniques - There are two available methods to
estimate the structural equation 4{a) to 4(c): a single equation method and full
information method (Kennedy, 2003). The first estimation method is called a “single
equation” method, which estimates a system of simukaneous equations by estimating
each equatton separately. Single equations are sometimes called “limited information”
methods because they only utilise knowledge of the restrictions in the particular
equation being estimated. Included in this category are the ordinary least squares,
indirect least squares, instrumental variables, two stage least squares (2SLS) and limited

information maximum likelithood (LIML} methods.

The second method estimates all the identified structural equations simultaneously
instead of each equation separately. This method is called the full information method
because it utilises all the zero restrictions in the entire system when estimating structural
parameters. The major advantages of this procedure are that it incorporates all available
information into the estimates and it has smaller asymptotic variance-covariance
matrices. The three-stage least squares (3SLS) is included in this full information

procedure.

Thus a three-stage least squares (3SLS) technique procedure was used to test
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Hypothesis 4. In the first stage of the procedure, each of the endogenous variables are
regressed on all the exogenous variables. The fitted values from these (reduced-form)
regressions are used as instruments for the corresponding endogenous variable, as they
are independent of the error terms in all the structural equations. In the second stage,
structural equations are estimated using the Instrumental Variable (IV) estimator, with
fited values used as the instruments. Although this stage of the procedure produces
consistent estimates, they might still be inefficient (i.e., large variances of estimates) if
there are cross-equation correlations among the error terms. The third and final stage
comrects for this possibility by using residuals from the second stage to compute the
cross-equation covariance matrix, which is then used to obtain asymptotically efficient

Generalised Least Squares (GLS) estimates for all parameters in the systems.

In several analyses involving simultaneous equation models, the first two stages (i.e.,
two-staged least squares) are sometimes sufficient. However, the application of the third
and final stage is very important in this study as it is highly likely that cross-equation
correlations exist among the error terms. There are uncbserved factors that influence
both ownership and capital structure, and because these are omitted as regressors, they
become part of the error terms in both equations. Thus, applying the GLS estimation in
the final stage of the 3SLS assist in producing more efficient coefficient estumaies

(Phara, 2003).

4.11 Chapter Summary

This chapter provides details of research design, methodology and procedures used in
this study. It began with an identification of validity threats and associated techniques to

minimise it. In addition, various procedures are outlined in relation to data collection
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and sample selection. Finally, a detailed description of empirical models, variable

selection, variable measurement and statistical procedures is provided.
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CHAPTERSS
PROFILE OF COMPANIES AND UNIVARIATE
ANALYSIS

5.1 Introduction

This chapter provides descriptive and univariate analyses. The purpose is twofold: to
outline initial description and univariate results that are explored in more detail in the
maltivariate context, and to outline distributional characteristics of the data. The
remainder of the chapter is organised as follows: Section 5.2 describes the distribution
of the sample across industries; section 5.3 reports descriptive statistics for panel data,
and; correlations among variables and mean difference tests between family and non-
family firms are analysed in section 5.4. Section 5.5 concentrates on capital structure

variables, while section 5.6 focuses on the determinants of capital structure decisions.

5.2 Sample Distribution by Industry

Table 5.1 provides sample distribution statistics by industry and indicates that family
controlied firms operate in a wide-range of industries. Family firms are present in all
industries except diversified resources and chemicals. They are more common in the
Miscellaneous Industrials (22.1%), Media (9.1%), Retail (8.4%) and Developer and

Contractor (8.4%) industries.
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Table 5.1 Sample Distribution by Industry

S Non-Famil
;\D?I))( INDUSTRY Family Firms Firms y Total
No %o No % No %o

1 Gold 21 13.64% 138 19.66% 159 18.57%
2 Other metals 10 6.49% 91 12.96% 101 11.80%
3 Diversified resources 0 0.00% 15 2.14% 15 1.75%
4 Energy 3 1.95% 53 7.55% 56 0.54%

TOTAL MINING 34 22.08% 297 4231% 331 38.67%

Chi square test X’ = 25.06; p-value = 0.000

1 0.65% 14 199% 15 1.75%

3 8.44% 29 4.13% 42 4.91%

6 3.90% 16 228% 22 2.57%

1 0.65% 15 2.14% 16 1.87%

6 390% 21 2.99% 27 3.15%
Chemicals 0 0.00% 5 0.71% 5 0.58%

5

1

3

4

4

5 Infrastructure and utilities
6

7

8

9

10

11 Engineering 3.25% 22 3.13% 27 3.15%
12

13

i4

15

18

Developers and contractors |
Building materials

Alcohol and tobacco

Food and household

Paper and packaging 0.65% 7 1.00% 8 0.93%
Retail 1 8.44% 21 299% 34 3.97%
Transport 2.60% 9 1.28% 13 1.52%
Media 1 9.09% 18 2.56% 32 3.74%
Telecommunication 5 3.25% 24 342% 29 3.39%
21 Healthcare and biotechnology 9 5.84% 46 6.55% 55 6.43%
22 Miscellaneous industrials 34 22.08% 113 16.10% 147 17.17%
23 Diversified industrials 4 2.60% 19 271% 23 2.69%

4

0

24 Tourism and leisure 260% 26 3.70% 30 3.50%

TOTAL INDUSTRIALS C 12 77.92% 405 37.69% 525 61.33%
Chi square test X = 127.22; p-value = 0.000
TOTAL 154 100.00% 702 100.00% 856  100.00%
Chi square test ¥’ =287.86; p-value = 0.000

Chi square tests examine whether the industry distributions of family firms is different
from non-family firms. The Chi square statistics of 287.86 (for entire sample), 25.06
(for mining) and 127.22 (for industrial) confirm that family firms predominate in
industries such as Miscellaneous Industrials, Retail and Developer Contractor. In
particular, the presence of family firms is strong in industries with high amenity
potential such as media. Demsetz and Lehn (1985) argue that by participating in the
media industry, families influcnce social and political affairs, and therefore cnjoy

valuable private benefits of control.
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In contrast, not many family firms operate in industries such as diversified resonrces,
energy and infrastructure. These industries require significant amounts of investment.
Due to financial constraint, families are unable to finance projects without sharing

control with other shareholders.

5.3 Descriptive Statistics

Table 5.2 presents descriptive information for the entire sample. In particular, it
provides a list of variables used and their corresponding measures such as means,
standard deviations, and maximum and minimum values. The table indicates the
presence of outliers. For example, the maximum value of leverage (book value) is 3.66.
This value indicates that a firm borrows nearly four times its asset value. This case is
commonly found in financially distressed firms. Qutliers are also present for variables

such as debt maturity {(book value), effective tax rate, business risk, and asset maturity.
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Table 5.2 Descriptive Statistics
Variable Definition Mean Std. Min, Max.
Dev.

Leverage Book value of total debt / total

(book value) assels 0.2000 | 0.3397 | 0.0000 | 3.0600

Leverage Book value of total debt / (market

(market value) | value of equity + book value of | 0.2135 | 0.2351 | 0.0000 | 0.9700
debt)

Debt maturity | Book value of total long-term

(book value) debt / 1o1al assets 0.1277 1 0.2910 | 00000 } 2.7300

Debt maturity | Book value of total long-term

(market value) | debt / (market value of equity +{ 0.1313 | 0.1774 | 0.0000 | 0.9500
book value of debt)

Leasing (Financial lease + Operating lease \

(Market value) | capitalisation) / total assets 0.0678 | 0.2429 | 00000 | 2.0414

Leasing (Financial lease 4+ Operating lease

(Book value) capiltalisation) / (market value of | 0.0806 | 0.2248 | 0.0000 | 2.6561
equity + book value of debt)

Eat;iecuve tax | Tax paid / pretax income 0.1300 | 1.8512 | -10.23 | 19.50

Growth ‘ Market to book value ratio 1.4010 | 1.9543 | 00800 | 2037

opportunity

Firm size Log (total assets) 17.53 21693 12.60 | 24.9]

Business risk Slanfiard deviation of EBIT in the 18.12 [58.94 | 0.0000 1927.4
previous 5 years 2

Firm age The numl?cr of year since firm 24.23 21.91 1.0000 | 161.00
incorporation

Profitability EBIT / total assets 200108 | 23456 | <1123 | 10.44

Asset Net PPE / total assets

tangibility 0.2586 | 0.2518 | 0.0000 { 0.9700

Asset maturity | (Current asset/total revenue) x
(Current asset / (Current asset + 26302
net PPE) + (Net | 27.60 21772 1 00010 | ~ 4 '
PPE/depreciation) X (Net

' PPE/(Current asset + net PPE))
Liquidity Current asseis / current liabilities 6.2651 | 20.78 | 0.0000 | 234.59
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5.4 Correlation Analysis

Table 5.3 reports various correlations among variables used in this study. Panel A
focuses on comelations among capital structure variables, while Panels B, C and D
present associations among variables used in the leverage, debt maturity and lease

analyses respectively.

Several important findings emerge from the correlation analysis. As reported in Panel
A, correlations arnong capital structure variables ave generally positive and statistically
significant. The results indicate that leverage, debt maturity and leasing decisions are
jointly determined to address agency, information, and financial distress problems.
Associations will be examined in more detail in Chapter 8 within the simultancous

equation framework.

Correlations between family control and capital structure variables are generally
positive and statistically significant, regardless of whether the variable was measured
using book value or market value. Family control is positively associated with leverage
(see Panel B), debt maturity (Panel C) and lease share (Panel D), suggesting that family
firms in Australia use higher levels of debt, longer term debt maturity, and higher
proportions of lease. The results seem to support Hypotheses 1, 2 and 3 tespectively.
However, the results need 0 be explored in more detail within the multivanate

framework to ensure that they are not distorted by other factors.

In addition, correlations among independent variables such as effective ax rate,

profitability, firm size, business risk, growth opportunity, firm age, asset maturity, asset
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1 tangibility, and liquidity are generally low. The maximum correlation coefficient among,
the independent variables is around -0.41 (i.e., the correlation between profitability and
growth opportunity — Panel B), suggesting that multicollinearity is not a potential threat

1 to multiple regression analyses.
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Chapter 5 Univariate Analysis

‘Table 5.3 Correlation Analysis

Panel A: Correlations Among Capital Structure Variables

*** significant at the 0.01 level
**  gignificant at the 0.05 level
* significant at the 0.10 level

Leverage (MV) Leverage (BV) Debt maturity Debt maturity Leasing (MV) Leasing (BV)
MYV) BV}
erage (MY) 1.000
L B
cverage (BY) 0.519%** 1.000
Debt maturity
i (MV) 0.788%+* 0.422%+* 1.000
Debt maturity
(BY) 0.204*#* 0.762%++ 0.404#%+ 1.000
Leasing MV}
0.220++* 0.057*** 0.201*** 0.027+* 1.000
Leasing (BY) 1'
0.100*** 0.269%** 0.269*** 0.073%*=* 0.548%** [.000 |
|
1
]
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Panel B: Correlations Between Leverage and Firms Characteristics
Leverage Leverage Family Effective Growth Firm size | Business Firm age Profit- Asset
MV) BV control tax rate | Opportunity risk ability tangibility
Leverage
™MY) 1.000
I(if;‘;’“g" 0519+ |  1.000
Family
control O.i117** 0.068*** 1.0060
Effectivetax | 0013 | 0003 | 0008 1.000
Growth
opportunity | “0-233%** | 0.148%++ | 0021 -0.019 1.000
Firm size 0.366%*%* | (.116%%* 0.002 0.063*** -0.277%%* 1.000
fis““‘k‘““’“ 0.019 0.018 -0.027 0.010 0002 | 0216%** | 1.000
Firm age 0.010 0010 | 0074%+* | 0.002 -0.034** | 0,084+ { 0013 1.000
Profitability | ¢ jpg4sxs | .0.070%++ | 0.050%*+ | 0023 | -0406*+ |o0262%*+| o024 0.023 1.000
Asset .
ongibility | 0373%*% | 0.176*¥¢ | 0,008 -0.014 0022 |0350%*| 0028 0009 | O.114%** | 1000

*** significant at the 0.01 level
** significant at the 0.05 level
¥ significant at the 0.10 level
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Panel C: Correlations Between Debt Maturity and Firm Characteristics

Debt Debt ;| Family Effective Growth Firm size Business Firm age Assel
maturity maturity; '  control tax rate opportunity risk maturity
MYVY) (BY)
Deb! maturity
1.000
M)
Debt maturity
0.404%%* 1.000
(BY)
Family control | ¢ jo0eex | g.g71%++ 1.000
Effective  tax | g gg3sxx 0010 0.008 1.000
rate
Growth -0.189*** | 0,089*** -0.02¢ -0.019 1.000
opporiunity
Firm size 0.435%%% | 0.096%** 0.002 0.063%+* | 027744+ 1.600
Business risk 0.036%* 0.017 -0.027 0.010 -0.002 0,216%%* 1.000
Firm age 0.023 0.014 0.074%+ 0.002 0.034% | 0.084r%x 0.013 1000
Asset matwrity | 0,008 -0.007 -0.006 -0.009 0.022 0.069*** | -0.009 -0.035 1.000

*** significant at the 0.01 levei
**  significant at the 0.05 level
*  significant at the 0.10 level
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Panel I): Correlations Between Leasing and Firm Characteristics

Lensing Leasing Family Effective Growth Firm size | Business Firm age Liquidity Asset

IV (BY) control tax rate opportunity risk tangibility
Leasing
MY) 1.000
Leasing -
(BY) 0.548 1.000
Family o.1314+ | 0.103%** | 1.000
controt - * :
Effectivetax | 0012 | 0003 | 0008 [ 1.000
S;portunily 0.110%** 0.108#** -0.021 -0.019 1.000
Firm size 0.106*** | 0018 0.002 | 0.063*** | -0.277*** 1.000
Business 0016 | -00i0 | -0027 { 0010 0002 | 0216+ | 1000
Firm age 0.014 0011 | 0.074%** | 0002 | -0.034** | 0084**+ | 0023 1.000
Liquidity
-0.062%*% | -0.047*%%* | -Q.059*** -0.014 0.003 -0.157%%* -0.016 0.016 1.000

Asset
tangibility 0.036** 0.017 0.057*** 0.014 -0.017 (.154*%%* | 0.06]*** -0.007 ~Q.077ex* 1.000

*** significant at the 0.01 [evel
** significant at the 0.05 level

*  significant at the 0.10 level
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Univariate Analysis

Table 5.4 provides the mean values for family and non-family controlled firms and the

test statistics for mean differences. Two types of statistics are reported in Table 5.4: the

parametric independent ¢-test for mean differences (assuming equal variances) and the

nonparametric Mann-Whitney U test.

Table 5.4 Difference of Means Tests (Capitat Structure Variables)

Panel A: All Firms
Category Measure Statistics | Family Firm NOII}-ifg’smlly stgt(i’gtt?cs
Mean' 0.2556 0.1907 6.972%%x*
Market Value
Median® 0.2088 0.0950 -8.023%**
Leverage
Mean 0.2506 0.1860 4,234k
Book Value
Median 0.1688 0.1063 ~5.32]kk*
Mean 0.1591 0.1155 0.237%%x*
Market Value
Median 0.0859 0.0132 =7.454%%*
Debt maturity
Mean 0.1857 0.1135 4,443 %F*
Book Value
Median 0.0818 0.0133 -6.811%**
Mean 0.1337 0.0624 8.177k*
Market Value
Median 0.0239 0.0104 -7.264% %%
Leasing
Mean .1213 0.0535 6.403%**
Book Value
Median 0.0234 00120 -0.744 %%

Ut test

2 Mann-Whitney U test

*4% significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.1C level
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Panel B: Mining Firms
Category Measure Statistics Famsily Firm N”g:xf;‘;ﬁ'y Tests statistics
Mean' 0.1362 0.1130 1.506
Market Value
Median® 0.0071 0.0082 -0.577
Leverage
Mean 0.2413 0.1237 4 44G%%*
Book Value
Median 0.0075 0.0104 -0,390
Mean 0.0596 0.0655 2.0809%*
Market Value
Median 0.0000 0.0000 -0.197
Debt maturity
Mean 0.1928 0.0631 T.627%%*
Book Value
i Median 0.0000 0.0000 -(3.094
Mean 0.0167 0.0221 -0.648
Market Vaiue
Median 0.00j4 0.0023 -1.139
Leasing
Mean 0.013: 0.0209 -0.976
Book Value
Median 0.0023 0.0026 -1.488
"tlest

 Mann-Whitney U test

44 significant at the 0.01 fevel
**  significant at the 0.05 jevel
* significant at the 0.10 level




Chapter 5

Univariaie Analysis

Panel C: Industria’? Firms
. o . . Non-Famil Tests
Category Measure Statistics | Family Firm Sy statistics
Mean' 0.2881 0.2494 3.400%%*
Market Value
Median® 0.2531 0.1954 -4.258%F%
Leverage
Mean 0.2532 0.2330 1.051
Book Value
Median 0.1989 0.1990 -2.226%*
Mean 0.1780 0.1533 2,844 %%
Market Value
Median 0.1227 G.0834 -4,] 8%k
Debt maturity
Mean 0.1838 0.1515 1.411
Book Value
Median 0.1133 0.0827 -3.224 %%k
Mean 0.1655 0.0928 5,047+
Market Value
Median 0.0394 0.0268 ~4,] 10%**
Leasing
Mean Q.1508 0.0780 4,823k
Book Value
Median 0.0390 0.0300 =3.677%4*
Y1 test

2 Mann-Whitney U test

**+* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

Panel A reports differences in capital structure decision between family and non-family

firms for the entire sample. In terms of book value (market value) of leverage, family

controlled firms employ about 25 percent (26%) of debt in their capital structure versus

18 percent (19%) for non-family firms. These differences are supported by the

independent-samples z-test and Mann-Whitney U test, suggesting that family firms use

debt as a means of concentrating voting power. The findings support the comelation

analysis, which indicates a positive association between leverage and family control.

The means difference test for debt maturity and leasing also support results from the

correlation analysis. In terms of the market value measure, 16 percent of total capital of
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family firms is tong-term debt while for non-family firms it is 12 percent. In addition,
Panel A demonstrates that family firms use leasing twice as much than their non-farnily '
counterparts (13% versus 6%). The finding that family firms use longer term debt
maturity and higher proportion of debt are consistent with arguments that families use
debt maturity and debt priority structure (i.e., leasing) to reduce the probability of
financial distress, an event that adversely affects the families’ financial investment,

human capital, and private benefits of control.

Panels B and C present the results of mean differeice tests for Minmg and Industrials
respectively. Most leverage, debt maturity, and leasing proxies for family firms in the _ ;_'
industrials sectors are consistently higher than that for non-family firms. Interestingly,

these differences disappear for mining firms.

The dynamics of capital structure over the period of analysis {irom 1998 to 2002) are

reported in Table 5.5. Panel A describes the behaviour of capital structure over time for

the entire sample, while the other two panels present time-senes figures for Mining

(Panel B) and Industrial (Panel C).

To test whether changes in capital structure variables over time are significant, two tests
wen: conducted: a parametric one-way analysis of variance (ANOVA) and a non-
parametric Kruskal Wallis test. in general, the statistical tests show that the capital

structure variables are stable over time. Both ANOVA and Kruskal-Wallis tests show

no differences in leverage, debt maturity and leasing decision:s over time. The results N

apply for both family and non-family firms and hold for mining and industrials sectors.

1
o,

138




Chapter 5

Table 5.5 Capital Structure Variables 1998 - 2002

Univariate Analysis

Panel A: All firms
1998 1999 Z000 2001 2002 Anova Kruskal

Wallis

Leverage Market | Family firm 0.2336 0.2438 0.2638 0.2727 0.2623 0.749 1.682
valee e Tamily s | 0.1956 0.1946 0.1832 0.1951 0.1642 0.460 3925

ATl 0.30%9 02042 02600 02106 0.1555 0358 3357

Book | Famuly firm 03163 0.2358 0.2448 07406 03242 [l 7435

value ety firms | 0.1738 0.1957 0.1685 0.1890 0,2060 1.195 7.065

AT 01819 0.2039 0.1833 0.1991 02398 1,943 3022

Debt matunity | Market | Family firm 0.1478 0.1543 0.1668 51651 0.1627 0.283 0330
valee e Tamity frms | 01200 0.1794 01169 0.1146 0.1036 0972 Z581

Al 0.1262 0.1263 0.1267 0.1247 0.1155 0.536 3856

Book | Family firm 0.1350 0.2699 0.1601 0.1588 | 0.1934 0.841 0977

valve  Non-Tamily firms | 0.1059 0.1174 0.1101 01177 0.1175 0226 3303

AN 0.1134 001476 0.1199 0.1259 0.1328 0.852 3774

Leasing Market | Family firm 01353 0.1206 C.1290 0.1310 0.1549 0.208 1351
value o family Tems | 0.0683 0.0535 0.056% 0.0643 0.0630 0.460 1030

Al 0.0815 0.0710 0.0/13 00779 0.0825 0.483 1108

Book ] Family firm 0.0988 0.1039 0.0970 0.1598 0.1523 0553 1132

valie  (onTamily Trms | 00533 0.0570 0.0499 00520 00521 0276 1319

Al 0.064% 0.0663 0.0594 0.0740 0.0726 0.396 2.003

*** significant at the 0.0} level
** significant at the 0.03 level
*  significant at the 0.10 level
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Panel B: Mining firms

Univariate Analyvsis

1993 1599 2000 2001 2002 Anova Kruskal

Wallis
Leverage Market | Family firm 0.1083 0.1338 0.1353 0.1368 0.1727 0.350 1.578
value e family Trms | 01258 0.1273 0.1026 0.1079 0.09%9 1422 7.394
Al 0.1235 0.1277 0.1059 0.1107 0.1069 0.877 6633
Book | Family firm 01372 0.1769 0.2695 02400 04062 1.138 7127
valve e Tamdly firms | 01186 0.1305 0.1037 0.1164 0.1511 1.047 4985
All 0.1203 0.1353 0.1215 0.1295 0.1793 1.627 5357
Debt maturity | Market | Family firm 0.0728 0.0892 0.0900 0.0873 N FVE 0.167 0.130
valve " Noh-Tamily firms | 00743 0.0738 0.0663 0.0609 0.0496 1581 33514
All 00739 0.0753 0.0680 0.0636 0.0563 0.909 3554
Book | Family frm 0.0995 0.1370 0.1942 0.1733 03826 1476 0.134
VAe I Non-family firms | 0.0660 0.0708 0.0603 0.0613 0.0566 0.505 3544
All 0.0695 0.0776 0.0747 | 00734 0.0927 0518 2771
Tcasing Market | Family firm 0.0129 00154 0.0151 0.0180 0.0197 0.128 1938
valve e Tanly irms | 0.0266 0.0192 90152 00263 00332 0.569 7366

Al 0.0250 00191 0.0151 0.0253 0.0228 0.554 1907
Book | Family firm 0.0100 0.0139 0.0152 0.0093 0.0176 0.348 3.408
vale e e Tamily firms | 00212 0.0278 0.0160 0.0191 0.0198 0.495 0219
Al 0.0195 0.0261 50159 0.0179 0.0195 0.456 0.201

*** significant at the 0.01 level
** significant at the 0.05 level
* significant at the 0.10 level
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Panel C: Industrial firms

Univariate Analysis

1998 1999 2000 2001 7602 Anova Kruskal

. Wallis

Leverage Market | Family firm 0.2685 0.2738 0.3046 0.3092 0.2863 0.690 1.996
valee e Tamily T | 02475 02344 0.2431 0.2626 02512 0357 0.783

ATl 03528 0.2519 02588 0.2749 0.2604 0677 1310

Book | Family ferm 02382 6.2530 02381 0.2408 03015 0399 2317

valee e Tamily Tirms | 02145 0.2430 02163 03452 0.2490 0674 0882

Al 0.2204 0.2460 0.2319 0.2441 0.2627 0.896 1532

Debt maturity | Market | Family firm 0.1687 0.1724 0.1874 0.1860 0.1761 0.250 0.136
value e onfamily foms | 0.1558 0.1532 0.1543 0.1562 0.1460 0.163 0954

Al 0.1590 0.1581 0.1628 0.1641 0.1539 0212 0.727

Book | Family firm 0.1576 0.3062 0.1509 0.1549 01410 7,108 1143

value o Tamily fams | 01352 01522 01471 0.1614 0.1652 0384 1334

Al 0.1408 0.1913 0.1350 0.1557 0.1589 0.789 3349

Leasing Market | Family firm 0.1694 0.1485 0.1596 0.1614 0.1911 0.207 1.985
value o Tamily firms | 0.0991 0.0875 0.08%0 0.0938 0.0957 0219 2470

Al 1163 0.1032 0.1064 0.IT18 0.1210 0.453 3353

Book | Family firm 0.1733 0.1284 0.1201 02003 0.1896 0358 0951

Valle o Tamily Trms | 00812 | 00785 |~ 0075 | 00775 | 0077 007d 1568

All 0.0917 0.0913 0.0864 01101 0.1069 (729 2470
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5.6 Financial Characteristics

This section discusses univariate analyses for the independent variables (i.e., financial
characteristics) and provides the mean values for family and non-family controlled
firms, Similar to the capital structure variables, two types of statistical tests were
conducted: parametric independent s-test for mean differences (assuming equal
variances) and nonparametric Mann-Whitney U tests. Table 5.6 Panel A presents results
for entire sample, while Panels B and C report the results for the mining and industrials

sectors.

The average profitability (measured by return on assets (ROA)) is higher for family
firms than for non-family firms (-3 % versus -15 %). The result is supported by both
parametric and non-parametric tests. This suggests that family firms are better
performers and is consistent with previous empirical studies (e.g., Anderson and Reeb,
2003a; “iConaughy ef al, 1998). Interestingly, the profitability of family firms is
higher uns:+; industrials firms compared with non-family firms (se¢ Panel C), but is

insignificant among mining firms (see Panel B).

Using the standard deviation of EBIT in the previous 5 years as a measure of business

risk, family firms shows significantly lower business risk than non-family firms. When

the sample is divided into two groups based on industry (i.e., mining and industrial) the

results are the same. Overall, these results are consistent with the perspective that family

controlled firms reduce the risk of their undiversified investments.
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Table 5.6 Tests of Mean Differences (Financial Characteristics)

Univariate Analysis

Panel A: All Firms
Measure Statistics Family Firm No'l!-'il-'rz:s"ﬂy Statistic tests

Mean! 0.1521 0.1145 0.523
Effective tax rate

Median? 0.0000 ¢.u000 =371 5%

Mean 17.4001 17.3956 0.116
Firm size

Median 17.25%0 17.0603 -1.765*

Mean 1.4919 1.6140 -1.334
Growth opportunity

Median 0.8636 0.97806 ~3.769%%*

Mean 8.2634 26.7755 =3,177*%x
Business risk

Median 1.5572 1.9038 22,51 2%*

Mean 36.0205 23.6081 A,650%*x*
Firm age

Median 17.0000 15.0000 -4,962 %k

Mean -0.0295 -0.1470 3.676%**
Profitability

Median 0.0374 -0,0151 -7.414%*%

Mean 0.2501 0.2453 0.475
Asset tangibility

Median 0.1961 0.i462 -2.011%*

Mean 45.1863 50.5483 -0.346
Asset maturity

Median 4.2018 5.1504 -3.016%%*

Mean 3.9467 8.3216 -3.67TH¥*
Liquidity

Median 1.4574 1.6100 -4, 78] **%
" rtest

2 Mann-Whitney U test

*** significant at the 0.01 level
** significant at the 0.05 level

* significant at the 0.10 level
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Panel B: Mining Firms
Measure Statistics | Family Firm | NonFamily | g gtic tesis

M.:an' -0.0392 0.0856 -1.617
Effective tax rate

Median® 0.0000 0.0000 -4, ] 55%x*

Mean 16.1919 16.7958 -3.480M%x
Firm size

Median 16,0280 16.3578 2. 783w

Mean 1.9750 1.6161 2.003**
Growth opportunity

Median 0.9266 1.0553 -0.543

Mean 2.6736 20.5217 -4.662%**
Business risk

Median 0.8206 1.0894 -3.233%%%

Mean 64.8204 21.1772 5.204%%x*
Firm age

Median 14,0000 16.0000 -2.617%F*

Mean -0.2230 -0.2015 -0.428
Profitability

Median -0.0733 -0.0724 -1.470

Mean 0.1577 0.2261 -3.091%+*
Asset tangibility

Median 0.0231 0.0639 -3, TBTH**

Mean 117.0205 89.9547 0.523
Asset maturity

Median 9.9971 8.9225 -0.008

Mean 6.7603 12.6080 -1.698*
Liquidity

Median 24213 2.2845 -1.305

1t test
2 Mann-Whitney U test

*** significant at the 0.01 level
**  significant at the 0.05 level
*  significant ot the 0.10 level
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Panel C: Industrial Firms

Measure Statistics | Family Firm | NomFamily | guiiqic tests

Mean' 0.2043 0.1363 0.671
Effective tax rate

Median? 0.1987 0.0338 -2.973%%%

Mean 17.7374 17.8479 -1.064
Firm size

Median 17.5566 17.6429 -0.227

Mean 1.3599 1.6123 -2.302+*
Growth opportunity

Median 0.8389 0.9381 -3.301

Mean 9.7078 31.6462 ~2.244**
Business risk

Median 1.8271 2.5212 -4.486*+*

Mean 28.1618 25.4370 2.394*«
Firm age

Median 19.0000 15.0000 -6.15T*F*

Mean 0.0235 -0.1059 3.098%**
Profitability

Median 0.0610 0.0379 -6.010***

Mean 0.2754 0.2598 1.391
Asset tangibility

Median 0.2253 0.1981 -2.660%**

Mean 33.7781 29.4395 0.308
Asset maturity

Median 4.0470 4.0558 -0.011

Mean 3.1777 5.0948 -2.325
Liquidity

Median 1.4089 1.3923 -1.997**
*r test

?Mann-Whitney U test

*** significant at the 0.01 jevel
** significant at the (.05 level
*  significant at the 0.10 leve!

In case of industrial firms, there are no size differences between family and non-family
firms. Howevei, family firms operating in the mining industry are significantly smaller
than non-family firms. Also, mining family firms invest less in property, plant and
equipment. These figures indicate the financial constraints experienced by family firms.

In terms of firm size, families face a tradeoff. On the one hand, they do not want to

145




Chapter 5 Univariate Analysis

share control with other shareholders. On the other hand, they have limited wealth. Asa
result, families with a strong desire to maintain dominance over a firm, smaller firms are

preferable especiaily in capital intensive industries such as mining.

Australian family firms operating in both the mining and industrials sectors are older
than non-family firms. The result is contrary to Anderson and Reecb (2003a). They
found that family firms in the US are significantly younger than their non-family
counterparts. However, the evidence in Australia supports the argument that families
have longer-term investment horizons. That is, founders control their firms for Jonger

periods with the expectation to pass the business on to their heirs.

The evidence that family firms have lower liquidity is puzzling. Since lower liguidity
more likely results in default payments to supplier and lenders, it is expected that firms
with higher liquidity have shareholders who are not well diversified (as is often the case
with family-controlled companies). A possible explanation is that family firms rely
more on debt to finance their working capital requirements (see previous sections).
Since higher debt increases the probability of financial distress, family firms try to

efficiently manage their liquidity in order to reduce the amount of debt owing.

Agency theory provides another possible explanation. Liquidity is related to free cash
flow. That is, higher liquidity leads to higher free cash flow. As indicated by agency
theory, free cash flow is positively associated with the agency cost of equity. In other
words, managers only pay “excessive perks” if firms have the cash flow to cover it
Similarly, entrenched managers undertake wasteful investment projects if the firm has

what Jensen (1986) calls “free cash flow” (i.e., cash flow from operations over which
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managers have discretionary spending power). In order to reduce this agency cost,

families choose to have lower liquidity levels.

The dynamics of firm financial characteristics over time are reported in Table 5.7. Panel
A describes the behaviour of financial characteristics from 1992 to 2002 for the full
sample, whereas the other two panels present time-series results for Mining (Pauel B)
and Industrial (Panel C) firms. Similar to the capital structure variables, two statistical
tests were conducted: a parametric one-way analysis of variance (ANOVA) and a non-

parametric Kruskal Wallis test.

In general, the statistical tests show that the financial characteristics of family firms in
Australia are stable over time. In contrast, there are several financial indicators of non-
family firms that change over time. For example, the one-way ANOVA and Kruskal
Wallis tests show that the profitability of family firms is more stable compared to non-
family firms in both the mining and industrial sectors. The result is not surprising as
family firms in Australia tend to choose businesses with lower risk (see the results from
the means difference tests). The stability of other financial ratio for family firms such as
growth opportunity, investent in tangible assets and liquidity suggest that these firms

are resistant to change.
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‘fable 5.7 Financial Characteristics 1998 - 2002

Univariate Analysis

Panel A: All firms
1998 1999 2000 2001 2002 Anova Kruskal
Wallis
Effective tax rate Family firm 0.1556 0.1226 0.0792 0.1072 0.3082 0.774 7.0
Non-family firms 0.2231 0.1706 0.0660 -0.0538 0.1488 1.993% 24.623%
All 0.2100 0.1613 0.0690 -0.0206 0.1810 2.149% 30.158%+
Firm size Family firm 17.3145 17.3902 17.5357 17.3783 17.4183 0.264 1367
Norni-family firms 17.3748 17.3523 17.5162 "17.4126 17.3189 0.668 2.486
All 17.3636 17.3607 17.5200 17.4063 17.3389 0.822 3.100
Growth opportunity Family firm 1.3211 L5151 1.7068 1.4564 1.4651 0.707 4.489
Non-family firms 1.3075 1.7059 {7184 1.5823 17901 4355+ 44,72 T***
All 1.3107 1.6675 1.7148 1.5567 1.7245 4.650%+* 39.3[0%+
Business risk Family firm 7.1586 7.6915 9.1375 7.7453 9.7285 0.119 11.279%*
Non-family firms 15.0183 16.8714 28.0903 383135 37.6324 0.761 19.292%%%
All 13.4594 15.0245 24.3262 32.0643 32.0437 0.777 77.945%%%
Firm age Family firm 359518 37.2822 38.6218 39.3808 27.7483 0.163 13.075**
Non-family firms 22.2511 22.9863 23.6635 243980 25.0705 0.177 62.123%+*
All 24.9811 25.8745 26.6811 27.5919 25.6099 0.179 73.302%%*

*** significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level
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Panel A: All firms - continued

Univariate Analysis

1998 1999 2600 2001 2002 Anova Kruskal
Wallis
Profitability Family firm -0.0261 -0.0143 6.0912 0.0857 -0.1050 0.468 7339
Non-family firms 01109 0.1117 -0.0967 ~0.2078 02232 6.561% %% 20.072%%%
All -0.0938 -0.0920 -0.0953 -0.1481 -0.1995 2.644%% 35,8005+
Asset tangibility Family firm 0.2557 0.2660 0.2481 0.24%7 0.2283 0.519 i.730
Non-famil y firms 0.2610 0.2471 0.2383 0.2414 0.2365 0.959 3.681
All 0.2600 0.2505 0.2403 0.2432 0.2349 [.193 4257
Asset maturity Family firm 235572 20.2815 63.7429 63.8536 55.6439 0.390 6.084
Non-family firms 39.2265 23,6602 33.8782 90.3385 50.0079 2.601%+ 1.692
All ' 35.8020 22.8765 52.0365 84.7672 31.1919 2.676°" 2173
Liquidity Family firm 5.2909 3.0242 4.4449 3.2453 3.4959 0977 3297
Non-family firms 8.2656 7.0965 11.6653 7.2467 7.2125 3229% 7.904*
Al 76732 64796 10:2136 6.4253 6.2627 2.442%* 7.335

#** significant at the .01 ievel
** significant at the 0.05 level
*  significant at the .10 level
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Panel B: Mining firms
1998 1999 2000 2001 2002 Anova Kruskal
Wallis
Effective tax rate Family firm -0.0557 -0.0072 0.0746 0.1726 -0.0395 1.827 1.894
Non-family firms 0.0835 0.1751 0.0426 0.0177 0.1038 1.024 0.554
All 0.0690 0.1554 0.0471 -0.0022 0.0878 1.148 0.994
Firm size Family firm 16.4567 16.3126 16,2138 16.0572 15.8472 0.815 4.573
Non-family firms 16.8954 16,7974 16.8935 16.7349 16.6371 0.665 2.045
All 16.8498 16.7474 16.8254 166646 16.5496 0.992 3.432
Growfh opportunity Family firm 1.8250 1.8746 2.2062 17709 2.2353 0221 0.913
Non-family firms 1.2105 14111 1.6766 1.7205 2.1359 7.385%** 6.8 Te**
All 1.2808 1.4636 1.7316 1.7245 2.1467 6.801*** 57.564%**
Business risk Family firm 2.5400 2.9745 2.2894 2.6355 2.9403 ¢.070 1.009
Non-family firms 13.0049 14.5268 19.6683 29.619!1 27.7338 0.790 1371
AL 11.9071 13.3226 17.2747 26.7288 25.0309 0.784 6.962
Firm age Family firm ~ 70.6389 72.8286 77.1879 80.2500 89,2903 0.214 7.812*
Non-family firms 19.9063 20.3692 20.9142 22.1622 228112 1.367 20,3724 %+
All 25.6585 26.3365 27.2748 28.6781 224214 0.146 34,204 %%+

*+* significant at the 0.01
+ significant at the 0.05
*  significant at the 0.10

level
[evel
level
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Panel B: Mining firms - continued

Univariare Analysis

1998 1999 2000 2001 2002 Anova Kruskal
Wallis
Profitability Family firm -0.0922 -0.1446 -0.2221 -0.2930 -0.3920 1.698 5.439
Non-family firms -0.1508 -0.1823 -0.1593 -0.2894 -0.2352 2.336%* 9.681%*
| Al 0.1429 -0.1765 -0.1653 «0.2884 0.2526 3112 13.952%%*
Asset tangibility Family firm 0.1757 0.1743 0.1352 0.1429 0.1571 0.178 0.443
Non-family firms 02313 0.2235 0.2233 0.2298 0.2223 0.063 0.839
All 0.2253 0.2183 0.2139 0.2205 0.2151 0.088 13.9'70*+*
Asset maturity Family firm 125.6301 54.2869 13.2663 72,8241 300.9875 0.910 4,200
Non-family firms 33.2497 41.8658 58.0417 198.4031 101.3577 3.872%%* 5.747
All 41.2420 42,8582 52.8246 186.3663 122.6665 3.660%»* 3.959
Liquidity Family firm 8.0894 7.8839 ©.3185 7.0003 4.1709 0.673 4.192
Non-family firms 12.1878 11.0919 19.0766 10.6728 9.8558 L.B77 5288
All 11.6990 10.7016 17.6175 10.2361 9.2264 1.867 6.053

*** gignificant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level
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Panel C: Industriat firms
1998 1999 2000 2001 2002 Anova Kruskal
Wallis
Effective tax rate Family firm 0.2142 0.1583 0.0805 0.1824 0.4045 0.880 7.525
Non-family firms 0.3262 0.1672 0.0832 -0.1094 0.1836 1.610 28.7317%%
All 0.2982 0.1649 0.0825 70,0324 0.2411 1.729 34,0817+
Firm size Family firm 17.5525 17.6849 17.8855 17.7336 17.8532 0.572 3.605
Non-family firms 17.7219 17.7641 17.9772 17.9381 17.8528 03810 2.560
All 17.6841 | 17.7440 17.9540 17.8844 17.8529 1.199 4.566
Growth opportunity Family firm 1.1805 1.4160 1.5728 1.3697 1.2588 0.783 4.641
Non-family firms 1.3795 1.6238 1.7495 1.4749 1.5161 3018%% T1.511%%
All 1.3294 1.7946 1.7044 14477 14383 3.479F%% 19.441%%%
Business risk Family firm 8.3504 8.8708 10.9215 9.0444 11.5632 0.126 13.087**
Non-family firms 16.5861 18.7039 35.0203 45.2314 35.2571 0418 13.74 1%+
All 14.4630 16.1207 28.3393 35.5487 36.5391 0.434 24.305%%*
Firm age Family firm 26.3462 27.5625 28.1138 29.0252 30.0893 0.525 3.819*
Non-family firms 23.9695 24.9180 25.6989 26.1317 26.839% 0.695 35.15] %+
All 24.5602 25.5870 263113 26.8918 27.6860 1.166 41.806%%% |

*+¥ gignificant at the 0.01 level
** sipnificant at the Q.05 level
*  significant at the 0.10 level
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Panel C: Industrial firms — continued

Univariate Analysis

1998 1999 2000 2001 2002 Anova Kruskal
Wallis
Profitability Family ftrm -0.0078 20217 -0.0561 0.1884 -0.0248 0.486 5.746
Non-family firms -0.0817 070,594 -0.0505 -0.1444 202138 5.435%%% 14.445%+%
All -0.0632 -0.0%89 -0.0519 -0.0573 -0.1648 1.438 18.787+%%
Asset tangibility Family firm 0.2779 0.29¢1 0.2783 0.2785 0.248! 0.584 2.093
Non-family firms 0.2829 0.2646 0.2493 0.2504 0.2476 1.403 4353
All 0.2816 0.2713 0.2567 0.2578 0.2477 1.515 4.589
Asset maturity Family firm 10.0826 15.4640 72,7566 63.6061 1.7689 0.771 8.654*
Non-family firms 42.1524 14.6147 | 44.1947 | 24.7911 20.0971 0.936 5.663
All 33.6427 14.3474 51.6864 35.4190 16.8771 1.168 0.142%
Liquidity Family firm 4.5159 2.9605 3.9422 2.2356 2.0322 0.711 0.728
Non-family firms 5.3760 4.1425 6.195C 4.5923 5.1432 0.645 4.489
Al 51619 3.8441 5.6266 39718 33329 0.943 3.126

**#* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level
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5.7 Chapter Summary

Univariate analyses presented in this chapter show that family firms it Australia are
more profitable and older than non-family firms. In addition family firms tend to choose
lower levels of liquidity and operate in business environments with lower risk. Results
are consistent with the view that family firms reduce agency costs, have longer term

horizons, and tend to be more risk averse than their non-family counterparts.

The analyses also show that family firms use higher levels of debt, longer term debt
maturity, and higher proportions of leasing. Positive association among capital structure
variables provide support for the hypotheses developed in Chapter 3. Subsequent
chapters examine the impact of family control on capital structure decisions within a

multivariate framework.
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CHAPTER 6
THE IMPACT OF FAMILY CONTROL ON L.LEVERAGE

6.1 Introduction

The results of univariate tests discussed in the previous chapter indicate that financing
decisions of family controlied firms differ significantly from that of non-family firms.
That is, family firms employ higher levels of leverage. However, it is possible that these
differences are attributed to other factors such as the company’s tax status, firm
profitability, firm size, business risk, growth opportuniiy, asset tangibility and firm age.
Therefore, it is necessary to conduct analyses using multiple regressions where the
impact of family control on capital structure is examined after controlling for other

important factors.

In this chapter various multiple regression techniques are utilised and conducted to
examine the hypothesis that family controlled firms in Australia have higher levels of
debt (i.e., Hypothesis 1). The objective is to observe whether impact of family control
on debt maturity and leasing decisions remains robust after controlling for problems
associated with heteroskedasticity, autocorrelation, measurement error, omitted

variables bias, outliers and survivorship bias.

The remainder of the chapter is structured as follows. Section 6.2 discusses model
estimates using pooled data regression amalysis. Section 6.3 presents a sensitivity
analysis of the relationship between family control and leverage using alternative

estimation techniques. Robustness checks using alternate measures of leverage are
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outlined in section 6.4. Sections 6.5 and 6.6, respectively, examine how the impact of

family control on leverage differs across industry and firm size.

6.2 Pooled Regression Results

The pooled regression model employed to test whether leverage of family controlled

firms differs from that of non-family controlled firms takes the following form:
Leveragey = o + [ Family Control; + % Effective Tax Ratei, + [
Profitability; + i Firm Size;, + s Growth Opportunity, + [ Business

Risk; + 7 Asset Tangibility;, + (s Firm Age;, + o Industry dummies;, + Bio
Year dummies + & (1)

The subscripts i and 7 represent firm and year respectively. This model is similar to that
employed by Anderson and Reeb (2003b). The main proxy for leverage is the
proportion of total interest bearing debt to total capital. In section 6.4, three alternative

proxies for leverage are examined.

A two-way fixed effects modei is used in the regression analysis. The first fixed effect
(i.e., a dummy variable that measures years) is included in the model to remove secular
effects among the independent variables, while the second fixed effect (i.e., dummy
vartables that measure industry) is also incorporated to account for variation in debt

maturity due to industry differences.

Since panel data were used, standard errors were calculated using the Huber-White
Sandwich variance estimator (clustered). This estimator provides robust standard errors

in the presence of violations of regression model assumptions (i.., heteroskedasticity
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and serial correlation). The technique is suitable when panel data have a large number

of subjects (i.e., firms), but a small number of observations per subject.

Table 6.1 reports four regression models: the first model omits both year and industry
dummy variables; model 2 introduces only the year dummy variables; model 3
incorporates only the industry dummy variables; and model 4 includes both year and
industry dummy variables. The purpose of presenting four different models is to
examine whether the relationship between leverage and family control (and other
control variables such as tax position, profitability, size, business risk, growth
opportunity, asset tangibility and age) are due to coinciding trends or industry specific

factors.

Table 6.1: Pooled Regression Resuits for Leverage

Variable Meodel 1 Model 2 Model 3 Model 4
1) 2) 3 4)
Family control 0.0639 %+ 0.0639%** 0.0394** 0.0394%*
(3.67) (3.66) (2.24) (2.29)
Effective tax rate 0.0084 %% 0.0084 %> 0.0069** 0.0070%*
Q717 (2.74) (2.48) (2.45)
Profitability -0.0339%%* ,0334 %% -0.0352% %+ 0.0347%**
(-2.98) (-2.89) (-3.19) (-3.10)
Firm size 0.0200Q4** 0.0289%** 0.022(*** 0.0219%**
8.61) (8.59) (6.26) (6.24)
Growth opportunity ~0.0[83%#* Q.01 84n** -0.0194%%+ 0.0195%%*
(-7.40) (-7.38) (-7.69) (-7.66)
Business risks -0.0001** -0.0001 ** -0.0001** -0.0001**
(-2.01) (-2.00) (-2.30) (-2.29)
Asset tangibility 0.2324 %+ 0.2327%** 0.2347%** 0.2350%**
(8.82) (3.81) 9.21) (9.20)
Firm Age -0.0041 -0.0046 -0.0037 -0.004 1
{-0.54) (-0.59) (-0.51) {-0.56)
Industry Dummy No No Yes Yes
Year Dummy Yes Yes No Yes
R? 4.23 0.23 0.28 0.28

*+* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

The coefficient on family control is a key variable of interest. Hypothesis 1 is accepted

if the coefficient on family control is positive and statistically significant. That is, a
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positive sign for the coefficient on family control indicates that family controlled firms

in Australia employ higher levels of debt than their non-family counterparts.

As expected, the coefficient estimates for family control is positive in all four models
and significant at the one percent level (for models 1 and 2) and at the five percent level
(for models 3 and 4), suggesting that the impact of family control on leverage remains

robust even after controlling for industry and coinciding trend effects. In particular,

Table 6.1 shows that family firms, on average, use about 20 percent'® more debt in their

capital structure than non-family firms.

Overall, the results provide strong support for Hypothesis 1. That is, Australian family
firms use more debt, indicating that the families’ desire to use debt as a means of
concentrating voting power outweighs the families’ desire to use debt as a means of

reducing bankruptcy risk.

The positive association between family control and leverage are consistent with Harris
and Raviv's (1988) and Stwultz’s (1988) theory. They argue that debt is used as a device
that allows current owners to retain control of their firm. New =quity reduces the
percentage of the fimm’s equity capital controlled by the original owners, but debt

financing avoids this dilution effect.

Harris and Raviv (1988) and Stulz (1988) suggest that the entrenchment motives cause
controlling shareholders to increase leverage in order to inflate the voting power of their

equity stakes and to reduce the possibility of takeover attempts. Families are averse to

' Following Anderson and Recb (2003b), this figure was calculated in the following manner: the Family
Control cocfficient estimate is divided by the average market value of leverage for the entire sample (i.e,
0.04/0.2 = 20%).
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takeovers for two reasons: first, takeover leads to a loss of personal benefits derived

from being in control; second, it expropriates quasi-rent from family firm-specific

human capital. Therefore, families try to insulate themselves from the possibility of

takeover by increasing leverage.

Even without the threat of takeover, families still choose debt over equity because
equity financing could introduce into the corporation new large shareholders who might
threaten the family’s dominance. In their seminal study on ownership around the world,
LaPorta er al. (1999) calculate the probability that controlling family shareholders are
single, and find a high probability of families in Australia as single controlling
shareholders. These results are also consistent with a recent survey into the financial
affairs of UK. family companies conducted by Poutziouris et al. (2002). The survey
shows that the most important factor that deters family firms from raising external

equity capital is the dilution/loss of ownership and management control.

Interestingly, the impact of family control among Australian firms is similar to that
experienced by firms in Thailand (Wiwattanakantang, 1999). Due to weaker investor
protection, family firms in Thailand have a stronger desire to consolidate control and
therefore use more debt (Claessens and Fan, 2002). Similarly, the above results indicate
that Australian family firms use more debt than non-family firms. However, the result is
contrary to Claessens and Fan’s (2002) property rights argument. They predict that
family firms in a country with strong investor protection (such as Australia) should have
a weaker desire to control and therefore Australian family controlled firms should

employ lower leverage.




Chapier 6 Leverage

The leverage decisions of family firms in Australia are perhaps more consistent with the
argument propounded by Bebchuk (1999), who provides a private benefits ¢ control
hypothesis. Bebchuk suggests that comparatively large private benefits of control are
likely to exist in family controlled firms. With high private benefits of control, family
firms are motivated to maintain control and therefore employ more debt to consolidate

their voting power.

Table 6.1 shows that most control variables reflect signs in the predicted direction. That
is, leverage is negatively related to profitability, growth opportunity and business risk,
but positively related to effective tax rate, firm size and asset tangibility. The table also
indicates an insignificant impact of firm age on leverage. Overall, the results indicate
strong support for the tax, financial distress, and agency explanations, but little support

{or the information cost hypothesis.

A positive association between effective tax rate and leverage support Twite's (2001)
argument and empirical findings. He argues that the value of $1 of equity income
distributed via franked dividends and capital gains has a higher value than $1 of debt
income due to the taxing of realised capital gains. The effective tax rate determines the
level of unfranked dividend. That is, a lower effective tax rate leads to a higher
proportion of income available as unfranked dividends. Given that the levels of
unfranked dividends determine the preference to equity financing, firms with lower

(higher) effective tax rates experience a higher proportion of equity (debt).

Predictions from the agency perspective are generally supported in this study. First, the
market to book value ratio (proxy for growth opportunity) is negatively related to

leverage. Myers (1977) proposes that companies whose value consists primarily of
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investment opportunities are likely to find that debt financing is very costly. Without
any restrictions, such companies have more flexibility in their choice of future
investments and therefore have a tendency to invest sub-optimally to expropriate wealth
from bondholders. This argument suggests that growth opportunity should negatively

affect leverage.

Second, the negative association between business risk and leverage provide further
support for the agency hypothesis. Bodie and Taggart (1978) argue that firms with
higher business risk are expected to have higher agency costs of debt because firms with
higher business risk are more likely to face financial disiress, an event that exacerbates
the underinvestment and asset substitution problem. One way to reduce these conflicts

of interest between debtholders and shareholders is by reducing the level of debt.

Third, the positive association between firm size and leverage is also consistent with
agency theory. Pettit and Singer (1985) argue that firm size can also be used to proxy
the agency problem. That is, smaller firms tend to have a higher proportion of growth
opportunities and therefore are more likely to face potential conflicts of interest between
shareholders and bondholders such as risk shifting and claim dilution. To reduce the

potential agency cost of debt, smailer firms borrow less.

Table 6.1 shows that the greater the proportion of tangible assets (measured as net
property, plant and equipment to sl assets), the higher the leverage. This result
provides support for the financial distress explanation. If a large fraction of a firm’s
assets are tangible, then assets should serve as collateral. In addition, assets should
retain more value in liquidation. As a result, firms with higher proportions of tangible

assets can borrow more (Rajan and Zingales, 1995). Further support for the financial
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distress explanation comes from the negative coefficient between business risk and
leverage. Business risk exacerbates the probability of financial distress. Firms with
uncertain operating income have a higher probability of experiencing financial distress,
which suggests that the association between business risk and leverage should be

negative.

The coefficient on firm size is positive and statistically significant. In addition, firm age
seems not to influence decisions related to the level of debt. The directions for these two
variables are contrary to predictions of the asymmetric information hypothesis.
However, the information cost explanation receives strong support from the impact of
profitability on leverage. Consistent with the pecking order theory, profitability is
negatively relaied to leverage. The theory maintains that profitable firms borrow less
because these firms have more internal funds available, whereas less profitable firms

require external financing and consequently accumulate debt.

6.3 Alternative Estimation Technigues

The regression models in Table 6.1 do not address the possibility that a spurious
relationship might exists between family control and leverage because of the lack of
inciusion of unmeasured explanatory variables that affect firm behaviour. Omitting
these variables results in biased estimates and thus panel data regression techniques

were used to deal with this problem (Kennedy, 2003).

Econometricians argue that the impact of unobserved variables on the dependent
variable can be accommodated by introducing a different intercept for each subject (i.e.,

firm). There are two methods of modeling different intercepts for each cross-sectional
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unit (Kennedy, 2003). The first method is to model a dummy variable for each firm,
which results in a fixed effects estimator. However, fixed effects models have two
drawbacks: first, by implicily including a large number of dummy variables, the
degrees of freedom are decreased significantly, second, the estimation process

eliminates all explanatory variables that do not vary within each subject.

A second method is to treat different intercepts for each subject randomly, thereby
including the intercept as a component of the error term. A random effects estimator is
used in this study since fixed effects estimators are unable to deal with time invariant
variables (coefficient estimates based on this method are reported in column 1 of Table

6.2).

Thus the second estimation technique considered is the between estimator. The between
estimator uses time-series means for each variable by firm. By running the regression
model in a single cross-section, the problem of serially correlated errors is eliminated.
This regression model preser *= the dispersion across firms, but exploits no time-series
variation in the observation (B: stay and Smith, 1995b). Because the between estimator
averages the variable’s observations, it reduces bias caused by measurement error

(Kennedy, 2003). The corresponding results are presented in column 2 of Table 6.2.

A censored (tobit) regression was also employed as there are a significant proportion of
leverage observations that take on the values of zero (23%). The regression estimates

based on the tobit regression are presented in column 3 of Table 6.2.
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Table 6.2 Panel Data Regression for Leverage
Variable Kandom Effects Between Estimator Tobit
(Random Effects)
1) (2) {3

Family control 0.0308*** 0.0342%* 0.0576%**
2.61) (2.29) (3.35)

Effective tax rate 0.0036* 0.0152 0.06037
{1.66) (1.21) (1.39)

Profitability -0.0355% %+ 0.0420** ~0.0505***
(-6.08) (-2.41) (-6.23)

Firm size 0.028(*** 0.0175%** 0.0425%**
(10.42) (4.60) {11.22)

Growth opportunity -0.0102%*= -0.0335%* ~0.0139%**
(-7.96) (-7.03) (-7.86)

Business risks -0.0001 -0.0001* -0.0001
(-0.98) (-1.71) -L1D

Asset tangibility D.1397%%* 0.2665%%* 0.1868%*+
(9.68) (9.04) (9.42)

Firm Age -0.0032 -0.0068 -0.0032
(-0.46} (-0.92) (-043)

Industry dummy Yes Yes Yes

Year dummy Yes No Yes

R? 0.26 0-25

*** significant at the 0.01 level
**  significant at the 0.05 level
¥ significant at the 0.10 level

The results resented in section 6.1 are still applicable when panel data regression
methods are used to estimate the leverage equation. In particular, the regression
coefficients of both family control and other control variables in Table 6.2 do not vary
substantially when compared to those reported in Table 6.1. Overall, the positive
association beiween family control and leverage remains robust even when the problem
of unobserved variables and restricted distributions of the dependent variabie are

addressed.

Agrawal and Nagarajan (1990) compare managerial and ownership characteristics of a
sample of all equity firms (i.e., firms that do not use long-term debt) and a contro}
sample of levered firms in the U.S. They found that managers of all-equity firms have
significantly larger stockholdings than managers of similar-sized levered firms in their

industry. More importantly, they also found greater family involvement in afl-equity
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firms. They maintain that the manager's choice not to use debt is aimed at reducing

bankruptcy risk.

Following Agrawal and Nagarajan, this study also examines the probability of family
firms using debt. As the dependent variable is a dummy variable; one if firms use
interest bearing debt and O if firms bave no debt, a logistic regression is employed
(Table 6.3 reports the logit results). Two estimation methods were used: a pooled
logistic regression with a Huber-White Sandwich variance estimator (clustered) and a

random effects logistic regression.

Table 6.3 Logistic Regression for Leverage

Variable Logistic regression Logistic regression
{Huber-White) {Random effecis)
(1) (2)
Family control 0.5803** 1.024 %%+
(2.55) (2.9%)
Eflective tax rate 0.0801 0.0176
(1.14) (0.18)
Profitability -0.1050 -0.3054%*
{-1.013 {-1.95)
Firm size 0.5235%%+ [.0425%**
(9.28) {11,40)
Growth oppoertunily -0.0029 0.0337
-0.10) 097
Business risks -0.0004%* -0.0010
(-2.14) {-1.16)
Asset tangibility 2.3610%** 3.4553% 0
(6.10) (7.50)
Firm Age 0.0701 0.2381
(0.61) (1.19)
Industry Dummy Yes Yes
Year Dummy Yes Yes

*** significant at the 0.01 level
**  significant at the Q.05 level
*  significant at the 0.10 level

Table 6.3 reports that the coefficients of family control are both positive and statistically
significant. The results show that family firms are more likely to use debt than non-

family controlled firms. The results are contrary to Agrawal and Nagarajan’s findings,
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who report a negative association between family control and the likelihood of using
debt. However, the results support the findings presented in section 6.1, that is, family
firms in Australia use higher levels of leverage to protect their high private benefits of

control and firm-specific human capital.

6.4 Alternate Measures of Leverage

The proxy for leverage used *n section 6.1 is the ratio of long-term debit to total capital.
In this section, three alternative measures of debt maturity are examined for robustness.
First, total assets (instead of total capital) is used as a deflator of the dependent variable.
Second, leverage is measured as total liabilities to total capital and third, as total
liabilities to total assets. Huang and Song (2002) argue that liabilities are a steady part
of the company’s assets and are used extensively as a means of financing, and therefore

can be used to measure leverage.

The regression estimates for each alternative measure of leverage (i.e., total debt to total
assets, total liabilities to total capital and total liabilities to total assets) are presented in
Panels A, B and C of Table 0.4 respectively. For each alternative measure of leverage,
four regressior “echniques are reported: a pooled regression model in which standard
errors are adjusted using the Huber White Sandwich Estimator (clustered) for variances
(column 1); the random effects estimator model (column 2); the between estimator

model {column 3), and; the censored (tobit) regression model (column 4).
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Table 6.4 Regression Estimates for Alternative Measures of Leverage
Panel A: Total interest bearing debt / total assets
Variable Pooled Random Effects Between Tobit (Random
Regression Estimator Effects)
(Huber-White)
{I) (2) (3 {4)
Family control 0.0448* 0.0484** 0.0455** 0.092] #**
(1.78) (2.12) (1.97) (3.61)
Effective tax rate 0.0007 0.0006 -0.0023 0.0001
(-0.61) (0.16) {-0.12) (0.03)
Profitability -0.0940%* -0.1018%** -0.0300 -0.1130%**
(-2.35) (-8.63) (-1.12) (-8.84)
Firm size 0.0232%* 0.0216*** 0.0198%** 0.0436%**
(4.25) (4.88) (3.45) (9.08)
Growth opportunity 0.0232* 0.0214%*»* 0.0279%++ -0.0156***
(1.86) (8.66) (3.87) (6.04)
Business risks -0.0001 0.0001 -0.0001 -0.0001
-1.37) ©0.11) (-0.65) (-0.17)
Asset tangibility 0.2386%** 0.1656%** 0.2593 %4+ 0.2267***
(5.46) (6.29) (5.82) (8.47)
Firm Age -0.0036 -0.0044 -0.0091 -0.0089
(-0.40) (-0.41) (-0.81) (-0.78)
Industry dummy Yes Yes Yes Yes
Year dummy Yes Yes No Yes
R? 0.10 0.10 0.07
Panel B: Total liabilities / total capital
Variable Pooled Random Effects Between Tobit (Random
Regression Estimator Effects)
{Huber-White)
(1) (2) 3 4
Family control 0.0484*** 0.0494 % ** 0.0432%*+ 0.0645%+*
(2.65) (3.11) (2.73) (4.55)
Effective tax rate 0.0110%** 0.0061 *** 0.0248* 0.0050***
(4.88) (2.73) (1.89) (2.63)
Profitability -0.0401 **+* -0.0535%** -0.0446%* -0.0522%**
(-3.67) (-8.85) (-2.46) (-8.95)
Firm size 0.0253**+ 0.0305%** 0.0192%»% 0.0282%%x*
(6.96) (10.92) (4.88) (12.02)
Growth opportunity -0.0343%*> <0.0220% ¥+ -0.0534%+* -0.0216%**
-9.27) {-16.58) (-10.80) (-17.46)
Business risks -0.0001** -0.0001 -0.0001 -0.0001
(-2.05) (-0.72) (-1.49) (-0.59)
Asset tangibility 0.2293+%* 0.1395*»=* 0.2523* 0.136]1%**
(8.85) (9.33) (8.25) (9.52)
Firm Age 0.0083 0.0121* 0.0048 0.0068
{1.05) (1.65) {0.62) (0.98)
Industry dumimy Yes Yes Yes Yes
Year dunimy Yes Yes No Yes
R’ 0.36 0.35 031

*** significant at the 0.01 level
** significant at the 0.05 level
*  significant at the §.10 level
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Panel C: Total liabilities / total assets
Variable Pooled Random Effects Between Tobit (Random
Regression Estimator Effects)
{Huber-White)
(1) (2) 3) 4)
Family control 0.1138%* 0.1109%** 0.1020%** 0.1355%%
(2.29) (3.08) (2.80) (3.52)
Effective tax rate 0.0108%** 0.0089 0.0152 0.0085
2.8 (1.05) 0.51) {0.96)
Profitability -0.3214%% -(.3469%** -0.1172%%* ~0.3455%%*
{-2.63) {-15.98) (-2.81) (-15.30)
Fimm size 0.0308 %= 0.0196%** 0.0208%* 0.0096
(2.53) (2.63) (2.29) (119}
Growth opportunity 0.0372%+ 0.0359**x* 0.0461 *** 0.0402%%*
(2.43) (7.44) (4.06) (8.04)
Business risks 0.0001 0.0001 -0.0001 0.0001
(0.70) (0.75) (-0.01) {091)
Asset tangibility 0.368]*** 0.3543%+* 0.3202%** 0.37313%*
(4.25) (7.38) (4.68) {(741)
Firm Age 0.0208 0.0267 0.0056 0.0377%
(1.36) (1.53) {0.32) 20D
Industry dummy Yes Yes Yes Yes
Year dummy Yes Yes No Yes
R? 0.14 0.14 0.06

**k gignificant at the 0.01 level
** significant at the 0.03 level
*  significant at the 0.10 level

The results presented in Table 6.4 are quantitatively and gualitatively similar to the

resuits reported in Table 6.1. Regardless of which leverage proxy and estimation

techuique was used, the family control coefficient estimates are consistently positive

and statistically significant, providing strong support for Hypothesis 1.

6.5 Leverage of Mining and Industrials Firms

Bebchuk (1999) argues that some industries have larger private benefits than other

industries and that these private benefits increase the shareholder’s desire to maintain

control. Lamba and Stapledon {(2001) point out that the mining industry has higher

private benefits of control compared to firms in the industrials sectors. They argue that

the inherent mature of mining operations provide relatively more opportunities for

controlling shareholders to engage in self-dealing transactions and to take up corporate

business opportunities. These arguments suggest that family firms in the mining
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industry use debt as a means of consolidating voting power more extensively, compared

with family firms in non-mining industries.

To test this hypothesis, the entire sample is divided into two groups: Mining and
Industrials. Then equation 1 is re-estimated for each group. The Mining sector includes
ASX industry codes designated 1 to 4, whereas the Industrials sector includes ASX
industry codes designated 5 to 23. The distribution of firms in each sector is presented
in Table 5.1. There are 331 firms operating in the mining sector compared to 525 firms
classified as industrials. Table 6.5 shows results for the determinants of leverage

between the mining and the industrials sectors.

Table 6.5: Impact of Family Control on Leverage by Industry

Variable Pooled Regression Random Effects Between Estimalor
{Huber-White)

Mining  Industrial  Mining  Industrial _ Mining  Industrial

) 2 (£)] 4 5) 6

Family control 0.0576**  0.0294 0.0609%**  0.0330* 0.0638*** 0.0192
(2.06) (1.44) (2.72) (1.70) (2.83) (0.98)
Effective tax rate 0.0011 0.0087*+  -0.0027 0.0067**  0.0088 0.0108
(0.36) (2.36) (-0.77) (2.45) 0.59) 0.64)
Profitability -0.0323+»  -0.0347 -0.0282+++  -0.0446*++ -0.0405** -0.0425
(-3.64) (-1.40) (-4.03) (-4.81) (-2.19) -1.13)
Firm size 0.0431%**  0.0142*** 0.C416%** 0.0219*** 0.0477*** 0.0099*
(8.30) (3.10 (11.78) (5.92) (8.65) (1.86)
Growth opportunity -0.0019 -0.0204*=  -0,0037** .0.0136*+ 0.0027 -0.0519%**
(-1.05) (-7.14) (-2.03) -7.71) {0.48) (-7.72)
Business risks -0.0001**  -0.0001*  -0.0001** .0.0001 -0.0002**  -0.0001
(-2.96) (-1.82) (-2.31) (-0.2%) (-3.90 (-0.67)
Asset tangibility 0.1457***  0.2606*** 0.0993*** 0.1721*** Q.16]4%** 02783%**
4.27) (7.32) (5.51) (7.68) (4.23) 6.77)
Firm Age 0.0017 -0.0072 0.0040 -0.0073 0.0053 -0.0131
0.21) (-0.69) 0.47) (-0.75) (0.58) (-1.27)
Industry dummy Yes Yes Yes Yes Yes Yes
Year dummy Yes Yes Yes Yes No No

R’ 0.32 0.18 032 0.16 0.14 0.15
**% significant at the 0.01 level :

** sipnificant at the 0.05 level

*  significant at the 0.10 level

As expected, the coefficient estimates for family controlled firms in the mining sector

are generally higher than that experienced by family controlled firms in the industrials
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sectors. These results are consistent across the different estimation techniques.
Interestingly, the coefficient estimates for family controlled firms in the industrials
sectors are only marginally significant when the random effects model is used.

Nevertheless, the results provide support to Bebchuk’s (1999) private benefits of control

hypothesis, that is controlling families in the mining sector have a stronger incentive to

concentrate voting power and thus use more debt. The results are similar when the
analyses are repeated using the book value of leverage. These results also provide
further support for the hypothesis that private benefits of control are an important

determinant in the level of debt choice.

6.6 Leverage of Small and Large Firms

Families have disproportionate amounts of their wealth invested in the firm, in the form
of financial and firm-specific human capital and are therefore relatively undiversified.
As debt increases the probability of bankruptcy, families are unwilling to increase debt
levels to their optimum level and might even seek to reduce debt levels in order to
reduce the probability of bankruptcy. Hence whilst company size is small, the
relationship between family control and debt levels should be positive. However, above
a certain size, the relationship should become negative due to increased risk aversion. If
this proposition is correct, the effect of family control on leverage will differ between
large and small firms. In particular, it is predicted that lowcr‘coefﬁcicnt estimates for
large family controtled firms will be found, due to an increase in the risk of the families’

investment.

To capture this size effect, the sample was divided into two groups: larger firms, which

comprised the top 25 percent firms in terms of their market capitalisation and smaller
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firms, which comprised the remainder of the sample. Market value of leverage (i.e.,
total debt / total capital) is used as the dependent variable. Table 6.5 compares the

determinants of leverage between larger and smailer companies.

Table 6.6: Impact of Family Control on Leverage by Size

Variabie Pooled Regression Random Effects Bet{ween Estimator
{Huber-White)

Small Large Small Large Small Large

1 2) 3) 4 (5) (6)

Family control 0.0518**  0.0109 0.0535**  0.0104 0.0423**  0.0217
(2.46) 041 (2.93) ©.41) (2.29) (0.84)
Effective tax rate 0.0075**  0.0058* 00023 0.0017 0.0097 0.0148
(2.00) (2.24) (0.93) (0.41) (1.00) 0.97)
Profitability -0.0317¢+s 03663+«  -0.0289+«¢  -02379+»+ 0.037]1*  -0.3617*+*
(-2.89) (-4.71) (-4.90) (-5.38) (-1.97) (-3.26)
Firm size 0.0339***  0.0029 0.0291%** 0.0133*  0.0335*** 0.0073
(4.73) (0.46) (6.61) (2.12) (3.47) (0.93)
Growth opportunity -0.0121%++  -0.0577>** -0.0069+*+ -0.0483+»+ -0.0236%*+ -0.0719%**
(-5.85) (-3.21) (-5.47) (-9.17) (-4.47) (-6.34}
Business risks -0.0029*  -0.0001 -0.0010 -0.0001 -0.0033 -0.0001
(1.79) (-0.78) (-0.81) (-0.69) (-1.39) (-0.17)
Assel tangibility 0.2074***  0,1971%**  ©.1348%%*  0,0806%+* 0.2305*** (.2420%*«
(6.69) (4.43) (8.24) .77) (6.23) (5.34)
Firm Age -0.0015 -0.0044 0.0014 -0.0051 -0.0072 -0.0038
(-0.18) (-0.37) (0.16) (-0.48) (-0.74) (-0.34)
Industry dummy Yes Yes Yes Yes Yes Yes

Yzear dummy Yes Yes Yes Yes No No

R 0.26 0.19 0.25 0.17 0.24 0.14

**+ significant at the Q.01 level
**  significant al the 0.05 level
*  significant at the 0.10 level

Table 6.6 shows that the direction and significance of the coefficients for the control
variables are similar for both groups and for the entire sample. The coefficients for
larger family controlled firms are all positive across the different estimation techniques.
However, the coefficients are not statisticaily significant, indicating that larger family
and non-family firms have similar debt ratios. These results are consistent with those
reported by Anderson and Reeb (2003b), who studied the S&P 500 industrial firms in
the U.S. They found that family firms use similar levels of debt relative to non-family

firms.
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In contrast, the coefficients for smaller family controlied firms are all positive and

statistically significant at the 5 percent levels. The resulis suggest that smaller family

firms use relatively more debt in their capital structure compared to their non-family

counterparts. This evidence is consistent with the view that smaller family firms have a
weaker incentive to use debt as a means of reducing firm risk, but have a stronger

meotivation to use debt as a means of consolidating voting power.

The above analysis uses the top 25 percent percentile as a cut off point 10 delineate
larger and smaller firms. The choice of 25 percent cut off point is rather arbitrary. To
ensure robustness of the results, the analyses are repeated using the 30 percent, 40
percent and 50 percent cut off points. The sensitivity analysis shows that the coefficients
for larger family controlled firms are consistently lower than those for smaller firms and
therefore do not affect the conclusions previously drawn. Also, the results are similar

when repeated using the book value of leverage.

QOverall, the size effect analyses indicate that the families’ strong desire to use debt as a
means of concentrating control is especially pertinent for smaller firms. When
companies become larger, the families’ desire to use debt as a means of reducing
bankruptcy risk becomes stronger because financial and human capital at stake

increases significantly.

6.7 Additional Robustness Tests

The analyses in previous sections indicate that regression estimation results are robust to
alternative measures of leverage and alternative estimation techniques. In this section,

several additional sensitivity analyses similar to those reported by Anderson and Reeb
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(2003b) are conducted. Specifically, equation 1 was re-estimated using different
alternative dependent and independeat variables. The impact of influential observations
and survivorship bias were also addressed. In general, robustness analyses suggest that

the results reported above are insensitive to various alternative specifications.

First, alternative proxies for explanatory variables were used. For example, total
revenue or total market capitalisation were used as a measure of firm size or as a
denominator of the non-debt tax shield and the profitability vartables. In general, the

results did not change materially.

Second, two digit ASX Industry Classifications were used (instead of mining versus
industrials) to control for industry differences. Although the number of observations in
some two digit ASX Industry Classifications such as diversified resources,
infrastructure and utilities, alcohol and tobacco, chemicals, paper and packaging, and

transport are relatively small, similar results to those reported in Table 6.1 are found.

Third, the probability of survivorship bias was examined by estimating a regression
model using a subset of firms that are listed as active on the Australian Stock Exchange
during the period of analysis (i.e., delisted firms were excluded). The results are

consistent with the analysis when delisted firms were included in the estimation.

Finally, sensitivity of the results in the presence of outliers and influential observations
were examined by truncating the largest one to five percent levels for each tail of the
distribution for the model variables. The resuits are generally consistent with the earlier

analyses,
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6.8 Chapter Summary

The combination of undiversified family holdings and comparatively large private
benefits of control suggest that family shareholders are more likely to have a stronger
incentive to reduce bankruptcy risk while maintaining control. These unique incentives
have opposing effects on leverage decisions. On the one hand, the desire to concentrate
voting power motivates families to use more debt. On the other hand, the desire to

reduce bankruptcy risk motivates families to use less debt.

The evidence provided in this chapter shows that family controlled firms in Australia
have higher levels of leverage than their non-family counterparts, suggesting thai the
families’ incentive to use debt as a means of concentrating their voting power outweighs
their incentive to use debt as a means of reducing bankruptcy nsk. The result is
consistent with the view that comparatively large firm-specific human capital and
private benefits of control are likely to exist in family controlled firms. Further analyses
show that the desire to use debt to concentrate voting power is stronger for smaller

family firms and family firms operate in the mining sector.
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CHAPTER 7
IMPACT OF FAMILY CONTROL ON DEBT STRUCTURE

7.1 Introduction

The previous chapter (Chapter 6) examined the impact of family control on leverage.
This chapter demonstrates that the family’s incentive to protect private benefits of
control and firm-specific human capital dictate the choice of debt over equity. However,

debt can take a number of forms. It can be secured or unsecured (i.e., debt priority

structure), short-term or long-term (i.e., debt maturity structure), privately placed or

held by widely-dispersed public investors (i.e., debt mix), and so on. Due to Australian
data availability constraints, this study focuses on two debt structure decisions: debt

maturity and leasing decisions (which represent priority structure of debt).

Results from the empirical testing of Hypotheses 2 and 3 are discussed and the chapter
is divided into the following two main sections: the first section (Section 7.2.) reports
results of the relationship between family control and debt maturity (i.e., Hypothesis 2)
while the second section (Section 7.3) discusses the association between family control

and leasing (i.e., Hypothesis 3).
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7.2 Impact of Family Control on Debt Maturity

7.2.1 Pooled Regression Results

Hypothesis 2 proposed in section 3.4 states that family controlled firms will utilise
longer debt maturity more than non-family controlled firms. The regression equation to

test this hypothesis takes the form:

Debr Maturityy = fp + By Family Control; + 8 Term Structure of
Interesty + P Growth Opportunityy, + Py Firm Size; + fs Asset
Marurity, + [ Firm Age;, + 5 Business Risky + [fs Industry Dummy;,
+ fo Year Dummies + & (2)

The proxy for debt maturity used in this section is the proportion of long-term debt to
total debt. This measure has been used by Titman and Wessel (1988). In section 7.2.3,

three alternative proxies for debit maturity are ziso examined.

The procedures used to test the association between family control and debt maturity are
generally similar to those used in the case of leverage. That is, a two-way fixed effects
(i.e., industry and year fixed effects) model is used in the regression analysis. In
addition, the Huber-White Sandwich variance estimator (clustered) are used to provide

robust standard errors in the presence of heteroskedasticity and serial correlation

Table 7.1 reports four regression models: the first model omits both year and industry
dummy variables; model 2 introduces only the year dummy variables; model 3
incorporates only the industry dummy variables; and model 4 includes both year and

industry dummy variables. The purpose of presenting four different models is to
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examine whether the relationship between debt maturity and family control are due to

coinciding trends or industry-specific factors.

Table 7.1 Pooled Regression Estimates of Debt Maturity Model

Variable Model 1 Model 2 Model 3 Model 4
(1 (2) &)} 4)
Family control 0.0419%*+ 0Q.04]19%+* 0.0203%+ 0.0203 %+
(3.46) (3.46) (2.32) 2.3
Term  structure  of 0.0007 0.0042 0.0006 0.0043
interest (0.28) (0.88) (0.26) (0.91) ;
Growth opportunity -0.005]1 %= ~0.005]*** -0.0057*** -0.0057*** !
(-3.42) (-3.42) (-3.81) -3.81) '
Firm size 0.0257%*+* 0.0256%** 0.0220%** 0.0219%**
{10.38) (10.35) (8.3%) (3.29)
Asset maturity 0.1997**x (0.1997 %%+ 0.2008*** 0.2008 ***
(10.67) (10.65) {10.98) {10.96)
Age -0.0027 -0.0026 -0.0025 -0.0024
(-0.50) (-0.47) (-0.47) (-0.44)
Business risk -0.0001%* ~0.0001%* -0.0001** -0.000]1** j
{(-2.07 (-2.08) (-2.26) (-227 :
Industry Dummy No No Yes Yes -.
i,
Year Dummy No Yes No Yes '
R’ 0.28 0.28 0.30 0.30

*4* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

The primary variable of interest in this study is §; (family control), which indicates
whether differences in debt maturity decisions exist between family and non-family
firms. A positive coefficient estimate indicates that family firms tend to choose longer
debt maturity than non-family firms. As expected, the coefficient estimates for family
control is positive in all four models and significant at the one percent level (for models
1 and 2) and at the five percent level (for models 3 and 4), suggesting that the impact of
family control on debt maturity remains robust even after controlling for industry and
coinciding trend effects. Overall, the results provide strong support for Hypothesis 2

and are consistent with Diamond’s (1991) liquidity risk theory.
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Diamond (1991) incorporates liquidity risk into a model of debt maturity choice and
finds that there is a traceoff when firm owners/managers make such a decision. He
argues that although short-term debt is used by firms to avoid locking in their financing
costs with long-term debt (i.e., short-term debt allows for a reduction in bOrrowing costs
when a firm receives good news and the debt is refinanced), it also provides liquidity
risk. In other words, a firm’'s failure to obtain refinancing could force it to liquidate
despite the fact that continuation of the firm is the optimal strategy. This sub-optimal

liquidation represents the cost of short-term debt.

Even if this extreme outcome (i.¢., liquidation) is not realised, short-term debt can still
result in a loss of project rents if such debt requires refinancing at an overly high interest
rate (Titman, 1992; Froot et al., 1993). Firms might experience significant indirect costs
(e.g. loss of customers and distraction of management) due to financial distress when
they lose access to attractively priced credit (Guedes and Opler, 1996).Thus the
refinancing risk of short-term debt can motivate firms to lengthen the maturity of their

debt.

Finnerty and Emery (2001) argue that the firm’s attitude towards risk affects its
philosophy about financing policy, including the choice between short-term versus
long-term debt. Firms whose shareholders are not well diversified, as is often the case
with family-controlled companies, frequently choose a relatively higher proportion of
long—term debt financing. By doing so, family firms minimise the risk of refinancing
short-term debt and avoid inefficient liquidation, an event that adversely affects the

families’ financial capital, human capitai, and private benefits of control.
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Results for the control variables in the regression models are generally consistent with

theory and findings in earlier research. The term structure of interest rate variable is not
significantly different from zero. This is consistent with Peirsc: er al’s (2002)
argument that any tax advantage gained from the choice of debt maturity must be
insignificant under the Australian imputation tax system. Since company tax is only a
withholding tax from the viewpoint of resident shareholders under the Australian
imputation tax system, any tax advantage gained by deferring the company’s tax

payments (as in the case of debt maturity choice) have no impact on firm value.

The agency cost explanation received strong support from the regression results
reported in Table 7.1. First, firms with stronger growth opportunities, as measured by
the market-to-book ratio, tend to issue debt of shorter maturity. The coefficient
estimates on the market-to-book ratio are negative and statistically significant in all four
models, which is consistent with Myers’s (1977) argument that growing firms can solve
the underinvestment problem by issuing debt that expires before growth options are to
be exercised (i.e., short-term debt). This is also consistent with Barclay and Smith’s
(1995a) and Guedes and Opler’s (1996) empirical studies, who similarly find a negative

association between debt maturity and growth opportunity.

Second, business risk is negatively related to debt maturity. Bodie and Taggart (1978)
argue that firms with higher business risk are expected to experience higher agency
costs of debt. In other words, firms with higher business risk are more likely to face
financial distress, an event that exacerbates the underinvestment problem. If firms make
profitable future investments, only part of the net benefit will be captured by
shareholders, while the rest will accrue to bondholders. Since shareholders are unable to

reap the full benefits of additional investment, they will invest less than would

179




Chaprer 7 Debi Strucrure

otherwise be optimal. Since short-term debt can be used to reduce these problems, the
agency cost perspective suggests that borrowers in riskier businesses have an incentive

to lower agency costs by shortening debt maturity.

Third, the association between firm size and debt maturity is positive and statistically
significant in all cases. Again, this is consistent with the agency cost explanation which
argues that smaller firms tend to have higher proportions of growth opportunities (Pettit
and Singer, 1985) and therefore are more likely to face a potential conflict of interest
between shareholders and bondholders such as risk shifting and claim dilution. In order
to curtail these problems, smaller firms use shorter-term debt (Barnea et al., 1980). In
addition, Whited (1992) speculates that smaller firms are generally precluded from
accessing long-term debt markets since the proportion of their collateralisable assets to
future investment opportunities are relatively small. This suggests that a positive
association exists between firm size and debt maturity (see Guedes and Opler, 1996;

Scherr and Hulburt, 2001).

Similar to previous studies (e.g., Stohs and Mauer, 1996; Guedes and Oppler, 1996;
Scherr and Hulburt, 2001), the regression results provide strong support for the
maturity-matching hypothesis. The coefficient estimates on asset maturity are
significantly positive in all four models, suggesting that firms with longer-lived assets
use longer-maturing debt. Myers (1977) argues maturity matching ensures that debt
repayments are scheduled to correspond with a decline in the value of assets that are in
place. In addition, Stohs and Mauer (1996) explain that when the maturity of debt is
shorter than that of assets financed by debt, firms may not have sufficient cash to pay

their debt obligations when they are due. On the other hand, if debt has a longer
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maturity than assets, cash flows from assets stop while firms have remaining debt

obligations to meet.

There is little support for the signaling explanation of debt maturity choice. Due to
tnformational effects, older firms will have longer debt maturity. That is, older firms
produce more information about themselves and thus have lower levels of information
asymmetry (Sharpe and Nguyen, 1995). Therefore, the expected sign of the age variable
is positive, but coefficient estimates indicate a negative, though insignificant, resuit.
Nonetheless, a positive association between firm size and debt maturity is comsistent

with the asymmetric information prediction.

7.2.2 Alternative Estimation Techniques

Similar (o the techniques employed in the analysis of leverage in Chapter 6, three
alternative regression models are considered: the random effects model (column 1); the
between estimator model (column 2), and; the censored (tobit) regression model

(column 3).

The results presented in section 7.1 are still applicable when panel data regression
methods are used to estimate the debt maturity equation. In particular, the regression
coefficients of both family control and other control variables reported in Table 7.2 do
not vary substantially when compared to those reported in Table 7.1. Overall, the
positive association between family control and debt maturity remains robust even after
addressing the problem of unobserved variables and restricted distributions of the

dependent variable.
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Table 7.2 Panel Data Regression Estimates of Debt Maturity Model

Variable Random Effect Between Estimator Tobit (Random Effect)
(48] (2) 3

Family control 0.02068%* 0.0258*+ 0.0330**
(2.44) (239 (2.16)

Term structure of 0.0023 0.0067 0.0033

interest {0.46) {0.12) {0.44)

Growth opportunity -0.0035%** -0.0005%#+ -0.0120%**
(-3.7h) (-3.02) (-6.46)

Firm size 0.0214%%» 0.0206%** 0.04 13 %%
(i1.17) (7.96) (16.57)

Asset maturity 0.1343%** 0.2352%** 0.2164%%*
(11.85) (11.07) (12.63)

Age 0.0020 -0.0061 -0.0068
{0.40) (-1.13) (-0.95)

Business risk -0.0001 -0.0001%* -0.,0001*
{-1.27) (-2.42) (-1.70)

Industry Dummy Yes Yes Yes

Year Dummy Yes Yes Yes

R? 0.29 0.28

*%¥ significant at the 0.01 level
** significant at the 0.05 level
* significant at the 0.10 level

7.2.3  Alternative Measures of Debt Maturity

The proxy measure for debt maturity used in section 7.2 is the ratio of long-term debt to
total capital. In this section, three altemative measures of debt maturity are examined
for robustness. First, total assets (instead of total capital) is used as a deflator of the
dependent variable. Second, the duration of debt is proxied using the ratio of long-term.
debt to total debt. Scherr and Hulburt (2001) and Barclay and Smith (1995a)“ used this
measure in their capital structure research in the US. Third, debt maturity is measured

using the proportion of long-term liabilities to total liabilities. Liabilities are routinely

"' Barclay and Smith (1995a) use three-year maturity by dividing long-term debt into short-term debt.
This crilerion cannot he used in the Australian context because of limited disclosure requirements
governing debt-maturity.
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used by firms to finance investment in production and therefore, they can be viewed as a

source of finance (Stohs and Mauer, 1996)'.

The regression estimates for each alternative measure of debt maturity (i.e., long-term
debt to total assets, long-term debt to total debt, and long-term liabilities to total

liabilities) are presented in Panels A, B and C of Table 7.3 respectively.

For each alternative measure of debt maturity, four regression technigues are reported: a
pooled regression model in which standard errors are adjusted using the Huber White
Sandwich Estimator (clustered) for variances (column 1); the random effects estimator
model (column 2); the between estimator model (column 3), and; the censored (tobit)

regression model {column 4).

12 Stohs and Maver {1996) also developed a debt maturity structure measure by computing the book
value-weighted average maturity of debt, debi-like obligations outstanding and current liabilities. In order
to calculate this measure, detailed information regarding the type and maturity of each debt instrument
cutstanding in a firm's fiscal year-end is required. However, given limited disclosure requirements of
liabilities in Australian financial statements, Stohs and Mauer’s (19%96) weighted-average debt maturily
method was not possibie to compute.
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Table 7.3 Regression Estimates of Alternative Measures of Debt Maturity
Panel A: Total Long-term Debt to Total Assels
Variable Pooled Random Effects Between Tobhit
Regression Estimator (Random
{Huber-White) Effect) 3
()] 2) &)} @
Family control 0.0378* 0.0376** 0.0414** 0.1074*%
(1.66) (1.93) (2.10) (4.96)
Term  structure  of 0.0095 0.010% -0.0302 0.0132
interest (1.24) 0.95) (-0.30) (1.22)
Growth opportunity 0.0217* 0.0167*** 0.0279%** 0.0104%+#
(1.78) (8.80) (4.96) 4.87)
Firm size 0.0192%*+ 0.0137%%+ 0.0222%+* 0.0413%*
(3.16) (3.86) 4.79) (10.04)
Assel maturity 0.185 %+ 0.1540%*+ 0.2082%+* 0.2382%%x
(6.13) (6.96) (5.48) (10.19)
Age -0.0025 0.0003 -0.0066 -0.0073
(-¢.33) (0.04) (-0.68) (-0.78)
Business risk -0.0001 -0.0001 -0.0001 -0.0001
(-1.25) (-0.14) (-0.89) {(-0.76)
Industry Dummy Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes
R? 0.09 0.09 0.07
Panel B: Total Long-term Debt to Total Debt
Variable Pooled Random Effects Between Tobit
Regression Estimator {Random
(Huber-White) Effect)
) 2) ) (4)
Family control 0.0617** 0.0539** 0.0520** 0.0721**
(2.52) (2.36) (2.25) (2.03)
Term  structure  of 0.0091 0.0095 -0.0833 0.0085
interest (0.75) 0.712) (-0.70) 044)
Growth opportunity 0.0058 0.0055%* 0.0038 0.0016
(1.65) (2.38) (0.57) (0.40)
Firm size 0.0783 %% 0.0773%%% QOT792%+* 0.1258%#*
(17.20) (18.25) (14.53) (17.97)
Asset maturity 0.3595%#* 0.2937%xx* 0.401 4%+ 0.4680%»*
(10.63) {11.00) (9.01) (11.24)
Age -0.028 -0.0072 -0.0i84 -0.0215
(-1.12) (-0.67) (-1.63) (-1.25)
Business risk -0.0001** -0.0001*+ -0.0001** -0.0001**
(-2.24) (-2.02) (-2.28) (-2.19)
Industry Dummy Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes
R? 0.33 0.34 0.28

**% sionificant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level
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Panel C: Total Long-term Liabilities to Total Liabilities

Variable Pooled Random Effects Between Tobit
Regression Estimator (Random
(Huber-White) Effect)
() (2) 3) @)
Family control 0.0328* 0.0259 0.0302* 0.0350*
(1.71) (1.49) (1.73) (1.74)
Term  struciure  of 0.0029 0.0017 -0.0136 0.0060
interest (0.35) (0.19) (-0.15) (0.59)
Growth opportunity -0.01]14%+* -0.0082*+* -0.0169*** 0.0025
(-3.66) (-5.09) (-3.51) (1.13)
Firm size 0.0485%** 0.04 jQpk* 0.0499*** 0.0780%**
(12.65) (14.06) {12.78) (20.50)
Asset maturity 0.3722%*% 0.279] *** 0.4283%** 0.3059%+*
(13.70) (14.76) (13.10) (12.84)
Age -0.0040 0.0045 -0.0130 -0.0111
(-0.48) (C.56) (-1.53) (-1.06)
Business risk -0.0001* -0.0001 -0.0001 -Q.0001*
(-1.68) (-0.38) (-1.34) (-1.69)
Industry Dummy Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes
R? 0.30 0.30 0.30

*+* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

Regardless of which debt maturity proxy and estimation technique was used, the family
control coefficient estimates are consistently positive and statistically significant,
providing further support for Hypothesis 2. In addition, for almost all models the control
variables’ influence on debt maturity decisions are quantitaiively and qualitatively

similar to the results reported in Table 7.1.

7.2.4 Firm Credit Quality and Debt Maturity

Diamond (1991) develops a mode! related to the relationship between firm quality and
debt maturity. He argues that although short-term debt can be used by firms to avoid
locking their financing costs with long-term debt, it also provides liquidity risk (i.e., risk

of the borrower being forced into inefficient liquidation because refinancing is not
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available). This tradeoff leads to a non-monotonic relationship between firm quality

and the choice of debt maturity.

High credit quality firms face little liquidity risks and therefore prefer to choose shorter
term debt to reduce borrowing cosis when a firm receives good news or when the debt is
refinanced. Low rated borrowers have no choice but to choose shorter-term debt
because they have insufficient cash flow to support long-term debt. In contrast,
borrowers with intermediate ratings will tend to issue longer term debt because they
face higher liquidity risk than higher rated firms. These arguments suggest that firm

credit quality is not linearly relaied to debt maturity.

Johnson (2003) used firm size as a proxy for firm credit quality. That is, he assumes that
larger firms have better credit quality. To accommodate the possibility of a non-
monotonic association between firm quality and debt maturity, equation 2 (i.c., debt
maturity equation) is re-estimated by adding the square of firm size as the independent
variable. Diamond’s non-linearity theory is supported if firm size is negatively related

to debt maturity, whereas the impact of the square of firm size should be positive.
Table 7.4 reports regression results for the debt maturity equation, which includes the
square of firm size as the independent variable. Similar to procedures reported in

previous sections, three methods are used: a pooled regression with the Haber-White

Sandwich variance estimator (clustered), random effects, and between estimators.
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Table 7.4 Non-linearity in Debt Maturity Regression Results
Variable Pooled Repression Random Effects Between Estimator
{(Huber-White)
&) (2) 3)
Family control 0.0313** 0.0306%** 0.0277++*
(2.49) (2.78) 2.52)
Term  structure  of 0.0032 0.0032 0.0074
interest (0.61) (0.61) {0.13)
Growth opportunity -0.0052%** -0.0052%** -0.0]23%x=
(-5.24) (-5.24) (-3.69)
Firm size -0.0708*** -0.0708*** -0.0576*
(-3.87) (-3.87) (-1.82)
Firm size squared 0.0026**+* 0.0026%+* 0.0021**
(5.08) (5.08) (2.49)
Asset maturity 0.1342%%=* 0.1342%+* 0.2379%+%+
(11.88) (11.88) (11.21)
Age -0.0013 G013 -0.0075
(-0.27) (-0.27) (-1.39)
Business risk -0.0001** -0.0001**+* -0.000] ***
(-2.56) 2.56) (-3.28)
Industry Dummy Yes Yes Yes
Year Dummy Yes Yes Yes
R’ 0.30 0.29 0.28

*** significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

As can be seen from Table 7.4, firm size and the square of firm size have significant

negative and positive coefficients respectively. This pattern of coefficients is consistent _ f_

with Johnson’s (2003) findings and supports Diamond’s non-linearity argument, that is,

low and high credit quality firms borrow short-term while intermediate quality firms

borrow long-term.

It should be noted that even after taking into account the non-linear relationship in the

debt maturity equation, the impact of family control and other control variables

presented in Table 7.4 are similar to the results reported in Table 7.1.
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7.2.5 Additional Robustness Checks

The analyses in the previous sections indicate that regression estimation :isuils are
robust to alternative measures of debt maturity and alternative estimation techniques.

Several additional sensitivity analyses were conducted and are reported in this section.

First, alternative proxies for the explanatory variables are examined. For example,
instead of total assets, total revenue or total market capitalisation are used as measures
of firm size or as a denominator of the non-debs tax shield and profitability variables. In

general, the results do not change materially.

Second, a two digit ASX Industry Classificit.on is used as an alternative means to
control for industry differences. Although the number of observations in some two digit
ASX Industry Classifications such as diversified resources, infrastructure and utilities,
alcohol and tobacco, chemicals, paper and packaging, and transport are relatively small,

the results are nevertheless similar to those reported in Table 7.1.

Third, the possibility of survivorship bias is examined by estimating the debt maturity
model ‘1sing a subset of firms that are lis.:d as active on the Australian Stock Exchange
during the period of analysis (i.e., delisted firms are excluded). In additica, the
sensitivity of regression results in the presence of outliers and influential observations
are tested by truncating tﬁe largest one to five percent levels for each tail of the
distributions for the model variables. Again, the results are generally consistent with

earlier analyses.
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Overall, the results presented in Section 7.2 provide strong support for Hypothesis 2.
that is, family firms tend to choose longer debt maturity to avoid the possibility of

inefficient liquidation and refinancing risk of short-term debt.

7.3 Impact of Family Control on Leasing

7.3.1 Pooled Regression Results

Hypothesis 3 proposed in section 3.5 states that family controlled firms will have a
higher proportion of leasing than non-family controlled firms. The regression equation

to test this hypothesis takes the form:

Lease Sharey = By + i Family Control; + B, Effective Tax Rate; +

Bz Growth Opportunity, + f4 Firm Sizey + fs Asset Tangibility; +

Ps Firm Agey + f7 Liquidity, + s Industry Dumnty; + o Year

Dummies + & 3)
The proxy for leasing uced in this section is the proportion of total lease (i.e., present
value of operating lease — using average borrowing rate plus financial lease assets) to
total capital. In section 7.3.3, three alternative proxies for leasing are also examined.
The procedures used 10 test the association between family control and leasing are

generally similar to those in the case of leverage and debt maturity, and therefore will

not be explained here.
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Table 7.5 Pooled Regression Estimates of the Lease Share Model
Variable Mode} 3 Model 2 Model 3 Model 4
{1) (2) ) (4)
Family control 0.0658*%* 0.0658%** 0.0480*+ 0.0489**
(2.69) (2.69) (2.08) {2.08)
Effective tax rate 0.0125 0.0124 0.011} 0.0110
{1.64) (l.64) {1.52) (1.51)
Growth opportunity -0.0082 %%+ -0.0082%** -0.007 7%+ -0.0077%**
(-5.94) (-5.88) (-5.92) (-587)
Firm size -0.0055* -0.0054* -0.0086%*+ -0.0086%%*
(-1.80) 1.7 (-2.75) (-2.70)
Asset tangibility 0.1047%%* 0.1049%** 0.1027*4= 0.1029*++
{32.10) (3.10) (3.08) (3.08)
Age 0.0098 0.0096 0.0093 0.0090
.47 {1.13) {1.14) {1.08)
Liquidity -0.0004 %%+ =0.0004%** 0.0002+** -0.0002%**
' (-5.15) (-5.16) (-3.40) (-3.39)
Industry Dummny No No Yes Yes
Year Dummy No Yes No Yes
R? 0.05 0.05 0.08 0.08

**+* significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level

The estimated coefficients of family control (5;)are positive and statistically significant
across all four models. The results show that the impact of family control on leasing
remains significant even after controlling for industry and coinciding trend effects. The
estimates indicate that family controlled firms in Australia use leasing transactions more
extensively than their non-family counterparts, thus providing support to Hypothesis 3.
The combination of undiversified financial and human capital and the fear of losing

control motivates families to use leasing as a means of risk reduction.

This result is consistent with theoretical work by Smith and Wakeman (1985). They
show that closely-held shareholders reduce risk by leasing assets so that the lessor bears
some of the risk associated with the use of the asset by the lessee. This view is shared

by Flath (1980, p. 255) when he states that “ .... shifting of risk can be a reason for
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leasing. Among lessees, this is the most likely to be so for closely-held firms and least

likely to be so for corporations with widely dispersed shareholders”.

Leasing can be used by families to reduce risk in several ways (Schallheim, 1994 p. 13-
15; Brigham and Gapensi, 1993 p. 661-662). First, family firms can transfer fluctuations
in the economic value of the asset to the lessor. The uncertainty in 2sset values can be
attributed to many factors such as unpredictable technological obsolescence,
competition of substitutes, and interest rate uncertainty. For example, in a short peried
some technological obsolescence might make one particular asset almost worihless and
this large economic depreciation could make the entire project unprofitable. Asset value
risk can be transferred to the lessor who is able to manage the risk better. By purchasing
and then leasing many different items, the lessor benefits from diversification (i.e., loss
in some items will be offset by other items that retain higher value). In addition, lessors
are generally familiar with the market for the assets they offer and therefore they can

obtain a better price in the resale market.

Second, leasing facilitates diversification. Smaller family firms can become very
concentrated in a limited category of capital equipment. To avoid this concentration,
firms lease capital equipment, thus saving funds for owners to invest in the capitii
market to obtain better investment diversification. Less concentration of wealth in one

particular asset also allows firms to quickly respond to changing market conditions.

Finally, leasing offers a hedge against business risk due to its payment schedule

flexibility. For example, if lease payments are tied into asset use by way of a metering

agreement, it may offer a hedge against business risk. In other words, when asset use is
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high, lease payments will be higher; when asset use is low, lease payments will be

lower.

The coefficient estimates in Table 7.4 offer some support for the tax and agency
arguments but not for the information cost hypothesis. Peirson er al. (2002, p.515) argue
that under the Australian imputation tax system, shareholders view company income tax
as a withholding tax (i.e., the effective rate of company income tax is very low from the
sharcholders point of view). Accordingly, any advantage by deferring company tax
payments, as is often the case with leasing, will be very small. Consistent with this

argument, the coefficient estimates on effective tax rates are insignificant for all models.

Contrary to the agency explanation, growth opportunity has a negative impact on
leasing decisions. Agency theory predicts that firms with higher proportions of growth
opportunities face higher agency costs and thus use more lease financing to lower these

costs, suggesting a positive association between growth opportunity and lease financing.

The coefficient estimates on firm size have a negative direction and are statistically
significant, which indicates that smaller firm tend to use leasing. This is consistent with
the agency explaration provided by Pettit and Singer (1985). They argue that smaller
firms tend to have higher proportions of growth opportunities and therefore are more
likely to face potential conflict of interest such as risk shifting and claim dilution
between shareholders and bondholders. This agency perspective predicts a negative

association between leverage and firm size.

The influence of asset tangibility is positive and significant, that is, firms with a higher

proportion of property, plant and equipment tend to lease. Graham er al. (1998) argue
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that the leasing contract, by definition, is ted to a specific fixed asset. Therefore, ceteris
paribus, firms that use more fixed assets in the production process should use more

leasing.

Drury and Braund (1990) and Beattie er al. (2000) argue that poor liquidity and cash
flow problems are an important influence on the decision to lease. Lessors generally
have the highest pricrity in bankruptcy situations because a default on a promised lease
payment typically gives the lessor the right to repossess the leased asset (Barclay and
Smith, 1995b). Therefore, leases have a lower expecied bankruptcy cost for the lessor
(Krishnan and Moyer, 1994). This unique feature makes leasing a preferred financing
alternative for firms with a higher potential for financial distress, as in the case of firms
which have liquidity/cash flow problems. In short, for firms experiencing liquidity/cash
flow problems, unsecured debt would be too risky and thus lease fivancing is the only
form of finance available to them (Krishnar and Moyer, 1994; Beattiz ef al., 2000).
Consistent with this argument, coefficient estimates on the liguidity ratio are negative

and significant (see Adedeji and Stapleton, 1996 and Beattie et al., 2000).

There ts little support for the signaling hypothesis. Sharpe and Nguyen (1995) argue
firms that face higher costs of externi: capital are more inclined to lease. Older firms
produce maye information about themselves and thus have lower levels of information
asymmetry. Therefore, it is expected that firm age will be negatively associated with
leasing. Contrary to this expectation, the coefficient estimates on age are all positive,

though insignificant.
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7.3.Z2 Atlternative Estimation Techniques

Similar to the techniques employed in the analysis of debt maturity, three alternative
regression models are considered: the random effects model (column 1); the between

estimator model (column 2), and; the censored (tobit) regression model (column 3).

Table 7.5 illustrates that the results presented in section 7.3.1 are still applicable when
panel data regression methods are used to estimate the leasing equation. In particular,
regression coefficients for both family control anc other contrel variables do not vary
substantially when compared to those reported in Table 7.4. Thus, the positive
association between family control and leasing decisions remain robust even after
addressing the problem of unobserved variables and restricted distributions of the

dependent variable.
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Table 7.6 Panel Data Regression Estimates of the Lease Share Model
Variable Random Effect Between Estimator Tobit
1) 2) 5]
Family control 0.0415%= 0.0436%** 0.0572%+
.57 (2.68) {5.45)
Effective tax rate 0.0024 0.0415%** 0.0]118%++
(1.05) {2.94) (2.81)
Growth opportunity -0.003 ] +** -0.0138%%* -.0156%**
(-2.61) (-3.04) (-7.06)
Firm size ~0.0157%** -0.0007¥** 0.0023
(-6.56) 217 (1.09)
Asset 1angibility 0.0730%+* 0.1146%*+ 0.1483%**
(4.89) (3.68) (8.50)
Age 0.0134* 0.0032 0.0044
{1.84) (041 (0.83)
Liquidity -0.0001 -0.0002 -0.0008***
{-1.56) {-0.72) (-3.95)
Industry Dummy Yes Yes Yes
Year Dummy Yes Yes Yes
R? 0.08 0.04

*** significant at the 0.01 level
**  significant at the 0.05 level
*  significant at tha 0.10 level

7.3.3 Alternative Measures of Leasing

In section 7.3.1 the present value of the future operating lease variable was discounted
at the average borrowing rate. An alternative variable is the operating lease payments
discounted at the 10 percent rate for all companies. Two types of deflators for this
alternative dependent variable are used. In Panel A of Table 7.6, the value of financial
lease plus operating lease are expressed as a percentage of total capital, whereas in
Panel C it is expressed as a percentage of total assets. In addition, Pancl B reports
regression estimates where the dependent variable is the ratio of total lease (ie.,
financial lease assets plus the present value of operating lease discounted using average

borrowing rate) to total assets.
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Again, four regression techniques are presented for each alternative measure of total

lease: the pooled regression model in which standard errors are adjusted using the
Huber White Sandwich Estimator (clustered) for variances (column 1); the random
effects model (column 2); the between estimator mode] (column 3), and; the censored

(tobit) regression model (column 4).

3 Table 7.7 Regression Estimates of Aliernative Measures of the Lease Share Model

¥Yanel A: Discount Rate: 10%, Denominator: Total Capital

Yariable Pooled Random Effects Between Tobit
Regression Estimator
{(Huber-White)
i (1) (2) 3) 4)
Family control 0.0466** 0.0392%%* 2.0402%»* 0.0546%x*
(2.11) (2.57) (2.62) (5.52)
Effective tax rale 0.0102 0.0021 0.0374 3+ 0.0112%**
{1.55) (1.00) (-1.82) (2.83)
Growth opportunity -0.0076%** -0.0033%** “0.0132%%* -0.0155%%*
{-6.52) -3.10) (-3.15) (-7.49)
Firm size -0,0087*** -0.0153%** 0.0101 *+* 0.0017
(-2.97) {-6.86) {-3.05) {0.83)
Assct tangibility 0.0984%++ 0.0653%** 0.1129%+ 0,141 1%
(3.19) {4.97) (1.94) (8.57)
Age 0.0083 0.0123* 0.0033 0.0037
(1.05) {1.80) (0.45) (0.75)
Liquidity -0.0002%** -0.0001 * -0.0002 -0.0008%**
(-3.52) (-1.70) (-0.75) (-4.05)
Industry Pummy Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes
R? 0.08 0.07 0.03

*** significant at the 0.01 level
** significant at the 0.05 lzvel
*  significant at the 0.10 level
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Panel B: Discount Rate: A verage Interest Rate, Denominator: Total Assets

T

Variable Pooled Random Effects Between Tobit
Fegression Estimator
{Huber-White)

" {1 (2) 3 “)
Family control 0.0498%* 0.0479%** 0.0483*%** 0.0614*+*
¥ (2.15) (2.97) 2.94) (4.68)

" Effective tax rate 0.0056 0.0015 0.0212 0.0068

N (1.59) (0.39) (1.48) {1.31)

_: Growth opportunity 0.0155 0.G188*** 0.0097%* 0.0128%**
(1.50) (9.96) (2.12) (5.39)
Firm size -0.0054 -0.0078*** -0.0058* 0.0078**
(-1.33) (-2.69) (-1.65) (2.93)

B Asset tangibility Q.O87 7k 0.0430%* 0.1265%*%* 0.1478%*x
(3.60) 2.04) (4.02) (6.70)
Age 0.0127* 0.0124 0.0045 0.0081
(1.76) (1.62) 0.57) (1.23)
Liquidity -0.0002%+* -0.0002 -0.0001 -0.0009***
, {-2.86) (-1.15) (-0.44) (-3.70)
Industry Dummy Yes Yes Yes Yes
; Year Dummy Yes Yes Yes Yes
R’ 0.05 0.05 0.02

Panel C: Discount Rate: 19%, Denominator: Total Assets

Variable Pooled Random Effects Between Tobit
Regression Estimator

(Huber-White)

3 o Q) (2) (3) )
E Family co-f 0.0434%% 0.0399 %%+ 0.0304%%* 0.0524%F+
(2.17) (2.34) @7 (4.95)
Effect’ s vy ie 0.0050 0.0006 0.0210* 0.0062

g (1.55) (0.21) (1.73) (1.49)
Growth opp- +eanity 0.0116 0.0146*** 0.0968* 0.0089***
(1.46) (10.27) (1.76) (4.87)
Firm size -0.0052 -0.0087*** -0.0058* 0.0053%+*
'*_ (-1.35) (-3.58) (-1.88) (2.48)

»f Asset tangibility 0.0844 ¥ #* 0.0454 %= 0.5 140%** 0.1336%%*
A (3.08) (2.69) 4.17) (7.52)

. Age 0.0112* 0.0104 0.0047 0.0074

7 (1.64) (1.58) {0.69) (1.41)
Liquidity -0.0002%+* -0.0001 -0.0001 -0.0008%**
(-3.03) (-1.34) (-0.55) {-3.90)

4 Industry Dummy Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes

R? 0.06 0.05 0.03

**¥* siopificant at the 0.01 level
¥ gignificant at the 0,05 level
*  significant at the 0.10 level
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The results presented in Table 7.6 are quantitatively and qualitatively similar to the
results reported in Table 7.4. Regardless of which ileasing proxy and estimation
technique was used, the family control coefficient estimates are consistently positive

and statistically significant, providing further support to Hypoii_esia 3.

7.3.4 Operating Lease versus Financial Lease

In Australia, the relevant accounting standards related to leasing are the Australian
Accounting Standard AAS17 and Australian Accounting Standards Board Accounting
Standard AASB 1008, both entitled ‘Accounting for Leases’. These standards outline
that the accounting treatment of leasing depends on whether it is classified as a financial
lease or an operating lease. The classification of a lease depends on the economic
substance of the tramsaction (i.e., transfer of risk and ownefship). Provided that
substantially all risks and benefits associated with ownership of the leased assets are
effectively transferred to the lessee, the lease is then a finance lease and should be
recognised as both an asset and a liability. If risks and benefits of ownership are not
transferred, the lease is referred to as an operating lease and no liability or asset should

be shown in the balance sheet of the lessee.

It is clear from the accounting standards that a critical distinction between operating and
financial lease is whether there is a transfer of the assets’ risks and benefits. This
difference has an important implication for the analysis of the relationship between
family control and leasing decisions. Flath (1980) argues that financial leasing is not a
“true” lease. In a financial lease transaction, the assets’ risks and benefit are transferred
to the lessee. When firms buy an asset and finunoi the purchase with debt, they are also

iesponsible for the assets’ risks and benefite. Therefore, there is no real economic
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distinction between a financial lease and a secured debt. In contrast, Flath claims that an é
.

3 3 e ’” . . - . -
operating lease is a “true” lease since the lessee does not bear the assets’ risks and 38
benefits and cotisequently, operating leases affect the allocation of risk. Specificaily, the 2

use of leasing to avoid personal exposure is far more plausible when the term of the

lease contract is considerabiy less than the asset’s useful life (Mehran er al., 1999).

As argued in section 3.4, family controlled firms value risk reduction benefits of leasing
more than non-family firmns due to the undiversified family’s financial and human
capital investment. However, previous analyses show that ncit all types of leasing can be
used as a means of risk reduction. Specifically, Flath (1980) argues that only operating

leases affect risk allocation. Consequently, it is argued that family controlled firms will

use operating leases more extensively than non-family firms. In addition, since financial
leases cannot be used as a means of risk reduction, family and non-family firniz will be

indifferent to financial lease decisions.

To test this hypothesis, the leasing equation is re-estimated using two different

dependent variables: operating lease and financial lease. Operating lease is defined as ﬁ
the proportion of the present value of operating lease to total capital, whereas financial
lease is calculated as the proportion of finance leased assets to total capital. Three
regressions technique are employed: the pooled regression model (the Huber-White
Sandwich variance estimator (clustered)); the random effects model, and; the between

estimator regression model. Table 7.7 shows regression estimates for both operating and

financial lease.
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Chapter 7

Table 7.3 Regression Estimates - Operating and Financial Lease Share

Debt Structure

&

4
a

a1

[en
i
&
i
ber
il
5

Variable Pooled Regression Random Efiects Between Estimator
(Huber-White) &
Operating Financial Operating Financial Operating  Financial
Leasc Lease Lease Lease Lease Lease
) 2) (3 G %) 6)
Family control 0.0404* 0.0030 0.0351**  0.0018 0.0376**  0.0011
(1.86) (0.81) (2.39) (0.41) (2.55) 0.24)
Effective (ax rate 0.0100 0.0005 0.0029 0.0005 0.0346***  0.0006
(1.44) {0.59) (1.31) 0.67) (2.70) (0.16)
Growth opportunity -0.0060%** -0.0015%=+ -0.0025*+  -0.0009** -0.0099*  -0.0030%*
(-4.91) (-5.23) (-2.26) (-2.25) (-2.40) (-2.44)
Firm size -0.0045 -0.0023*++  -0,0113%+ -0.0025*+ -0.0046 -0.0032%**
(-1.54) (-3.31) (-5.10) (-3.47) (-1.45) (-3.31)
Asset tangibility 0.0473 0.0353*+*  0.0273* 0.0261*** 0.0531* 0.5456%**
(1.59) (5.15) (1.95) (5.29) (1.88) (5.19)
Age 0.0107 0.0014 0.0151**  0.000% 0.0062 -0.0007
(1.41) (0.78) (2.27) (0.47) (0.88) (-0.33)
Liquidity -0.0001*+  -0.0001 -0.0001 0.0001 -0.0002 0001
(-2.77) (-0.73) (-1.01}) (0.18) (-0.58) (-0.57)
Industry Dummy Yes Yes Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes Yes Yes
R 0.06 0.04 0.05 0.03 0.02 0.02

*** significant at the 0.01 level
** significanl at the 0.05 level
*  significant a1 the 0.10 level

As expected, coefficient estimates for family control regressed on operating lease
(columns 1, 3 and 5) are positive and statistically significant. In contrast, those based on
the financial lease ratio (columns 2, 4 and 6) are not statistically different from zero.
These results are consistent across the different estimation techniques and are similar
wher the analysis is repeated using the book value of assets as a denominator or when
future operating lease is discounted using the average interest rate. The results suggest

that family controlled firms in Australia tend to use operating lease (and not financial ~,

lease) as a risk reduction strategy.
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Chapter 7 Debt Structure

7.3.5 Additional Robustness Checks

The analyses in the previous sections indicate that regression estimation resuits are
robust to alternative measures of leasing and alternative estimation techniques. Beattie
et al. (2000) argue that the method of constructive capitalisation used to estimate the
value of operating lease involves subjective assumptions and judgement especially
related to the discount rate. Therefore, the base assumption of a 10 percent interest rate
to discount the estimated future lease payments was varied by x1percent and +2percent.

In general, the results reported in Table 7.4 do not change materially.

Graham er al. (1998) argue that lease payments, like debt, represent a fixed payment
obligation. Therefore, they calculated the usage of leases as a fraction of the firm’s total

debt. Again, this method did not alter the results presented in Table 7.4.

Other types of sensitivity analyses include: (1) using total revenue or total market
capitalisation (instead of total assets) to measure firm size or as a denominator of non-
debt tax shield and profitability variables; (2) using a two digit ASX Industry
Classification as an alternative way to control for industry differences; (3) the
possibility of survivorship bias is examined by estimating the debt maturity modei using
a subset of firms that are listed as active on the Australian Stock Exchange during the
period of analysis (i.e., delisted firms are excluded}); (4) the sensitivity of regression
results in the presence of outliers and influer:ial observations are tested by truncating
the largest one to five percent levels for each tail of the distribution for the modei

variables. The results are generally consistent with earlier analyses.
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In summary, the analyses indicate that family controlled firms in Australia use leasing
transactions more extensively than their non-family counterparts, thus providing support
to Hypothesis 3. The combination of undiversified financial and human capital and the

fear of losing control motivates famities to use leasing as a means of reducing risk.

7.4 Chapter Summary

This chapter investigates the impact of family control on debt structure decisions.
Specifically, two types of debt structure are examined: debt maturity and leasing
decisions. The evidence shows that family controlled firms use long-term debt and
leasing in their debt structure more often than non-family controlled. The results are
insensitive to altefnative estimation techniques, alternative measures of debt

maturity/leasing, and are robust to concerns of non-spherical disturbances and outliers.

Overall, the evidencs: is consistent with the argument that family controlled firms use
debt structure to reduce the probability of financial distress. Financial distress can be
very coslly for family shareholders because it adversely affects their financial and
human capital. More importantly, financial distress generally leads to a shift in control
from family to lenders and therefore, families lose private benefits from coutrolling

their firms. A combination of these factors motivates families to reduce firm risk.
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Chapter 8

Capital Structure
CHAPTER 8
THE IMPACT OF FAMILY CONTROL ON CAPITAL
STRUCTURE DECISIONS

8.1 Introeduction

This chapter discusses results from the empirical testing of Hypothesis 4. Specifically,
various regression models are conducted to test whether the impact of family control on
the relationships among capital structure decisions are different from that of non-family
firms. Within capital structure research, most studies typically focus on one specific
aspect, such as leverage, debt maturity, debt pricrity, debt mix, debt convertibility or
leasing decisions. However, firms may use more than one of these components
simultancously to reduce information, incentive and financial distress problems
(Barclay et «i., 2003). Therefore, a simultaneous equations approach is adopted in this

chapter.

The chapter is organised as follows. Section 8.2 reports results from estimating the
relationships among capital structure decisions for the entire sample. In Section 8.3 the
sample is divided into two groups and family controlled firms are compared to non-
family controlled firms. The main purpose is to examine the impact of ownership

structure on the interaction of capital structure decisions.

8.2 Joint Determination of Capital Structure: Entire Samples

Empirical tests for the entire sample were performed in the following order. First, the

leverage, debt maturity and leasing equations were estimated separately under the

203

4 T

ST L

TR

R

R R T

A AR

I




Chaprer 8 Capial Structure

single-equation’s framework using OLS. Second, all equations were jointly estimated

within a simultaneous-equations framework using a three stage least square (3SLS)
procedure. Third, these two sets of results were compared to ascertain the sensitivity of

the findings to the estimat'on framework. Finally, simultaneous-equations were

reestimated using different measures for the dependent variables (i.e., leverage, debt
] maturity and leasing) as a check on the robustness of the resuits.
; The simultaneous equation systems used in this chapter take the following form:

[
Leveragei, = Bio + B2 Debt Maturity, + B3 Lease Share, + P14 Effective
- Tax Ratei, + Bis Profitability;, + Biy Growth Opportunity;, + fis Firm Size;
3 + ﬂ;g Business Risk; + ﬁua Firm Ageg, + ﬂ;” Asset Tangibiliry,-, + ﬁus

; Industry dummies;; + P16 Year dummies + &;

o by e kg (i

Debt Maturity, = o + Por Leveragey + [h; Lease Sharey + [rs  Term
Structure of Interesty, + P2y Growth Opportunity, + [es Firm Sizei + [oo
Business Risky + oo Firm Agey + o1z Asset Maturityy + fhs Industry
Dummy,; + Pr1s Year Dummies + &

4(b)

o R B g e K £ o e L

e i

Lease Sharei, = Piw + B Leverage, +s; Debt Maturity, + By Effective
. Tax Ratey + 37 Growth Opportunity;, + [ Firm Sizey + f310 Firm Age;
! + By Asset Tangibilityy+ Biie Liquidity; +fs Industry Dummyie + s
Year Dummies + &,

G

- 4{c)

The OLS and 3SLS results are reported in Table 8.1. The regression estimates using
ordinary least squares are reported in columns 1, 3 and 5 of Table 8.1 (Panel A), while

those based on the three stage least square (3SLS) are presented in columns 2, 4 and 6.
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Panel B of Table 8.1 presents the goodness of fit of the model?. The most fundamental

measure of overall fit in structural equation modeling is the Chi-square statistics (Hair er

T U S AT

al, 1995). The researcher is looking for nonsignificant statistics because the test is

between actual and predicted matrices. As can be seen from Panel B, the model used in

this study has a large value of Chi-square (i.e., 221.07) indicating that the observed and
g estimated coefficient differ considerably. However, the Chi-square statistic is sensitive
to sample size differences, especially when the sample size exceeds 200 observations.
That is, if the sample size become very large (as in the case of this study), significant
' values of Chi-square are easily found.
i
J In order to overcome this weakness, other measures of goodness of fit are used:
; Goodness of Fit Index (GFI), Root Mean Square Error Approximation (RMSEA),
Adjusted Goodness of Fit Index (AGFI), Normed Fit Index (NFI), and Tucker-Lewis %
Index (TLI). A brief explanation of these indices is provided in Panel B of Table 8.1. 3
T Except for the Tucker-Lewis Index, all measures are close or better to the recommended .
i P
level, indicating that the simultaneous equation model used in this study has adequate x {
I goodness of fit. :
"‘ '* The Stata software was used to conduct the 3SLS analyses. However, Stata does not provide a good
range of goodness of fit measures. Thus Stala was used in conjunction with LISREL, which provides
Kt richer measures of goodness of fit for simultaneous equation models.
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Chapter 8 Capital Structure
Table 8.1 Regression Resuits: Full Sample
Panel A: Results
Variable Leverage Debt Maturity Leasing
OLS 3SLS OLS 3SLS OLS 3SLS
1) 2) (E)] “) &) (6)
Leverage - - 0.5145***  .0.0339 0.0916%¥*  (,1640***
(18.88) (-0.38) (4.38) (6.93)
Debt maturity 0.1168%**  .],6124*== - - 0.0209**  (.3162%**
(11.85) (-4.66) (2.35) (11.79)
Leasing 0.0486***  6.0465*+  0.0500%*  2.6724»»* - -
(3.84) (7.91) (2.34) (7.28)
Effective tax rate 0.0056* -0.0067 - - 0.0051 0.0003
(1.71) (-0.47) (1.18) (0.22)
Growth opportunity -0.0183%*+ -0.2165+*= -0.0170%*» -0.1198**» Q.0]152#** 0.0357***
(-11.40) (-7.46) (-4.65) (-7.44) (7.68) (11.27)
Firim size 0.0093***  0,1803***  0.0832*** 0.0972*** -0.0049 -0.0337%**
(4.72) (6.23) (27.21) (13.69) (-2.05) {-10.13)
Risk -0.0001**  0.0001 ~0.0001+*+  -0.0001 - -
(-2.13) (0.15) (-3.64) (-0.87)
Age -0.0012 -0.1413%=  _(.01992%«  -0.0656¢* (.0132%%  (,02445*
(-0.30) (-3.53) (-2.54) (-3.41) (2.53) (3.56)
Profitability 0.0012 -0.0035 - - - .
(0.92) (-0.98)
Liquidity - - . - -0.0001 0.0001
-097) (0.94)
Asset tangibility 0.1853***  .0.0433 - - - -
(12.80) (-027)
Asset uniqueness - . - - -0.0431 0.0071
(-1.59) (0.59)
Asset maturity - - 0.0001 0.0001 - .
(1.31) (1.27)
Term  structure  of - - 0.0044 0.0389 - -
interest {0.22) {0.83)
Industry Dummy Yes Yes Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes Yes Yes

*** significant at the 0.01 level
**  significant at the 0.05 level
*  significant at the (.10 level
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Panel B: Goodness of Fit*
Measure Leve! of Acceptable Fit Result
Chi-Square A significant Chi-Square statistic indicates that the observed 22107
and estimated matrices differ, Therefore, researcher is looking {p-value: .00)
for non-significant differences as an indication of goodness of
fit.
Goodness of Fit Index  The GFI represents the overall degree of fit (i.e., the square 0.99
(GFT) residuals from prediction compared with the actual data) but
is not adjusted for the degrees of freedom. Higher values
indicate better fit. Recommended level: .90
Root Mean Square The squared root of the mean of the squared residuals (an 0.085
Error Approximation  average of the residual between the observed and estimated
(RMSEA) input matrices). The discrepancy is measured in terms of the
population. Values under .08 are deemed acceptable.
Adjusted Goodness of  The AGFI adjust the GFI for the degrees of freedom of a 0.89
Fit Index model relative to the aumber of varables, Recommended
{AGF]) level: 90
Normed Fit Index The NFI is a measure that rescales Chi-Square into a 0 (no fit) 0.97
(NFI) 10 1 (perfect fit) range. Recommended level: .90
Tucker-Lewis Index The TLI can be used to compare alternative {or proposed) 0.65

(TLY)

models against the null model. 1t is scaled from 0 (no fit) to 1
{perfect fit). Recommended level: .90
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There are several significant differences between the regression estimates based on the
OL.S and the 3SLS. For example, debt maturity positively affects leverage in the OLS
estimate. In contrast, the 3SLS provides a negative association between debt maturity
and leverage. There are also several differences among the control variables. For
instance, firm age is generally not statistically significant in the OLS regression,
whereas it is significant in the 3SLS regression. Similarly, the impact of firm risk
becomes insignificant in the 3SLS regression. These differences might be due to the

simultaneous-equation bias in the ordinary least square estimation.

The corporate finance literature (e.g., Barclay er al,, 2003; Leland and Toft, 1996)

indicates that firms use capital structure decisions simultaneously. Therefore, allowing

¥ The definition and recommended acceptance level of goodness of Fit are based on Hair ef af, (1995).
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for a resmricted form of interdependence among leverage, debt maturity and leasing
results in a variety of econometric problems. Parameters estimated from a reduced form
equation are unlikely to be efficient. In addition, treating endogeneous variables as
exogeneous variables leads to biased and inconsistent parameter estimates. Due to the
various conceptual and econometric problems associated with the OLS, a 3SLS
procedure was used to estimate results and the primary discussion in this chapter is

based on this procedure.

The 3SLS estimates provide evidence of strong support for the agency arguments and
some support for the tax and information cost hypotheses. The prediction that effective
tax rate positively affects leverage is not found. However, insignificant relationships
between the effective tax rate and leasing and between the term structure of interest rate
and debt maturity are consistent with the tax explanation. In particular, this reflects the
neutral impact that the dividend imputation tax shield has on the choice of debt
contracts (Peirson et al, 2002; Bishop et al, 2004). They argue that under the
Australian imputation tax systeia, any tax advantage gained by deterring the company’s
tax payments, such as tax advantages from debt maturity and leasing finance, will be
insignificant because company tax is only a withholding tax from the viewpoint of

resident sharehoiders.

The agency explanation also teceived strong support within the simultaneous equations
system. Myers (1977) argues that firm value consists of future investment opportunities
and assets in place. He proposes that companies whose value consists primarily of
investment opportunities are likely to find that debt financing is very costly. Without
any restrictions, such companies have more flexibility in their choice of future

investments and therefore have a tendency to invest sub-optimally (ie.,
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Chaprer 8 Capital Structure

underinvestment and asset substitution problem) o expropriate wealih from
bondholders. Capital structure theory indicates that underinvestment and asset
substitution problems are reduced if firms use less debt, shorter term debt and higher
proportions of leasing. Consistent with this argument, leverage and debt maturity are
negatively affected by growth opportunity, whereas leasing is positively associated with

growth opportunity.

Firm size is positively related to leverage and debt maturity, but negatively associated
with leasing. All of these relationships and their respective directions are consistent with
the predictions postulated by agency theory rather than the asymmetric information
explanation. Rajan and Zingales (1995) argue that larger firms teird to have lower levels
of information asymmetry because capital market participasts are more likely to have
more information about larger firms. This argument implies that larger firms use less
debt, long-term debt and Jeasing. That is, asymmetric information predicts that firm size
is negatively associated with leverage and leasing, but positively associated with debt

maturity. The 3SLS results show a negative association between firm size and leasing.

The impact of firm size on the capital structure variables in the simultaneous framework
is more consistent with the agency explanation. Pettit and Singer (1985) argue that firm
size is used to proxy the agency problem. In particular, they argue that smaller firms
tend to have higher proportions of growth opportunities and thus are more likely to face
potential conflicts of interest such as underinvestment, risk shifting and claim dilution
between shareholders and bondholders. Since less debt, shorter term debt, and leasing
reduce agency costs of debt, the agency perspective predicts that firm size is positively
related t leverage and debt maturity, but negatively associated with leasing. These

predictions are strongly supported by the 3SLS estimates.
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Older firms tend to produce more information and therefore have less asymmetric
information (Sharpe and Nguyen, 1995). This argument implies that firm age is
positively affected by debt maturity but negatively influenced by leverage and leasing.
In the leverage equation (column 2 of Table 8.1), the coefficient on firm age is negative
and statistically significant, which is consistent with the information cost explanation.
However, a positive association between firm age and leasing and a negative relation
between firm age and debt maturity are both contrary to the asymmetric information

hypothesis. Therefore, there is little support for the asymmeiric information argument.

A key focus of this chapter are coefficients reflecting relationships among capital
structure variables. Columns 2, 4 and 6 of Table 8.1, indicate that the interactions
among leverage, debt maturity and leasing are generally statistically significant. For the
leverage equation, the coefficient on debt maturity is negative, whereas on leasing it is
positive. This indicates that firms with higher levels of debt have shorter term maturity
and higher proportions of leasing. In addition, coefficients on leverage and leasing in
the debt maturity equation are both positive, suggesting that firms with longer term debt
have higher levels of leverage and higher proportions of leasing. Finally, the equation
indicates that leasing decisions are positively associated with leverage and debt maturity
decisions. Overail, these resulis provide support for the argument that various

components of capital structure are chosen simultaneously.

Table 8.2 summarises the interactions among the capital structure decision variables as
well as it compares these relationships with the predictions provided by the agency cost,

information cost, and the financial distvess cost hypotheses.
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Table 8.2 Summary of Interactions Among Capital Structure Variables: Full Sample

Relationship | Empirical Agency costs hypothesis Information cost hypothesis Financial distress cost

results hypothesis
Substitute | Complement | Substitute | Complement | Substitute | Complement

Leverage =2 s #

Debt maturity " . + + . + i

Debt maturity

- Leverage )

Leverage - +

Leasing + ) A + + A

Leasing > +

Leverage

Debt maturity +

- Leasing

Leasing - + * ) * i ) *

Debt maturity

* not significant
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Two interesting results emerge from Table 8.2. First, the bi-directional relationship
between leverage and debt maturity is negative. However, the coefficient estimates on
leverage in the debi-maturity regression is not statistically sigmificant. These
relationships might be due to model misspecification (Barclay et al., 2003). That is,
studies that focus on a limited number of capital structure decisions (i.e., either
leverage, debt maturity or leasing) and exclude other endogenous policy variables such
as debt mix, the convertibility of debt, the callability of debt, and other types of capital
structure decisions, might be providing biased results. Unfortunately, data on other
capital structure decisions (i.e., convertible debt, debt mix etc.) are not easily accessible
in Australia and therefore it is difficult to judge whether the relationship between

leverage and debt maturity is due primarily to model misspecification.

Second, although interactions among leverage, debt maturity and leasing variables do
not exactly match any one of the six possible theoretical predictions, they nevertheless
conform to the agency cost explanation (substitution argument). The bi-directional
refationships between leverage-leasing and debt maturity-leasing are similar to that
predicted by agency theory. Despite leverage’s impact on debt maturity differs from the
prediction provided by agency theory, the direction of the coefficient on debt maturity
in the leverage equation is in line with the agency cost hypothesis. Therefore, five out of

the six coefficients conform to agency theory explanations.

The relationship among capital structure for publicly listed firms in Australia is
generally consistent with agency theory. Jensen and Meckling (1976) claim that rational
debt-holders are aware of the possible actions of firms to expropriate debt-holders’
wealth (i.e., through underinvestment and asset substitution). Thus, when debt is issued

debt-holders increase the interest rate or in the case of bond issues, the price of bonds is
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discounted for the expected losses these anticipated actions induce. An increase in
interest rates and bond prices means that, on average, stockholders do not gain from
any actions that will harm the debt-holders’ interest. Hence, incentives are created for
firms to offer several ways to limit possible conflicts of interest between shareholders
and debt-holders. In this case, firms use lower leverage, shorter debt maturity and higher

proportions of leasing interchangeably to control underinvestnent and asset substitution

problemns.

In order to examine the robustness of the results, the 3SLS regression was re-estimated
using different measures of capital structure variables. Robustness test resulis are
reported in Table 8.3, which consists of three panels. In Panel A total liabilities to total
capital was used as a leverage measure instead of total debt to total capital. Panel B
replaces total long-term-debt to total debt with total long-term liabilities to total
liabilities as a debt maturity measure. Finally, total lease to total assets is shown in

Panel C as a leasing measure.
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Table 8.3 Regression Results Using Alternative Measures of Capital Structure: Full

Sample

Panet A (Measure of Leverage: Total Liabilities to Total Capital)

Variable Leverage Debt Maturity Leasing
0)) (2) (&)
Leverage - -0.0787 0.1560%**
(-0.83) {6.26)
Debl maturity ~1.6513%** - 0.3103***
(-4.98) (13.57)
Leasing 6.4645%** 29110%~* -
(7.13) (8.59)
Effective 1ax rate -0.004] - -0.0001
(-0.30) (-0.13)
Growth opportunity -0.2494 %+ -0.1302%%+ 0.0386%**
(-1.47) (-7.68) (11.59)
Firm size 0.1806*** 0.0967%** -0.0320%**
(6.28) (12.30) (-9.99)
Risk 0.0001 -0.0001 -
(0.26) (-0.61)
Age -0.1335%** -0.0675%** 0.0217%*x*
(-3.05) (-3.17) (3.17)
Profitability -0.0027 - -
(-0.68)
Liquidity - . 0.0001%**
(3.02)
Asset tangibility -0.0760 - -
(-0.46)
Asset uniqueness - - 0.0053
(0.56)
Asset maturity - 0.0001* -
(1.69)
Term structure of - 0.0416 -
interest {0.78)
Industry Dummy Yes Yes Yes
Year Dummy Yes Yes Yes

*** significant at the 0.0] level
*%  gignificant at the 0.05 level
*  significant at the 0.10 level
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Panel B (Measure of Debt Maturity: Total Long-term Liabilities to Total Liabilities)

Variable Leverage Debt Maturity Leasing
(1) 2 3
Leverage - -0.0174 0.1334 %%
(-0.21) 4.71)

Debt maturity -1.0733* - 0.3461**+
(-1.92) (13.18)

Leasing 6.5126%** 2.5555%%* -
(8.73) (8.79)

Effective tax rate -0.0101 0.0003 -0.0002
(-0.82) (0.08) (-0.18)

Growth opportunity -0.2309%«* -0.1067++* 0.0345%+*
(-8.40) (-7.82) (10.73)

Firm size 0.1213%*+ 0.0747 %+ ~0.0282%**
(3.67) (11.23) (-9.57)

Risk 0.0001 -0.0001 -
(0.39) -0.50)

Age -0.1400**~ -0.0634%** 0.0247%%*
(-3.70} (-3.56) (3.59)

Profitability -0.0075%* - -
(-1.99)

Liquidity - - 0.0001 ***

(3.33)

Asset tangibility -0.2589 -
(-1.30)

Assel uniqueness - - 0.0039

{(0.45)
Asset maturity - 0.0001* -
(1.89)

Term  structure  of 0.0294 -

interest (0.67)

Indusry Dummy Yes Yes Yes

Year Dummy Yes Yes Yes

*** sipnificant at the 0.01 level
** significant at the 0.05 level
* significant at the 0.10 level
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Panel C (Measure of Leasing: Total Lease (10%) to Total Assets)

e

Variable Leverage Debt Maturity Leasing :
1) 2 )
Leverage - 0.0598 0.1329%x*
(-0.69) (7.45) E%
Delst maturity -1.6257*** - 0.2367*** L
(-5.18) 9.77) B
Leasing 7.5491%++ 3.6387*** -
(7.95) (1.70)
Efiective tax rate -0.0048 - 0.0001
(-0.37 (0.09)
Growth opportunity -0,1942%*** -0.1179#%* 0.0257x=
(-7.25) {-7.67) (10.40)
Firm size 0.1859%+* 0.1009%** <0.0263%%*
6.77) {13.07) (-9.24)
Risk -0.0001 -0.0001 -
{(-0.06) (-0.94)
Age -0.1475%** -0.0726%** 0.020] ¥+
(-3.57) (-3.50) (3.62)
Profitability -0.0018 - -
{(-0.58)
Liquidity - - 0.0001
1.17)
Asset tangibility -0.0247 - .
{-0.15)
Asset unigueness - - 0.0077
(0.87) =.
Asset maturity - 0.0001 - !
(1.20)
Term  structure  of - 0.0424 -
interest (0.83)
Industry Dummy Yes Yes Yes ?
Year Dummy Yes Yes Yes ‘

*** gignificant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 Jevel

Table 8.4 compares results reported in Tables 8.1 with results from the sensitivity
analyses using different measures of capital structure variables presented in Table 8.3.
Most of the bi-directional relationships among leverage, debt maturity and leasing still

hold even after using different measures of capital structure.

Overall, the 3SLS estimates for the full sample support the argument that publicly listed

firms in Australia use lower levels of leverage, shorter debt maturity and higher
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proportions of leasing interchangeably to control urderinvestment and asset substitution
problems. Shareholders are aware that any costs associated with actions that expropriate
debtholders’ wealth are ultimately borne by sharcholders themselves and therefore,

shareholders are motivated to reduce the agency costs of debt.

Table 8.4 Summary of Tests for Robustness: Full Sample

Relationship Sign of Capital Structure Coefficient
Table 8.1. Table 8.3. Table 8.3. Table 8.3.
Panel A Panel B Panel C
Leverage = ns. * n.S. n.s. n.S.
Debt maturity
Debt maturity . - - -
- Leverage
Leverage > + + + +
Leasing
Leasing = + + + +
| Leverage
{ Debt maturity + + + +
= Leasing
Leasing -> + + + +
Debt maturity

* pot significant

8.3 Joint Determination of Capital Structure: Family and Non-Family
Firms

Previous chapters (i.e., chapters 6 and 7) demonstrate that family control significantly
affects leverage, debt maturity and leasing decisions. Indeed, family control also
influences the interaction among these capital structure decisions. Hypothesis 4 states
that relationships among capital structure decisions will follow the financial distress
cost arguments for family controlled firms. These firms are predicted to be risk averse
to financial distress as this condition is costly for family shareholders. In other words,

financial distress adversely affects the family firm’s financial and human capital as well

S
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as leads to a shift in control, which in tum affects the families’ access to private benefits

of control. Therefore, it is predicted that family controlled firms will use capital A
il
structure decisions jointly to reduce bankruptcy risk. EE
i
i
i
i
1
In order to test these hypotheses, the sample is divided into two groups: family and non- i;
family sharcholders. The regressions were then re-estimated separately for each group ;
g
4
3

using a three stage least square (3SLS) procedure. The regression results are reported in

Table 8.5.

Table 8.5 Regression Results: Family and Non-Family Firms

Variable Leverage Debt Maturity Leasing
Family Non- Family Non- Famnily Non-
Family Family Family
) @) ) 0 () (6) ‘
Leverage - . -0.3241 0.6153***  (.7037*++  .0.0804***

(-0.82) (10.46)  (7.01) (-6.90)

Debt maturity 09177+« 1.0836** - 0.5334%%% 023 7H**
(-3.96) (2.03) (2.60) (8.44)

Leasing 1.4376%**  -11.280%++ 1.1393* 3.8066%** - -
(8.89) (-3.24) (1.95) (5.21)

Effective tax rate -0.0058 0.0025 - - 0.0051 -0.0002
(-0.33) (0.15) (0.36) (-0.47)

Growth opportunity -0.2583+++  0.0093 -0.2339*¢  -0,0208%+  (.1822*¢* (.0012
(-8.50) (0.48) (-2.00) (-2.56} (13.54) 0.71)

Firm size 0.1241%%*  .0.0754*  0.117i*** 0.0674%** .0.0773*+ -00164%**
(4.76) (-1.88) (5.16) (10.34) (-4.19) (-3.98)

Risk -0.0011 -0.0001 -0.0003 -0.0001 - .
(-0.51) (-1.18) (-0.86}) (-0.47)

Age -0.1019*+  0.0769* -0.0805*  -0.0348+  0.0684**  0.0087***
(-2.78) (1.81) (-1.93) (-1.95) (2.51) (2.28)

Profitability -0.0021 -0.0267 - - - -
(-0.75) (-0.54)

Liquidity - . - - -0.0003 0.0001

(-0.72) (1.32)

Asset tangibility 0.0460 0.6259* - - - -
(0.56) (1.82)

Asset uniqueness - - - - 0.0409 -0.0060

(0.47) (-0.79)
Asset maturity - - 0.0001 -0.0001 - -

Term structure of interest -
Industry Dummy Yes

Year Dummy Yes

+** significant af the 0.01 level
** gignificant at the 0.05 level
*  significant at the 0.10 level
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Table 8.6 presents a summary of the estimated relationships among capital structure
decisions for family firms based on results in Table 8.5 and compares these associations

with predictions provided by hypothesis 4, that is, predictions postulated by the agency

cost, information cost and financial distress cost theories.
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Table 8.6 Summary of Interactions Among Capital Structure Variables: Family Firms

Relationship Empirical Agency costs hypothesis Information cost hypothesis Financial distress cost
results hypothesis
Substitute Complement Substitute Complement Substitute Complement
Leverage 2 *
. n.s.
Debt maturity
. - + + - + -

Debt maturity _
- Leverage
Leverage <

. +
Leasing + ) ) + + )
Leasing = +
Leverage
Debt maturity .
- Leasing

; + - + - - +
Leasing 2 .
Debt maturity
* not significant
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Surprisingly, the estimated relationships among capital structure variables for family
firms are generally not consistent with the financial distress hypothesis (see Table 8.6).
Although, the feedback relationship between leasing and debt maturity is positive as
predicted by financial distress hypothesis, the leverage-debt maturity and leverage-
leasing interactions have the opposite direction to that predicted by financial distress

argument,

Instead of supporting the financial distress cost hypothesis, relationships among capital
structure decisions for family firms follow the explanations postulated by the agency
cost hypotheses (see Table 8.6). A positive bi-directional relationship between leasing-
leverage and leasing-debt maturity is consistent with the explanation provided by
agency theory. Although the impact of leverage on debt maturity is insignificant, the
impact of debt maturity on leverage is negative and statistically significant, which is in
line with the agency theory explanation. Taken together, these relationships are
generally consistent with the substitution argument provided by the agency cost

hypothesis.

Further analyses on the impact of growth opportunity on capital structure decisions
provide support for the explanatory power of the agency theory explanation. Table 8.7
presents the regression coefficients on growth opportunity for family and non-family

firms (sec Table 8.5).
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Table 8.7 The Impact of Growth Opportunity on Capital Structure

Family Firms Non-family Firms
Leverage equation -0.2583+** 0.0093
(-8.50) (0.48)
Debt maturity equation -0.2339%* -0.0208***
(-2.00) (-2.56)
Leasing equation 0.1822%** 0.0012
(13.54) 0.71)

In all the regression equations, the coefficients on growth opportunity for family firms
are significantly larger in absolute magnitude than the corresponding coefficients for
non-family firms. In addition, while all coefficients on growth opportunity for family
firms are coherent with the predictions (directions) of agency theory, most of the
predictions for non-family firms are not. For example, there is no evidence that growth
opportunity influences ' verage and leasing. Also, the direction of the coefficient on
growth opportunity in the leasing equation for non-family firms is inconsistent with
theoretical prediction. Overall, results indicate that family firms use less leverage,

shorter term maturity, and higher proportions of debt to control the agency costs of debt.

The evidence provided by these results demonstrate that family control has a strong
incentive to reduce agency costs of debt and is consistent with Anderson et al.’s (2003)
findings. Anderson ez al. compare the cost of debt financing (using yield spread) of
family and non-family firms in the U.S. After controlling for industry and firm-specific
characteristics, their analysis indicates that the cost of debt financing for family firms is
about 32 basis points lower than in non-family firms.

Anderson et al.’s (2003) findings are surprising as family firms are widely cited as

being associated with a reduction in the agency cost of equity, but not the agency cost of
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debt. Managers and large family shareholders are generally the same person and
therefore, the residual claimants bear nearly all of the costs and receive nearly all of the

benefits of their actions. In other words, family shareholders have eaough incentives

and ability to efficiently and directly monitor agents. As a result, family controlled firms :
are¢ able to reduce conflicts of interest between managers and shareholders, and thus

minimise the agency cosis of equity.

Anderson et al. (2003) propose two explanations for why they believe family firms have
lower agency costs of debt: the family’s interest in the firm’s long-term survival and the
family’s concern for the firm's (family’s) reputation. First, they argue that founding
families are more interested in firm survival as they often hold undiversified portfolios
relative to atomistic shareholders and they seek tz pass the firm on to their heirs.
Founding families view their firms as an asset to bequeath to family members or their
descendents rather than as wealth to consume during their lifetimes. Specifically, the
families’ interests lie in passing the firm as a going concern to their heirs rather than

merely passing their wealth. Firm survival is thus an important concern for families,

suggesting that relative to other large shareholders, they are more likely to maximise
firm value. As such, any firm value destroying action, such as underinvestment and
asset substitution will be minimised and therefere, family firms will exhibit lower costs

of debt relative to non-family firms.

Second, founding families face reputation concerns that arise from the family’s
sustained presence in the firm and their effect on third parties. The long-term nature of
founding-family ownership suggests that external parties, such as debt-holders, are more
likely to deal with the same governing bodies and practices for longer periods in family

firms than in non-family firms. For example, banks and other parties often develop
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personal and well-informed relationships with company executives, suggesting that the

family’s presence allows these relationships to build over successive generations. Thus,

the family’s reputation is more likely to create longer-lasting economic consequences

for the firm relative to non-family firms, where the turnover of managers and directors
is conducted on a more frequent basis. If families seek {o maintain favourable
reputations (including from the lenders point of view), it is expected that a negative

relation exists between debt yields and family ownership.

While family firms are more likely to use the interaction of capital structure to reduce
incentive problems, non-family firms tend to employ them to reduce information costs.
Table 8.8 summarises the interactions among capital structure variables for non-family
firms. The association between leverage and leasing is negative and similarly debt
maturity is negatively related to leverage and leasing. These relationships are consistent

with the substitution prediction of the informnation cost hypothesis.
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Table 8.8 Summary of Interactions Among Capital Structure Variables: Non-famil\y Firms

Relationship Empirical Agency costs hypothesis Information cost hypothesis Financial distress cost
results hypothesis
Substitute Complement Substitute Complement Substitute Complement

Leverage =2
Debt maturity
Debt maturity
- Leverage
Leverage >
Leasing
Leasing =
Leverage
Debt maturity
-2 Leasing
Leasing =
Debt maturity

+

o Pt T A L e e




Ghanter 8 Capital Structure

Gugler (2003) argues that large asymmetries of information between management and
shareholders are present in non-family controlled firms. This is because managers and
shareholders of non-family firms are different persons. For example, managers in
widely-held firms are generally not shareholders. Due to the free rider problem, widely-
held firms are usually manager-controlled. Even state-controlled firms and firms with
large institutional sharcholders can be viewed as manager-controlled. The ultimate
owners of state controlled firms are the citizens. As they do not control the corporations
directly, however, they elect governments to provide the necessary controls.
Unfortunately, politicians themselves may not actively monitor managers of state-
controlled firms. In short, the person who manages and owns the firm is different in a
widely-held firm or in firms with non-family large shareholders. As a result, there is
large asymmetric information. One way to reduce this problem is to use capital structure

decisions jointly.

Similar to the robustness tests conducted on the full sample, different measures of
capital structure were used to check the sensitivity of the impact of ownership structure
on capital structure decisions. The robustmess test results are reported in Table 8.9,
which consists of three panels. In Panel A, total liabilities to total capital is used as a
measure of leverage instead of total debt to total capital. Panel B replaces total long-
term-debt to total debt with total long-term liabilities to total liabilities as a debt

maturity measure. Total lease to total assets is used in Panel C as a leasing measure.
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Table 8.9 Regression Resulis Using Aiternative Measures of Capital Structure: Family
2nd Non-Family Firms

Panel A (Measure of Leverage: Total Liabilities to Total Capital)

Variable Leverage Debt Maturity Leasing
Family Neon- Family Non- Family  Non-family
family family
(1) {2) (3) 4 &) (6)
Leverage - - -0.3172 0.6521%%*  (.5785%+* -(,09]3***
(-1.08) {10.84) (7.26) -7.77)
Debt maturity -0.8815+++ 05615 - - 0.4371%+*  (2327%%%
(-4.55) Q.21) (2.81) (8.52)
Leasing 1.3787%%x 9 74]+»x 13801+ 3 97]3hrx - -
(9.12) (-3.23) 2.72) (5.23)
Effective t{ax rate 0.0021 0.0049 - - 0.0048 -0.0003
0.17) (0.3%) (0.47) (-0.94)
Growth opportunity -0.2684=++  -0.0155 -0.2231%=  .0.0071 0.1420%**  -0.0008
(-9.28) (-0.96) (-2.77) {-0.81) (13.77) (-0.47)
Firm size 0.1071*#*  .0.0356 0.1192%**  (0.0658*** -0.0654+*+ -0.0160***
(4.64) (-1.01) (6.36) {9.66) (-4.62) (-5.83)
Risk -0.0001 -0.0001 -0.0003 -0.0001 - -
(-0.46) (-1.50) (-0.91) (-0.24)
Age -0.0778%*  0.0689**  -0.0830** .0.0411*+ 0.0583*** (.0004%*
(-2.15) (1.96) (-2.35) (-2.21) (2.80) (2.45)
Profitability -0.0017 ~0.0028 - - - .
(-0.64) (-0.66)
Liquidity - - - - -0.0002 0.000]1***
(-0.83) (3.23)
Asset tangibility 0.0194 0.6815** - - - -
0.29) (2.30)
Asset uniqueness - - - - 0.0387 -0.0054
(0.60) -0.72)
Asset maturity - - 0.0001 0.0001 - -
(0.58) (0.15)
Term structure of interest - - 0.1053 0.0100 - -
(1.42) (0.21)
Industry Dummy Yes Yes Yes Yes Yes Yes
Year Dummy Yes Yes Yes Yes Yes Yes

*** significant at the 0.01 level
** significant at the 0.05 level
*  significant at the 0.10 level
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Panel B (Measure of Debt Maturity: Total Long-term Liabilities to Total Liabilities)

Variable Leverage Debt Maturity Leasing
Family Non- Family Nen- Family  Non-family
family family
(1) 2) 3 4) ) 6
Leverage - - -0.4603 0.4364%**  0.6358*** -0.0545%+*
(-1.55) {7.13) (6.91) (-2.85)
Debt maturity -1.1365%+  56087*** . - 0.7489%**  (,2585%%+
{-5.85) {1.85) (6.96) (9.38)
Leasing 1.5519%** 4756 1.2351%%% 344445 - -
{9.28) (-0.52) (2.85) (7.64)
Effective tax rate -0.0017 0.0094 - - -0.0008 -0.0001
(-0.13) 041) {-0.0% {-0.53)
Growth opportunity -0.2743+~ .0.0061 -0.2422¢++  00192%=+ 0.1771*** 0.0019
{-9.15) (-0.27) (-2.79) (-2.86) {13.52) (1.08)
Firm size 0.1096***  .0.2874««= (Q.0870*** 0.0527*** .0.0715* -0.0144*%**
(5.54) (-3.79) (4.69) (9.80) (-5.96) {-6.36)
Risk -0.0001 0.0001 -0.0001 -0.0001 - -
(-1.03) (1.06) (-0.18) (-0.71)
Age 009720 (.1203%%% 00721 -0,0383+++  0.0632%*  (.0106%**
(-2.92) (2.63) (-1.98) {-2.65) (2.34) (2.65)
Profitability -0.0023 -0.0053 - - - -
{(-1.05) {(-0.69)
Liquidity - - - -0.0001 0.0001
{-1.10) (0.89)
Asset langibility 0.0383 «1.3306* . - -
(0.61) -1.79)
Asset uniqueness - - - - 0.0205 -0.0037
(0.46) (-0.91)
Asset maturity - - 0.0001 -0.0001 - -
(0.68) {(-0.01)
Term structure of interest . - 0.1271 -0.0029 - -
{1.61) (-0.08)
Industry Dummy Yes Yes Yes Yes Yes Yes
Year Dunmy Yes Yes Yes Yes Yes Yes

*** significant at the .01 level
**  significant at the 0.05 level
*  significant at the 0.10 level
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Panel C (Measure of Leasing: Total Lease (10%) to Total Assets) i
Variable Leverage Debt Maturity Leasing %
Family Non- Family Non- Family  Non-family }
Tamily Tamily i
) 3) 3) @ G (6) :
Leverage - - 03172 0.6520%*% ~ (. 5785%*%* _Q.0822%** f
(-1.08) (11.74) (7.26) (-7.91) i
Debt maturity 209267+ 1.3005%** - . 0.4371%%%  0.2203+**
(-4.11) (2.58) (2.81) (8.53) :
Leasing 1.7475%%%  _]1.502¢%  1.3801%**  3.9877%*x . -
(8.93) (-3.45) (2.72) (539
Effective tax rate 0.0069 0012 . - 0.0048 -0.0002
(-0.44) (0.08) (0.47) {-0.49)
Growth opportunity -0.2441%«  0.0037 -02231%*  .0.0176%*  0.1420%**  0.0005
(-8.83) (0.21) (277 (-2.30) (13.77) (0.35)
Firm size 0.1281%*%%  .0,0067*=  0.1192%%*  (,0685%** -0.0654*+ -0.0159%*x
4.95) (2.45) (6.36) (10.62) (-4.62) (-6.15)
Risk -0.0001 -0.0001 -0.0003 -0.0001 . -
(-0.99) (-1.03) (-0.91) (-0.48)
Age -0.1055++  0.0750*  -0.0083** -0.0336*  0.0583*** (.0081**
(-3.05) (1.83) (-2.35) (-1.89) (2.80) (2.20)
Profitability -0.0031 -0,0035 - - - -

(-0.88) (-0.74)
- - - - -0.0002 0.0002
(-0.83) (1.18)

Liguidity

Asset tangibilily 0.0496 0.5072* - -
{0.65) (1.66)

- - - - 0.0387 -0.0047
{0.60) (-0.72)

Assel uniqueness

Asset maturity - . 0.06001 -0.0001
(0.58) (-0.26)
Term structure of interest - - 0.1053 0.0071 - -
(1.42) (0.16)
Industry Dummy Yes Yes Yes Yes Yes Yes
Year Dumimy Yes Yes Yes Yes Yes Yes

¥ significant at the 0.01 level
**  significant at the 0.05 level
*  significant at the 0.10 level

Table 8.10 compares the results presented in Tables 8.5 and 8.9. It is clear from the
table that regardless of which capital structure proxy is used, the results are generally

consistent with earlier analyses.

Overall, the results of the simuitaneous equations system provide evidence that family
firms use interactions among capital structure decisions (i.e., leverage, debt maturity

and leasing) to teduce the agency costs of debt, while non-family controlled firms use
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capital structure decisions to reduce information costs. Families have incentives to
reduce the agency costs of debt because these costs affect shareholder value. As
indicated by agency theory, lenders increase interest rates if they anticipate that any i

actions by managers (on behalf of shareholders) will harm their wealih (e.g., via

Ly i

L underinvestment and asset substitution). Since families have an interest in the firm’s

e ST e 4 T a " =

long-term survival (such as passing on the firm to their heirs), they will minimise any

et g e 4 7 i

actions that reduce firm value. In addition, the families’ concern with their reputation

prevents them from exploiting debtholders. Anticipating these favorable actions, lenders

are willing to reduce the costs of borrowing. In contrast, non-family firms reduce

et e it AL S,

information costs capital structure decisions jointly.

Table 8.10 Summary of Robustness Tests: Family and Non-family Firms
! Relationship Family Firms Non-family Firms
Table Table 8.9. Table Table 8.9.
8.5 Panel | Panel | Panel | 8.5 Panel | Panel | Panecl
A B C A B C
of Leverage =2 * N
: Debt maturity n.s. n.s. n.S. + n.s. + +
Debt-maturity
> Leverage i i ) ) + + * +
Leverage =2 + + + + ) ) A .
Leasing
Leasing - + + + + ) ) - i
: Leverage
Debt maturity
: +
> Leasing + + + + + + +
Leasing 2>
+
Debt maturity M * * * * + *

* not significant

8.4 Chapter Summary

This chapter investigates the impact of family control on relationships among capital

structure decisions. There are two main results. First, the 3SLS results provide bi-
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directional relationships among leverage, debt maturity and leasing decisions. and these
associations are generally statistically significant. This suggests that various
components of capital structure are chosen simultaneously to reduce incentive and

information problems.

Second, family firms use leverage, debt maturity and leasing interchangeably to reduce
the agency costs of debt. The family’s interest in the firm'’s long-term survival and the
family’s concern with its reputation motivates family firms to limit any actions that will
destroy firm value. As indicated by agency theory, risk shifting and underinvestment are
actions that are intended to expropriate value from debtholders. However, sophisticated
debtholders can anticipate these actions and adjust interest ra‘~s accordingly. As a
result, costs from risk shifting and underinvestment will be borme by shareholders. This
motivates sharcholders to reduce the problem through capital structure choices (i.e.,

leverage, debt maturity and leasing decisions).
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CHAPTER Y
SUMMARY AND CONCLUSION

9.1 Main Findings and Implications

Ownership structure influences the incentives of managers and shareholders and has an
impact on capital structure decisions. One important aspect of ownership structure is
family control. Families represent a special class of large shareholders that potentiaily
have unique incentive structure and power in the firm (Anderson ef al., 2003). From
agency 2nd incomplete contract perspectives, there are two characteristics of families
that make them different from other types of large shareholders or managers of widely-
held firms. First, the combination of highly valued private benefits of control and
significant firm-specific human capital motivate families to maintain control of their
company. Second, with substantial wealth and human capital at risk, family owners tend
to be more risk averse than their non-family counterparts. These unique characteristics
provide the underlying reasoning why capital structure decisions of family firms differ

from those of non-family firms.

Panel data from publicly listed firms in Australia from 1998 to 2002 were used to
investigate the impact of family control on capital structure decisions. Employing
various panel data regression techniques, this study found that family firms in Australia
have higher levels of leverage, longer term debt maturity and higher proportions of
jeasing compared to non-family firms. In addition, the results show that family

controlled firms tend to use interactions among capital structure decisions (i.e.,
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Chapter 9 Summary and Conclusion

leverage, debt maturity and leasing) to reduce the agency costs of debt resulting from

conflicts of interest between shareholders and debtholders.

The result that family firms have higher levels of debt is consistent with the argument
that families use debt to concentrate voting power. The objective is to protect the
families’ highly valued private benefits of control and firm-specific human capital.
Since debt has no voting power, the issuance of debt instead of new equity protects the
dominance of families. Additional analyses on the data based on industry (i.e., mining
versus industrial sectors) and firm size (i.e., small versus large firms), provides evidence
that the desire to use debt to maintain control is stronger for family firms operating in
the mining sector (where private benefits of control is higher) and among smaller family

firms (where the families’ financial constraint is not a crucial issue),

The impact of family control among Australian firms is surprisingly similar to that
experienced by family firms in Thailand (Wiwattanakantang, 1999). Due to weaker
investor protection, Thai family firms have a stronger desire to consolidate control and
therefore use more debt (Claessens and Fan, 2002). Similarly, the resulis of this study
indicate that Australian family firms use more debt than non-family firms. However, the
result is conirary to Claessens and Fan’s property rights argument. Claessens and Fan
argue that in countries with strong investor protection, such as Australia, the desire to

control is lower and therefore, family controlled firms employ lower levels of leverage.

The leverage decisions of family firms in Australia are perhaps more consistent with the
argument propounded by Bebchuk (1999), who provides a private benefits of control
hypothesis. Bebchuk suggests that comparatively large private benefits of control are

likely to exist in family controlled firms. This argument implies that family firms have a
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stronger desire to control and protect their private benefits of control and therefore

employ more debt +: consolidate their voting power.

With regard to debt structure decisions (i.e., type of debt used), family controlied firms
use debt maturity and leasing decision more frequently to reduce the probability of
financial distress. Financial distress can be very costly for family shareholders because
it adversely affects their significant financial and human capital. More importantly,
financial distress generally leads to a shifi in control from family to lenders and
therefore, families lose benefits from controlling their firms. A combination of these
factors motivates families to reduce firm risk by avoiding shorter-term debt and using
higher proportions of lease contracts. By its nature, short-term debt must be negotiated
frequently. Although short-term debt is used by firms to avoid locking their financing
costs with long-term debt, it nonetheless has liquidity risk. At negotiation date, bad
news might become available and borrowers are forced into inefficient liquidation
because refinancing is not available or the costs of borrowing are high. Similar to short-
term debt, leasing is used to reduce financial distress risk. That is, by using lease
contracts, firms (i.e., lessees) effectively transfer the risk associated with the use of

assets to leasing companies (i.e., lessors).

Further analyses using the simultaneous equations system support the argument that
family firms in Australia use leverage, debt maturity and leasing interchangeably to
reduce the agency costs of debt, while their non-family counterparts tend to employ
capital structure decisions to reduce information costs. The finding that families tend to
reduce the conflict of interest between shareholders and debtholders is surprising.
Family firms are widely cited as being associated with a reduction in the agency cost of

equity, but not the agency cost of debt (see for example Jensen and Meckling, 1976).
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Chaprer 9 Summary and Conclusion

However, the resuit is more consistent with Anderson er al.’s (2003) finding, who found

R e ra T LD EITO

that family firms in the US are more able to obtain cheaper debt than their non-family

counterparts. As indicated by agency theory, the costs associated with underinvestment
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and asset substitution are ultimately borne by shareholders. The family’s interest in the
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firm’s long-term survival and its coacern with reputation motivates them to limit these
actions for the sake of the firm’s performance. Anticipating these favorable actions, 3

lenders are willing to reduce the costs of borrowing. "

AT I

Implications - The findings of this study provide several important implications. First,

capital structure decisions of family firms are different as a result of their unique

AT L

incentive structure and provides support to extant literature showing that family

Ly

R

controlled firms differ from non-family firms. Thus this study adds to the growing
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literature on family firms which find that these firms differ from non-family firms in

gizes,

term of performance (Anderson and Reeb, 2003a; McConaughy ef al., 1998; Claessens

o
)

R i

et al., 2002; Palia and Ravid, 2002}, the agency costs of debt (Anderson et al., 2003),
insurance policy (Mayers and Smith, 1990), takeover activity (Boehmer, 2000;
Holderness and Sheehan, 1985), executive compensation (Kole, 1997), governance
structure (Anderson and Reeb, 2003c), and the use of dual class shares (DeAngelo and

DeAngelo, 1985; Taylor and Whittered, 1997; Amoako-Adu and Smith, 2001).

Second, the results of this study provide evidence that capital structure decisions are not
only affected by ownership concentration but also by ownership composition. This is
consistent with the argument of Holderness and Sheehan (1988) and Gugler’s (2001)
argument that the identity of large shareholders does matter in financing decisions and
therefore, academic studies and public debates should not ignore the identity of

blockholders. Therefore, these findings add to the understanding of the forces that
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influence corporate financing behaviour by shedding further light on the determinants of

capital structure, particularly in relation to ownership composition and control.

Third, McConaughy et al. (1998) and Anderson and Reeb (2003a) found that family
firms perform better than non-family firms. This study shows that family control has an
impact on capital structure decisions, while Myers (2001, 2003) argues that capital
structure decisions can add to the firm's value Therefore, a positive impact of family
control on firm value is likely to be mediated by its capital structure decisions. In short,
studying the relationship between ownership and capital structures assists in further
explaining the link between ownership composition, capital structure and firm value.

However, future research needs to be done to establish this link better.

9.2 Limitations

This study has at least three limitations. The first limitation is related to the measure of
debt maturity. A proportion of long-term debt to total debt is used as a main proxy of
debt matarity in this study. Although, this measure was used in previous studies such as
Titman and Wessel (1988) and Barclay and Smith (1995a), it is an imprecise measure.
More recently, several studies on debt maturity in the US (e.g., Stohs and Mauer, 1996;
Guedes and Opler, 1996) have used more accurate measures of debt matusity. For
example, Stohs and Mauer (1596) developed a debt maturity structure measure by
computing the book value-weighted average maturity of the debt outstanding, debt-like
obligations and current liabilities. In order to calculate this measure, detailed
information regarding the type and maturity of each debt instrument outstanding in a

firm’s fiscal year-end is required. Given limited disclosure requirement of liabilities in
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Australian financial statements, it was not possible to follow Stohs and Mauer’s (1996)

weighted-average debt maturity procedure.

The second limitation relates to the type of capital structure decisions. This study
focused on leverage, debt maturity, and leasing decisions (which represents the priority
structure of debt). Capital structure decisions are not only limited to these three
decisions. Financing decisions are also related to whether debt is privately placed or
held by widely-dispersed public investors (i.e., debt mix), in foreign or domestic
currency, convertible, callable, and borrowed from one or more lender. However, data
unavaiiability precluded this study from obtaining information on these different
financing decisions. Omission of capital structure decisions other than leverage, debt
maturity and leasing decisions might bias the estimated coefficients due to model

misspecifications (Barclay et al., 2003).

The third limitation relates to methodology. The fixed effects method was not used in
this study due to the existence of time invariant variable (i.e., family control and
industry). Wooldridge (2000) argues that when unobserved variables are correlated with
some explanatory variable, the fixed effects estimator is needed as the random effects
regression is generally inconsistent. As unobserved variables in this study (e.g.,
managers’ or sharcholders’ preferences) are likely to affect explanatory variables such
as business risk and firm size, it is imporiant to employ a fixed effects regression,
instead of a random effects estimator. Currently, a new technique called the Hausman-
Taylor has been developed to estimate the effect of time invariant variables and to take
into account unobserved variables correlating with the explanatory variables (Verbeek,

2004).
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9.3 Future Research Directions

There are two interesting future research directions. The first recommendation is
associated with the omission of capitai structure decisions other than leverage, debt
manurity and leasing decisions. As the exclusion of the variables might bias the
estimated coefficients due to model misspecifications, future research into Australian
capital structure decisions should focus on gaining access to detais 1 corporate
financing policies to provide a more comprehensive understanding of capital structure

decisions and its relationship to both ownership and corporate structure.

The second research direction is related to heterogeneity among family firms. It is well
known that family firms are not homogeneous organisations. For example, some family
businesses are led by the founder while others by the founders’ heirs. Morck et al.
(1988) reveal that founders of “young” firms improve firm value whereas “older” firms
are associated with lower firm value. Morck et al. argue that these differences in firm
value are due fo different incentive structures created by owners of firms, which have a

direct impact on firm performance.

Corbetta and Salvatore (2004) classify family firms into three groups based on
ownership, the presence of shareholders and managers external to the family, active
involvement of family members, and number of generations involved in the firm. The
resulting family firm types are: (1) the founder-centered family firm; (2) the siblii.,, ~.
cousin consortium, which is fully owned and managed by families; and (3) the open
family firm, in which ownership is partially shared with non-family shareholders.

Corbetta and Salvatore argue that these firms differ in their role of founder and
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entrepreneurial orientations. They also conjecture that agency costs are different in each

type of firm.

Villonga and Amid (2004) examine bow family ownership, control and management
interact with one another in their effects on firm value. They divided family firms into
three groups: (1) family firms with control-enhancing mechanisms (dual-share classes,
pyramids, cross-holdings, or voting agreements) and a family CEO; (2) family firms
with control-enhancing mechanisms but no family CEO; and (3) family firms with a
family CEO but no control-enhancing mechanisms. They found differences in their

performance.

In short, the above argument implies that within family firms, there are several sub-
groups with different incentive structures. Incorporating these different characteristics
within family firms into capital structure research will provide a richer perspective on
family controlled firms in the capital markets and offer a promising avenue for future

research.

9.4 Conclusion

This study provides empirical evidence that family firms use higher levels of leverage,
longer term debt maturity, and higher proportions of leasing. Further analyses using the
simultaneous equations system shows that family firms in Australia use leverage, debt

maturity and leasing interchangeably to reduce the agency costs of debt.
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Chapter 9 Summary ond Conclusion

Overall, the study supports existing theory that incentive structures of family firms
differ from that of non-family firms. However, this unique incentive structure affects
capital structure decisions in different ways. When choosing the level of debt, the
family’s desire to maintain control is stronger. In conirast, the incentive to reduce
bankruptcy risk is more prevalent when families decide on the type of debt (ie., the
maturity of debt and the priority of debt) they will use. Finally, families are motivated
to reduce the agency costs of debt when decision related to interoctions among capital

structure variables must be made.
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