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Abstract

Precipitation of metastable 0’ phase is a well known process that underlies age-hardening
of Al-Cu alloys. The strength acquired is very sensitive to the morphology and spatial
distribution of 6’, with the peak hardness corresponding to a fine distribution of precipitates with
high length-to-thickness aspect ratio. Therefore, an understanding of the transformation
mechanism between the matrix and 0’ and the factors affecting the nucleation barriers associated

with its formation are crucial for an effective alloy design.

Although the behaviour of the Al-Cu system has been a focus of intensive research for the
large part of a century, the need still exists to elucidate the atomic mechanism of transformation.
0’ was traditionally considered to be a purely diffusional transformation product; however,
several mechanisms have been proposed (Dahmen and Westmacott, Nie and Muddle) that
recognised the existence of lattice correspondence between the Al-Cu matrix and 0'. The
important feature of these mechanisms was a large shear component in the transformation strain,

suggesting that the transformation may be diffusional-displacive in nature.

This project was undertaken to investigate the special mode of transformation,
autocatalytic nucleation, which features distinctive clusters of precipitates arranged into linear
inclined stacks and cross-like arrays. The hypothesis tested was that such clustering of
precipitates is the result of interaction between the shear component of the strain of the nucleus
with the pre-existing microstructure, and that autocatalytic structures potentially reveal the

nature of transformation strain.

The thesis presents an assessment of the nucleation barriers associated with the formation
of platelike inclusions, representative of a wide class of strengthening precipitates (6’ and T; in
Al-Cu and Al-Cu-Li, y/y" in Al-Ag). It is demonstrated that existing estimates of interfacial
energies and chemical driving forces do not explain the difficulty of precipitation in these
systems, and that the influence of the shear component on the magnitude of the nucleation

barrier is crucial and must be accounted in the model of the transformation mechanism.

Further, a simple elastic interaction model based on earlier work of Perovic, Purdy and
Brown is employed to demonstrate that the elastic interaction energy between the sheared
nucleus and pre-existing large precipitate has the symmetry consistent with the distribution of 6’
in autocatalytic arrays.
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Finally, a diffuse interface phase field model is developed for the coherent nucleation and
microstructure evolution in Al-Cu. The model takes into account the effect of local stress on the
nucleation rate in an attempt to dynamically track how the nucleation of subsequent precipitates
is facilitated by elastic interaction with the pre-existing microstructure. It is demonstrated that
the traditional model of purely tetragonal transformation strain rules out the possibility of strain
induced nucleation, due to weak interaction and the effective suppression of driving forces by
matrix depletion. In the case of a sheared nucleus it was not possible to answer conclusively
whether autocatalysis may be caused by the elastic interaction. Some precipitate clustering was
evident, but characteristic linear stacks and cross-like arrays observed in experiments were not

reproduced in the simulations.

The results suggest that inhomogeneous distributions, when they occur, are the product of
association with inhomogeneities, such as dislocations or grain boundaries, rather than a self-

stimulating chain of strain induced nucleation events.
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1. Introduction

1.1. Overview

Phase transformations in metals and alloys form a broad fundamental scientific field,
which is of great technological importance for the design of advanced engineering alloys. High-
strength alloys of light metals, such as those of aluminium and magnesium, often acquire their
peak hardness through the formation of the fine distribution of precipitates of one or more
strengthening phases. Optimal mechanical properties of these alloys are directly controlled by
the identity, size and spatial distribution of the nanoscale precipitates. Formation of such a
population of particles within the initially uniform matrix is what constitutes the process of

precipitation- or age-hardening.

Precipitation hardening requires an alloy system with the solubility decreasing with
decreasing temperature. Solute introduced into solid solution at an elevated temperature tends to
form aggregates of new phase during controlled ageing at lower temperature. Decomposition of
the supersaturated matrix normally proceeds as a first-order heterogeneous phase transformation,
which involves nucleation and further growth of new-phase embryos from the initially uniform
metastable solid solution. Understanding the transformation mechanism and the factors affecting
nucleation is therefore crucial for the effective design of advanced materials.

The research undertaken and presented in this thesis is focused on the traditional and well
studied binary Al-Cu system. In this system, and in many commercial heat-treatable alloys based
on it (2xxx series), the strengthening is achieved primarily due to the formation of an
intermediate 0’ phase via heterogeneous nucleation and growth. These precipitates form as thin
plates of high length-to-thickness aspect ratio, are rationally oriented within the matrix and have
nearly perfect coherent matching to the matrix lattice across their broad faces. High aspect ratio,
almost full coherency of broad faces and significant compositional difference between the matrix
and precipitates are also common in some other strengthening products, such as y’" in Al-Ag and
T1 in Al-Cu-Li. These phases do not fit easily into the traditional classification of phase
transformations as being either diffusional or displacive, and exhibit some important
characteristics of both classes. The compositional difference with the matrix clearly requires long
range diffusion of the solute, but on the other hand the crystallography of these phases allows
one to identify a simple lattice correspondence that is common for displacive transformations.

The lattice correspondence, or the matrix-product stress free transformation strain for 0', y', Ty
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and other presumably mixed-mode products, invariably features a significant shear component. It
has been suggested by some authors that many important transformation features, namely the
apparent difficulty in nucleation, the nature of the association with matrix defects and clusters of
vacancies and/or microalloying additions and finally the specific discrete thicknesses of the
plates observed, might all be explained in terms of the accommodation of this shear component

of transformation strain.

At the core of this project is an attempt to study the manifestation of the shear component
of transformation strain through the special mode of precipitation - an autocatalytic nucleation.
There is some experimental observation of 8’ colonies without any obvious association with
defects. Such colonies are comprised of either a single variant of precipitates, arranged into
inclined stacks of plates, or cross-like arrays of two perpendicular variants of 0. Early models of
this process suggested that such short-range ordering is due to the elastic interactions between
precipitates, with subsequent nuclei being formed in the solute depletion and elastic strain fields
of previously formed plates. The work presented in this thesis is a natural extension of the elastic
interaction models; it is based on a consideration of the generalised transformation strain with a
significant shear component and uses state of the art simulation techniques. The catalytic effect
of a coherent precipitate can be determined by the specific structure of the depletion field
surrounding the particle and the local magnitude of the interaction energy between the pre-
existing microstructure and the nucleus that is formed. As an extension of the early models an
approach developed in this work uses the phase field model to simultaneously monitor both the
compositional chemical and elastic driving forces. Rigorous analysis of the total nucleation
driving forces in the environment of the pre-existing plates is presented for the different types of

underlying transformation strains in both nuclei and mature precipitates.

Phase field modelling was selected as the primary simulation technique for this research
project, as it is an extremely versatile and powerful tool for studying microstructure evolution in
material systems on a mesoscale. The microstructure is represented by a set of continuous field
variables related to the composition and structure of the matrix and product phases, with the
evolution governed by minimisation of the free energy of the system. Phase field models are
particularly useful in studying multiphase systems, since there is no need to track interfaces
explicitly and various energy contributions (chemical and elastic) can be naturally incorporated
into a model within a single simulation framework. This thesis presents such a phase field model
for the precipitation of 6 in Al-Cu and studies the precipitation at various levels of
supersaturation, corresponding to different alloy compositions and ageing conditions. Nucleation

is also incorporated into the model with new nuclei being randomly introduced at a rate sensitive
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to the local composition and stress in the matrix. The study systematically looks at how the type
of the transformation strain in the mature plates and nuclei affects the patterns in the precipitate
distribution that develops dynamically during the alloy ageing.

The purpose of the study is to elucidate the atomistic details of the transformation
mechanism for a whole class of phases that have important technological applications. An
understanding of the role of the shear component of transformation strain and the way the strain
energy is accommodated during nucleation of the strengthening phases has the potential to

improve mechanical properties of the advanced materials by optimising the processing.

On the technical level this work is intended to fill the gap that exists in the field of
mesoscale models in recognising the importance of shear. The phase field model presented in
this thesis is an intermediate step in the direction of more physically realistic models of
nucleation and microstructure evolution. The study also considers several important issues
regarding the particular formulation of the phase field model for 6’ evolution. These include the
construction of the free energy functional, scalability of the model in terms of the simulation
domain size, the numerical stability and the efficiency of the finite difference schemes and the

representation of interfacial energy and kinetic anisotropy.

1.2. Outline of the thesis structure

Chapter 2 gives a detailed literature review of the fundamentals of nucleation theory as
applied to solid-solid transformations. Classical nucleation theory is presented in some detail,
both homogeneous and heterogeneous. The influence of various defects of real materials on the
rate of the nucleation is discussed. Specific attention is paid to the role of interfacial and strain
energies associated with the formation of the new phase embryos. Khachaturyan’s
microelasticity theory is presented at length, since it is incorporated into the phase field model to
treat the elastic energy and also to account for the strain-induced modification of the nucleation
driving force. The chapter closes with an overview of the binary Al-Cu system, the 6
strengthening phase and the related diffusional-displacive products.

Chapter 3 presents a review of the thermodynamical data available for selected product
phases, like 0’ in Al-Cu and y' in Al-Ag, and uses typical interfacial energies and chemical
driving force as inputs in the parametric analysis of critical sizes and activation barriers during

the nucleation of platelike diffusional-displacive products. It demonstrates that current estimates,



especially those of interfacial energies, do not adequately explain the difficulty in nucleation of
these phases and emphasizes the crucial importance of strain energy accommodation in the

nucleation of the sheared product phases.

Chapter 4 reviews and extends the earlier models based on the application of a dislocation
loop method to the analysis of the elastic interaction energy. The model is revisited to include the
results of interaction between plates of various sizes and mutual orientations, with a specific
focus on the role of the shear component in the stress-free transformation strain. Interactions
between mature precipitates of tetragonal misfit and nuclei of generalised (having both
dilatational and shear components) transformation strain are identified as having symmetry

consistent with autocatalytic arrays.

Chapter 5 systematically introduces the basics of the phase field technique and details
aspects of developing a phase field model for a specific system of interest. Special attention is
given to the connection of the field variables and kinetic coefficients with the thermodynamic
parameters of the system. The construction of the free energy functional and the treatment of
various anisotropies, interfacial and kinetic, are discussed thoroughly. Simple one- and two-
dimensional test cases are presented to illustrate the behaviour of the model against selected
analytical solutions for the growth of planar interfaces and evolution of isolated particles in two
dimensions. The chapter closes with the summary of the particular model used for Al-Cu and a

description of its numerical implementation.

Chapter 6 presents the results of the phase field simulations in two dimensions with the
focus on the chemical driving forces for the nucleation in the environment of an isolated
precipitate. Driving forces are analysed for two alloy compositions and three transformation
temperatures in an attempt to capture the effect of the magnitude of the chemical driving forces
versus the catalytic effect of the elastic interaction. Finally, results of the simulations for
concurrent strain-affected nucleation and growth are presented and analysed in terms of an
autocatalytic nucleation. Conclusions and directions for further research are summarised and

outlined in Chapter 7.



2. Precipitation in solids

In this chapter the basics of nucleation theory and its applications to solid-solid
transformations are discussed. The role of interfacial and strain energy is explained. The methods
of estimating strain energy that accompanies solid-solid transformations are presented in detail.
Classification of solid-solid transformation is given with the focus on the importance of mixed
mode diffusional-displacive transformations. Al-Cu binary system and precipitation of 0’ is

introduced as the model system within the scope of this project.

2.1. Nucleation theory

2.1.1. Introduction

The process of precipitation in alloys is one of many technologically important examples
of first order phase transformations. Its practical importance in material science stems from the
crucial dependence of the material’s mechanical properties on the type of microstructure that
forms in the course of transition. The properties of a system, most notably its strength, are
controlled by the size, morphology and distribution of second phase particles embedded into the

parent phase matrix.

Nucleation is an initial stage of first-order transformations; therefore, understanding and
controlling the nucleation is of crucial importance for the design of advanced materials. The
following review is focused on the theory of nucleation and specifically on its application to

solid-solid transformations.

The foundation of nucleation theory has been laid in the classical thermodynamics
developed by Gibbs, who identified that the work required to form a nucleus of the new phase in
unstable equilibrium with the parent phase is a measure of system stability. Based on these ideas
the theory was further developed by Volmer, Weber, Farkas, Becker, Doring, Zeldovich and
others. Developed initially for the condensation of vapour, and subsequently extended to
processes like cavitation, melting and eventually transformations in solids, this theory of
nucleation proved to be qualitatively correct, although extremely challenging both in terms of the
fine details of the rate equations for specific applications and in terms of the experimental

confirmation of key controlling variables.



Classical nucleation theory has its limitations (which will be discussed further) but it
nonetheless describes the process of transformation well and can serve as a basis for theoretical
analysis, provided that a realistic physical model of the transformation is identified. Thus in this
review the basics of the classical nucleation theory will be presented and complications specific
to solid-solid transformations, such as anisotropic interfacial energies, strain energy effects and

the presence of structural singularities will also be discussed.

2.1.2.  Basic formulation of classical nucleation theory

Nucleation theory describes the initial stage of a large class of first order phase
transformations. When a system is subject to external conditions outside the stability range of a
given phase a transformation is expected to proceed. In the course of this transformation a new
state develops, which could be a new aggregate state or a mixture of more stable phases.

Decrease in the total energy of the system provides the driving force for the transformation.

The rate of the transition is limited because of an energy barrier associated with formation
of domains of the new phase. The barrier originates primarily from the additional energy
required to create an interface between the parent and product phases. Small embryos of the new
phase have large ratios of the surface area to the volume, and thus can produce an overall energy
increase when the interfacial energy penalty outweighs the volumetric energy decrease.
Instability of such small embryos in the parent phase makes the system resistant to growth of

new phase domains.

The energy change associated with formation of embryos is illustrated in Fig. 1. Two
regions may be identified based on the value of the derivative of the total energy with respect to
the size of an embryo. In the region A the energy increases with embryo size and therefore decay
of the embryo is preferred to its growth. This consideration is reversed for the region C. The
point B represents the critical size that is characterised by an unstable equilibrium of a nucleus

with a parent phase.

Thermal fluctuations constantly generate the embryos of the new phase and the random
processes of growth and decay of these embryos eventually produce a population of critical
nuclei, which become viable and grow into stable volumes of equilibrium product. This process
constitutes nucleation. Nucleation theory in general addresses the kinetics of the process, namely

the rate of formation of product phase nuclei with the ability to grow continuously.



Surface energy

>

critical size size

Region A — subcritical embryos, for which decay

is energetically more favourable than growth Change in chemical energy

B — critical size of nuclei, corresponds to the state
of unstable equilibrium with equal chances of
growth and decay

Region C — stable nuclei of a new phase, growth
reduces total energy of a system

Fig. 1 Schematic variation of the change in the Gibbs free energy of the system associated with the
formation of a new-phase domain, as a function of domain’s size. The concept of critical size is illustrated
as point B on the graph.

Quantitative development of nucleation theory arguably began with work by Volmer and
Weber [1] on condensation in vapours. Building on the ideas of von Smoluchowski [2] and
Einstein [3], who addressed critical opalescence in terms of thermal fluctuations, the authors
related concentration of liquid or crystalline clusters to the energy required for their formation.
This energy was obtained as work against extra pressure produced by the Gibbs-Thomson effect.
Volmer and Weber derived the formulae for the work of critical cluster formation via the
supersaturation of the vapour with respect to the equilibrium pressure, thus introducing the key

concepts of critical size and activation barrier for nucleation.

In the developments that followed Farkas [4], Kaischew and Stranski [5] together with
Becker and Doéring [6] presented more rigorous analysis of vapour condensation on a kinetic
rather than thermodynamic basis. The problem was treated via the probabilities of both
condensation on and evaporation from the surface of the clusters. Kinetics of transformation was
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analysed as a “diffusional flux” of clusters with respect to their size (number of clusters passing
through particular size per unit time) under the influence of an external driving force. Steady
state solutions for such a problem were derived with more exact expressions for the pre-
exponential factor in the concentration of critical nuclei. A similar solution also appeared in the
theory by Zeldovich [7] for cavitation in liquids. Zeldovich must also be credited for introducing
a factor that gives the probability of a critical nucleus in unstable equilibrium with the parent

phase to actually grow instead of decay.

The concepts of thermally activated fluctuations and their random growth and decay were
also employed for the explanation of various pre-transition phenomena, like anomalously high
specific heat capacity and the expansion coefficient in the vicinity of the transition temperatures
in pre-melting of solids and pre-crystallisation. This has been developed by Frenkel [8] into a
general theory of heterophase fluctuations and effectively expanded nucleation theory formalism

into systems other than vapours.

Approximately at the same time the theory of nucleation was applied to solid-solid
transformations. Becker [9, 10] analysed precipitation in binary alloys and obtained expressions
for the activation energy for nucleation of cubical precipitates, assuming sharp interfaces and
basing the derivation on the energy of the bonds broken. Becker also realised that the nucleation
rate should depend on the diffusion rate, thus introducing a second Arrhenius exponent factor
into the rate equation. However, the pre-exponential factor was not determined.

Further development of solid-specific theory was due to Turnbull and Fisher [11] who
considered the rate of nucleation in condensed systems, primarily for processes that do not
require long-range diffusion. Their treatment was based on absolute reaction rate theory and led
to the classical form of the exponential factor in the rate equation, and also approximated the pre-
exponential term as the product of lattice site density and the frequency of diffusional jumps

across the nucleus interface.

It would be now appropriate to summarise formally the ideas of classical nucleation theory.
This has been done by Russell in his review on nucleation in solids [12] by formulating basic

principles sufficient to obtain a solution to the nucleation problem:

e Principle I: The probability of nucleation is proportional to the exp(—AG*/kgT),
where AG™ is the work required to generate the critical nucleus, in other words

make a system unstable with respect to the transformation.



e Principle II: Time reversal, which postulates that for equilibrium systems any state
with inversed velocities of particles is equally probable. The approximate
application of this principle to non-equilibrium systems allows equating the path of
the fluctuation’s growth and decay and easily deducing the activation path by

tracing spontaneous deterministic decay, rather than random growth.

The steady-state nucleation rate in its most general form is then given by

J =ZpB*N exp (— i:;) (2.1)

where AG™ is the change in Gibbs free energy associated with critical nucleus formation, Z is the
non-equilibrium Zeldovich factor (~ 0.01 - 0.1), B is an attachment frequency factor (the rate at
which atoms or molecules are added to the critical nucleus) and N is the concentration of
nucleation sites of a particular type available in the system. The product of this concentration and

the exponential factor gives the total number of critical nuclei that exist in a system.

As pointed out by Russell in [12], while the general form and the meaning of the variables
in equation (2.1) do not change, exact expressions should be developed on an individual basis
depending on the system and the exact mechanism of transformation. Consider a simple example
of the spherical particle of the new phase characterised by a sharp interface with isotropic
interfacial energy y and the chemical driving force AG, (the volumetric Gibbs free energy
reduction upon transformation from parent to product phase). The change in Gibbs energy of the

system brought about by the formation of the particle would be
4
AG* = —§AGVT[T3 + 4mr?y (2.2)

where r is the radius of the sphere. Differentiation of expression (2.2) by the size variable gives

an extremum at the critical size r = r*, which is given by

.2y
o

=36 (2.3)

Substitution of (2.3) into (2.2) gives an expression for the activation energy or the energy

barrier for nucleation as



3
Ty
AG* =16 —— 2.4
3AGZ (2.4)

However, in more complex systems derivations analogous to (2.2) - (2.4) are complicated
by the interfacial anisotropy and/or the effect of elastic strain energy in condensed systems. This
introduces the shape dependence of the nucleus energy and the problem of identifying the critical
nucleus and its parameters becomes multivariate. Instead of differentiation only with respect to
size, the equation analogous to (2.2) must be differentiated with respect to size and shape. The

critical nucleus then is the one defined by the saddle point in the free energy profile.

2.1.3. Transient nucleation

Expressions of the form (2.1) for the nucleation rate are obtained as steady state solutions
and are applicable only when the equilibrium distribution of embryos is established. For some
systems such as gases the treatment is a very good approximation; however, for condensed
phases with slow diffusion the chain monomer attachments and detachments leading to the

formation of a critical nucleus may take a considerable time.

It has been observed in some systems [13] (the transformation of austenite to pearlite in
steels, the recrystallisation in aluminium and silicon ferrite) that there is a period initially when
no nuclei are observed and then the nucleation rate starts to increase, rapidly approaching the

steady-state value, as demonstrated in Fig. 2.

Turnbull explained the phenomenon qualitatively by pointing out that whenever the
distribution of nuclei deviates from the equilibrium an incubation time should be expected and
presented simulations of incubation time [14]. Fisher, Hollomon and Turnbull [15, 16] expanded

the ideas to treat athermal nucleation and a systematic analytical solution was given.

The transient nucleation rate for isothermal reaction is obtained as

J(©) = Jsexp (-~ %) (2.5)

where J, is a steady-state nucleation rate and t is a characteristic incubation time.
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Fig. 2 Transient homogeneous nucleation rate in an arbitrary system with critical cluster comprising 25
atoms and the initial condition for the nucleation rate of 12-atom clusters equal to 0.01. Adapted from
Turnbull [14].

2.1.4.  Classification of nucleation processes

Nucleation in solids is usually classified, in terms of the nature of the process of nuclei
formation, as either homogeneous or heterogeneous. Distinction is made according to whether
the formation of the embryo that evolves to become a critical nucleus occurs randomly in space
or at some singularity in the structure. Such singularities usually serve as nucleation sites due to
the reduced activation barrier associated with the nucleus formation. All of the general
nucleation theory conclusions remain true, with the only adjustment being the number of
nucleation sites in the rate equation (2.1), which obviously should be replaced from the total
number of lattice sites in the case of homogeneous nucleation to the number of the sites preferred

for heterogeneous nucleation.

Homogeneous and heterogeneous nucleation may be regarded as competing processes,
with homogeneous nucleation having more theoretical than practical interest for solid-solid

transformations. This is as long as the real structure of the material provides an array of suitable
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nucleation sites such as dislocations, grain boundaries, stacking faults, inclusions and free

surfaces.

In solids classification is also possible with respect to the type of the interface that is
created between parent and product phases. According to this, the process may be classified as
coherent, semicoherent or incoherent. Interfacial structure develops as a result of a balance
between interfacial and strain energy contributions. Coherent structures, where matrix and
product are coupled continuously and crystal planes are not interrupted, have the lowest
interfacial energies but may produce significant elastic strains in the matrix and/or precipitate
phases. On the other hand, incoherent interfaces show no continuity and typically have high
interfacial energies, but low elastic strains. For the intermediate cases of semicoherent interfaces,
structural misfit and accumulating strains are partially relieved by the array of dislocations

within the otherwise coherent interface.

2.1.5. Heterogeneous nucleation and the influence of defects

The structure of the real material provides imperfections of various kinds in abundance.
These imperfections can serve as nucleation sites and commonly the effect of imperfections is to
favour heterogeneous nucleation over the homogeneous pathway. In this section a brief

description will be given for the effects of particular defects on the nucleation process.

2.15.1. Vacancies

In the equilibrium state the system has a certain concentration of vacant lattice sites,
because from the total energy viewpoint the minimum is attained when the increase in the
enthalpy of the broken bonds associated with vacancy formation is compensated by the increase
in configurational entropy of mixing vacancies and atoms. The equilibrium concentration of

vacancies is given by the expression

eq _

Cyac = A €xp <_

AHvac)

ot (2.6)

where AH,,, is the vacancy formation enthalpy (~0.2-0.3 eV) and A is a material constant close

to unity.
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The equilibrium vacancy population does not affect the nucleation because at equilibrium
the change in energy associated with the small change in vacancy concentration is zero. Also for
a coherent nucleation, when lattice continuity is maintained between parent and product phases,

there is no effect of vacancies on stresses.

For incoherent and semicoherent nucleation equilibrium vacancies play a part in relieving
the transformation strains, providing the flux of material in the direction required to compensate
for transformation strains. Non-equilibrium vacancies produced by rapid quench from high
temperature down to the transformation temperature will be involved in the same process.
However, the destruction of non-equilibrium vacancies in strain relief will also affect both the
chemical energy of the system, and the elastic strain energy (for instance when annihilation of
non-equilibrium vacancies strains the nucleus in tension, as suggested by Cahn in [17]). An
analysis of the effect of excess vacancies was presented by Russell [18] who considered the
precipitation of the B phase from the o matrix in a binary solution and arrived at the modified
form of the equation (2.4) for the nucleation barrier:

16my3 16my3

3(AGy + AGyg.) 3(ac + o7 Bivac , gp2 (A=) (2.7)
14 Vﬁ Au‘UaC 4‘Evﬂz

AG*

Here, the chemical potential of excess vacancies may be expressed via the supersaturation
of vacancies as

BHtyge = ksT In (c—q> (2.8)

vac

where ¢, is the actual and c,¢, the equilibrium vacancy concentrations. Transformation strain

is expressed via atomic volumes of the matrix V;, and the precipitate Vz as el = Vg = V) / Ve

E is the Young’s modulus and v is the Poisson’s ratio.

It can be seen from expression (2.7) that depending on the type of transformation strain the
term linear in Au,,. May increase or reduce the activation barrier for nucleation. For precipitates
with atomic volume larger than that of a matrix (¢ > 0) the driving force is increased and the
barrier is lowered. The quadratic term (associated with annihilation of more or fewer vacancies,

than required for the exact strain relief) always reduces the barrier.
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Another obvious effect of excess vacancies on nucleation is the increase of diffusion rates
and as such the proportional increase of the frequency factor £* in the pre-exponential part of the
nucleation rate equation (2.1). This is true for all transformations that involve compositional

change and require long-range diffusion, regardless of the interface type.

The combined effect of the factors discussed above leads to enhanced nucleation of semi-
or incoherent phases with positive volumetric misfit, both due to faster diffusion and reduction of
the nucleation barrier. The precipitation of phases associated with the reduction in volume
should be suppressed to some extent by the reduced driving force and the increased activation

barrier.

2.1.5.2. Dislocations

Dislocations have strong effect on nucleation via several different mechanisms, and their
influence is different for coherent and incoherent precipitation. One may identify several areas
where the influence of the dislocation may affect the precipitation process: enhanced diffusion
along the disordered dislocation core, the interaction of complex strain fields surrounding
dislocations with the transformation strain of a precipitate and finally the effect of the dislocation
on the population of vacancies and on the diffusion of solute atoms. Also, precipitation directly
on the dislocation line may be preferred due to the destruction of the high-energy disordered
dislocation segment, replaced by the precipitate, which thus reduces the barrier for its formation.

The latter mechanism was investigated by Cahn [17] who analysed the process of
incoherent precipitation on the dislocation core. Cahn assumed that the highly strained region of
the dislocation core would be decorated with solute in a way analogous to the Cottrell
atmosphere and be a metastable subcritical cylinder of a new phase, characterised by the radius
ro- The process of nucleation is a formation of a bulge on the metastable tube by a thermal

fluctuation.
The catalytic power of the dislocation in this model can be estimated by the parameter

_ b AGy

x=5 )2 (2.9)

where u is a shear modulus, b is the magnitude of the dislocation's Burgers vector, AGy is a

nucleation driving force and y is the interfacial energy.
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Cahn demonstrated that for increasing a the barrier for nucleation continuously decreases,
until for a > 1 it effectively disappears. It was estimated that for a range of systems « is
between 0.4 and 0.7, thus significantly reducing the activation energy. Gomez-Ramirez and
Pound [19] also studied similar problems with different morphologies of the bulge and found no
strong dependence of barrier on the shape. They also concluded that metastable embryos may

exist on dislocations even in undersaturated systems.

Thus for incoherent nucleation dislocations provide a catalytic effect that is stronger for
larger Burgers vector, and for higher supersaturation. It is also concluded that edge dislocations

are more effective than screw dislocations.

For coherent precipitates the benefit in association with the dislocation line is of a different
nature. It is a partial relief of the transformation strain, when the particle forms in the stress field
of a dislocation line. Such an interaction has been analysed by Lyubov and Solov’ev [20],
Dollins [21] and later by Barnett [22] and reviewed by Larche [23]. Analysis has been restricted
to ellipsoidal shapes and dilatational transformation strain &;; = §;;¢. It was found that strain
relief is equivalent to the reduction of the “effective” interfacial energy, which lowers the

activation barrier and the size of the critical nucleus:

_ ub (1 +v)
Vefr =V 9 (1 —v)

el (2.10)

Dollins also suggested that the elastic properties of a precipitate play a role, with soft
precipitates reducing the energy of a dislocation line and hard ones increasing it. It should thus
be expected that coherent precipitates of lower elastic moduli should be preferred, while those of

higher modulus are suppressed in the vicinity of dislocations.

Besides affecting the magnitude of the nucleation barrier for the precipitates, dislocations
can also modify other factors in the rate equation (2.1). Transport is enhanced along the core, and
as such the frequency factor £ is increased according to the dislocation core diffusivity. This is

of great importance for the nucleation of incoherent precipitates directly on dislocations.

Finally, the nucleation site density N should be modified to reflect that only those lattice
sites in the neighbourhood of the dislocation line that are now available for nucleation. Russell

estimates this number as
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N ~ 22 (2.11)

where p, is the dislocation line density (length per unit volume) and a is the lattice constant. It is
estimated that for annealed metals N is about 10 cm™, which is a reduction by a factor of 10°
compared to a homogeneous nucleation. For an incoherent nucleation this is usually
compensated by enhanced transport; however, for coherent nucleation it must be taken into

account that the frequency factor is still the same as defined by the volume diffusion.

2.1.5.3. Other defects

Other defects also have the potential to enhance the nucleation of particular phases.
Internal boundaries may provide enhanced transport in the same way as highly disordered
dislocation line cores. They also serve as effective sources and sinks for the vacancies, and may
enhance or suppress nucleation by affecting vacancy population. Reduction in the activation
energy is similar to incoherent nucleation on the dislocation line — for example it can be found by
replacing an area of a grain boundary and recovering an extra surface energy associated with this

area. The effect is particularly strong for grain edges and corners (Cahn [24]).

Assistance can also be provided by stacking faults [12], which can either be replaced in a
process of coherent nucleation, or constitute a pre-existing embryo with a structure different to
that of the matrix, thus reducing the structural part of the transformation barrier. The influence of
microalloying additions is also manifold — it may be a lowered interfacial energy due to the
absorption of a microalloying component in the interface, reduction in strains or the provision of

pre-existing sites in the form of solute or solute-vacancy clusters.

2.1.6. Limitations of the theory and its experimental support

Classical nucleation theory has its obvious limitations. The rate equations are developed
for the steady-state approximation, when the distribution of nuclei of various sizes is close to
equilibrium at the given transformation temperature. The transient equations for a nucleation rate
account for an incubation time, which is required to establish this distribution after a system is
brought to a transformation temperature; however, effects of a slow approach to transformation

conditions are usually ignored.
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It is a matter of serious debate whether the macroscopic thermodynamic quantities can be
extrapolated into the nanoscopically small domains of the new phase and as such what is the
actual additional energy penalty associated with embryo formation.

Also, it is unclear if the structure of the embryo is well defined and the interface between
the product and parent phases is sharp. A number of improvements to the theory have been
considered, like the diffuse interface treatment of Cahn and Hilliard [25-27] or the multi-flux
analysis of Russell [28]. These theories do provide new insights into the structure of the nucleus,
its immediate surroundings and the magnitude of the activation barrier and non-equilibrium
Zeldovich factor, induction time, etc. Nonetheless the broad picture formulated in rate equation
(2.1) remains unchallenged and many improvements affect the results less than the actual

uncertainty in key variables (interfacial energy and chemical driving force).

Classical nucleation theory has been confirmed to describe well the Kkinetics of
condensation of supersaturated vapours within the limits of experimental uncertainties. VVolmer
and Flood [29] and Flood [30] have studied drop formation in various systems and found good
agreement with VVolmer-Weber rate equations.

In more complex condensed systems comparison of transformation kinetics with the
theoretical treatment becomes very difficult. It is usually done by comparison of the interfacial
energy or chemical driving force, as estimated from the experimentally observed nucleation
rates, with their counterparts as measured for macroscopic interfaces or obtained from alternative
methods. Therefore, systematic interpretation of results also suffers from the lack of reliable

experimental information on the magnitude of interfacial energies and driving forces.

It is widely accepted and confirmed by observation that nucleation in condensed systems is
rarely homogeneous, due to the relatively high interfacial energies and strains involved. The
strong influence of imperfections (vacancies, dislocations, stacking faults, grain boundaries,
clusters of microalloying additions, etc.) makes the process heterogeneous in almost all systems

and unfortunately the exact mechanism of transformation is often poorly understood.

However, in some systems solid-solid homogeneous nucleation is considered possible (see
Russell [12] for review) and a satisfactory explanation of kinetics is given for Al-Si and Al-Ge
alloys. Servi and Turnbull [31] also explained precipitation in Cu-Co at low supersaturation in

terms of homogeneous nucleation and growth.
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The ideas of classical nucleation theory proved to be correct and applicable for a wide
range of physical systems and transformations and continue to provide an important theoretical

framework for the interpretation of phase transition kinetics.

The next part of this review gives more details on the role of interfaces and coherency
strains during nucleation and leads to the subject of the thesis, i.e. the role of displacive
transformation strains in diffusional transformations. This role will be analysed by studying the
effect of shear strain in the specific mode of dynamic heterogeneous nucleation, assisted by the

elastic interaction energy.

2.1.7. Interfacial energy

The energy of the interface between matrix and product phase is one of the most important
variables that enter equations (2.2) - (2.4) and their analogous forms for any nucleation problem.
By definition y is the reversible work required to create a unit surface interface under the
existing constraints. In the case of solids, with constant pressure, temperature and mass of the
system y becomes an extra Gibbs free energy associated with the interface.

Although the qualitative role of y in the nucleation process is well understood and
confirmed experimentally, there are still doubts about whether it is possible to describe surfaces
of very small new phase embryos in terms of classical surface thermodynamics. It is uncertain if
the surface of the nanosized particle can be assigned the value of energy measured or
theoretically estimated for the macroscopic interface. Moreover, the interfacial energies in solids

are hard to measure experimentally or estimate theoretically.

Interfaces are classified into three categories based on the continuity and matching of
lattice planes across them — coherent, incoherent and semicoherent (or partially coherent)
interfaces are identified. The character of the interface depends on the crystallography of the
phases involved and also on the scaling factor brought by the influence of elastic coherency
strains. If the product phase is very different in structure from the matrix, incoherent interfaces
usually develop, characterised be the high interfacial energy with little or no elastic strains. For
the phases with little difference in structure coherent, well-matched interfaces are possible,
especially for small particles. Semicoherent structures develop under the combined influence of
elastic strain energy and interfacial energy, and are essentially coherent interfaces with an

overlapped network of misfit dislocations that relieve stress.
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Solid interfaces are highly anisotropic, which is reflected in the faceted shapes of crystals.
WuIff [32] suggested that the length of the vector from the crystal centre to the facet is
proportional to the interfacial energy of this facet. This is known as the Gibbs-Wulff theorem
and serves a basis for the Wulff construction, the method for determining an equilibrium shape
of a crystal in liquid or vapour from the polar plot of the interfacial energy (y-plot), as for

example in Fig. 3.

[10]
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Fig. 3 WuIff construction in a hypothetical two-dimensional crystal. Polar plot of an interfacial energy
gives the energy as a function of direction. Interfacial energy for a plane with a normal in a given
direction (Wulff plane shown by the dashed line in the diagram) is defined by the length of the
corresponding vector r, ending on the y-plot. Cusps in the y-plot identify low-energy directions and
orientations of low-energy planes/facets of a crystal. According to the Wulff theorem, the inner envelope
of all possible Wulff planes would give a lowest energy shape (adapted from [33]).

A simple method of theoretical prediction of interfacial energy magnitude has been
proposed by Turnbull in [34]. The process of creating the planar interface is seen as cutting two
crystals A and B, which represent phases a and B of different composition across the interface,
and rejoining them together to create two pieces with an a-f interface. The energy can be
estimated by the difference of the energies of bonds destroyed in cutting and created in rejoining.

Interfacial energy is given as

B nsZ,AE® (g — xﬁ)z
- NAZl

(2.12)
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where n; is the number of atoms per unit area in the interface plane, z is the number of bonds

per interface atom, z, is the lattice coordination number, x, and x; are the compositions of the

phases across the interface, AE® is the heat of solution of o in B and N, is the Avogadro’s
number. A modification of equation (2.12) that includes the entropic part has been developed by
Aaronson et al. [35]. Typical values for this purely chemical part of the interfacial energy lie in
the range 20 - 200 mJ/m? [12].

The analysis above is valid for coherent interfaces. In the case of partial coherency
Turnbull proposes to view the interfacial energy y as a combination of chemical and structural

parts

Y = Ychem T Vstruct (2.13)

For the simplest case of identical lattices in similar orientation but with different lattice
constants the misfit can be accommodated by a planar array of edge dislocations, as in Fig. 4:

Fig. 4 Example of a semicoherent interface. The misfit between phases a and B is in one dimension and is
accommodated by the array of edge dislocations.

The coherency strain part of the interfacial energy in this case can be estimated from van

der Merwe’s [36] expression:

Vstruct = %(1 +yY -1+ ¢2) (2.14)

where u is the shear modulus, a is the lattice constant and the function v is defined via the linear

misfit in the interface €T and the Poisson's ratio v as

20



Y= (2.15)

Experimental data on the interfacial energy can be obtained by calorimetry studies
supplemented with microstructure observation and also by coarsening analysis. Hondros [37]
summarised selected data in various systems and gave an energy of several hundreds of mJ/m?
for incoherent interfaces, tens of md/m? for coherent interfaces between phases with

compositional difference and as low as a few mJ/m? for stacking faults and twin boundaries.

The data for platelike precipitates in Al alloys, which are the focus of this thesis, will be
discussed in detail in the relevant section of the chapter 3 “Magnitude of the activation barriers

for platelike precipitates”.

2.1.8.  Strain energy

From the very early stages of embryo formation, its growth towards critical size and
development into a stable particle of the new phase, there is a strain energy contribution to the
Gibbs energy of a system. Strain energy plays its role regardless of an interface type and
typically both matrix and product lattices are strained, with the unusual exception of a
hypothetical transformation between phases with identical crystal structures and lattice

parameters.

The effect of strains, however, is quite different for coherent and incoherent precipitation
and depends both on the type of the interface and the elastic properties of both matrix and

inclusion.

As pointed out by Russell in [12], strain energy is irrelevant to incoherent nucleation. The
critical nucleus is supposed to be in unstable equilibrium with the matrix; therefore, when it is
strained, the flow of equilibrium vacancies will tend to eliminate strain and decrease the energy.
As such by definition this unstable equilibrium is impossible to sustain with strains involved. In
the presence of excess vacancies the critical size nucleus may be strained, but this energy may be
accounted for separately in the expression for the energy of excess vacancies, as in (2.7). Beyond
the nucleation stage the incoherent precipitate may produce strain energy that can be calculated.
Nabarro [38] and Kroner [39] analysed the problem of strain energy for an incoherent ellipsoid,

with purely dilatational strain and elastically homogeneous with the matrix. It was found that
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such a precipitate is stressed in hydrostatic fashion and the strain energy becomes a function of

the inclusion shape:
Cc
E, = 6uVerf (E) (2.16)

The shape factor f(c/a) has a minimum for thin discs, maximum for a sphere and an

intermediate value for a prolate needle-like shape, as demonstrated in Fig. 5:

4 f(c/a)

Sphere

Needle

cla

Fig. 5 Shape factor in the expression (2.16) for the energy of an incoherent inclusion, after Nabarro [38].

The strain energy of coherent precipitates on the contrary is very important for nucleation.
It enters directly into the expression for the Gibbs free energy change analogous to (2.2) and

affects all the parameters of the critical nucleus.

In the case of simple dilatation and an elastically homogeneous matrix the inclusion of the
strain energy takes the particularly simple form, derived by Crum and reported by Nabarro in
[38]:

22



,(1+v)
(1-v)

Eg, = 2ue |4 (2.17)

where u is the shear modulus of the matrix/inclusion, v is the Poisson’s ratio, V' is the inclusion
volume and & = &;; = &5, = €33 and are the principal strains of a dilatational stress-free
transformation strain. The strain energy of such an inclusion is independent of the inclusion’s
shape and proportional only to the volume. Expression (2.17) also implies coherency across the

interface.

The first general treatment of the strain energy problem for a coherent inclusion has been
developed by Eshelby [40, 41]. It addressed the problems of: a) coherent inclusion with the same
elastic constants as the matrix and arbitrary stress-free transformation strain and b) coherent
inclusion with elastic constants that differ from the matrix elastic constants, provided that both
phases are elastically isotropic. The latter problem has been proven to have an analytical solution

for an ellipsoidal shape of inclusion.

Eshelby’s approach included a separation of the transformation process into imaginary
stages. Firstly, of cutting out the region and allowing it to be transformed without the constraints
of the matrix. Secondly, of applying a layer of surface forces to restore the shape of inclusion for
re-insertion back into the matrix (at this stage stress is produced in the transformed region).
Finally, of inserting the region back and allowing it to relax. This process generally produces
strains both in the inclusion and the matrix. The solutions for the stresses, strains and elastic

energies are complex and lengthy, so only some important results are discussed below.

Eshelby confirmed the conclusions of Crum for coherent dilatational centres that are
elastically homogeneous with the matrix, namely that the elastic energy density is independent of

inclusion shape and there is no elastic interaction between such centres.

It was also demonstrated that the elastic energy may be represented as a sum of
independent terms corresponding to dilatation and shear. Christian [42, 43] and Kaufman [44]
developed this argument and specified the solution for elastic energy of a martensite plate as a
sum of dilatational and shear components. Further simplifying their results for the case of a thin
oblate ellipsoid (representative of many disc-like and platelike precipitates) one may obtain the

solution for elastic energy of such ellipsoid as:
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T
Ee; = Esnear + Equ =V |5 —v).uaTz + —_V),lefz (2.18)

where «a is the aspect ratio of the ellipsoid (thickness to diameter), V is its volume, 7 is the shear
and ¢ is an expansion/contraction in the direction of ellipsoid’s thickness. This result
demonstrates that the strain energy is minimised for low aspect ratio inclusions, since both terms

are linear with respect to a.

Eshelby’s method has also been applied to the inhomogeneous problem by Barnett et al.
[45] to study the shape dependence of the precipitate formed by uniform expansion, when both
matrix and precipitate are isotropic but have different elastic moduli (elastically
inhomogeneous). The shape dependence of the strain energy density per unit volume of
precipitate was found as shown in Fig. 6. The nature of shape dependence is different for hard
precipitates, when strain energy is minimised for spherical inclusions, and soft ones, with energy

minimum for disc-shaped inclusions.

Lee et al. [46] further extended the method to include the anisotropy of either the matrix,
the precipitate or both. As can be seen from Fig. 7, the previous conclusions for isotropic media
still hold true in the case of soft inclusions, which minimise the energy in the form of discs
regardless of anisotropy (see bottom three curves). However, for homogeneous and elastically
hard inclusions the exact result will depend on the degree of anisotropy in both phases and the
minimum in strain energy can be achieved either for discs or spheres, depending on the degree of

anisotropy in both phases.

Shapes that differ from ellipsoidal have also been analysed both in isotropic and
anisotropic matrices. In the isotropic matrix Sass, Mura and Cohen [47] proposed a Fourier
series solution for the cuboidal precipitate, Faivre [48] obtained an exact solution for the
rectangular parallelepiped and Sankaran and Laird [49] for the square plate. Lee and Johnson

[50] proposed a solution for the cuboidal precipitate in an anisotropic matrix.

Also more general forms of transformation strain, including those with non-zero deviatoric
components, have been considered by Onaka et al. [51] for ellipsoidal inclusions with elastic

moduli different from the matrix.
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Fig. 6 Elastic energy of the ellipsoidal coherent precipitate, when both the matrix and the precipitate are
isotropic, for different relative elastic moduli (from Barnett et al. [45]). The energy is normalised to the
energy of the elastically homogeneous inclusion.

Fig. 7 Normalised strain energy of anisotropic ellipsoidal inclusion embedded into an anisotropic matrix
(from Lee et al. [46]). Various combination of anisotropy in either matrix (dotted curves), precipitate
(dashed curves) or both (solid curves) are given. A = (2 C44)/(C11-C12) IS the Zener’s anisotropy ratio (the
star superscript corresponds to the precipitate phase).
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The theories mentioned above are all limited to special cases, either of a simple inclusion
shape that allows an exact solution of the elastic problem (like the ellipsoid or parallelepiped) or
the assumption of an elastically isotropic medium and/or homogeneous elastic properties of the
matrix and the inclusion. It should also be noted that the treatment of the elastic problem is
commonly restricted to an isolated inclusion embedded into an infinite matrix, and as such

complex mixtures of inclusions, especially of different types, are not covered by the theory.

The general theory applicable to the multiphase coherent mixture was first developed by
Khachaturyan and Shatalov [52, 53] and described in detail by Khachaturyan [54]. The solution
is obtained under the assumption of uniform elastic moduli; however, it is perfectly general with
respect to the number of phases in the mixture, the shapes of the inclusions and the elastic
properties of the medium. A variation of the theory to address the case of inhomogeneous elastic

moduli was described by Khachaturyan, Semenovskaya and Tsakalakos [55].

Khachaturyan’s theory presents a Fourier-space solution for a mechanical equilibrium
problem and can be easily integrated into the energy functional for diffuse interface models.
Phase field models almost exclusively use the theory, so in the next two sections the formalism is

presented in detail.

2.1.8.1. Khachaturyan’s microelasticity theory

Khachaturyan’s original treatment as summarised in [54] follows the logic proposed by
Eshelby and identifies imaginary steps of structural transformation. In the first step regions of the
material are “removed” from the matrix and allowed to undergo a stress-free homogeneous
transformation. In the second step new phase inclusions are brought back to the original shape.
This stage introduces the elastic self energy of the constrained transformation. Finally, the
system is allowed to relax, with inhomogeneous strains established throughout the system to

remove the internal stress gradients.

A solution for the elastic problem was proved to be possible in the homogeneous modulus
approximation, by representing the strain as a sum of homogeneous and inhomogeneous parts.
The original solution was also obtained under assumption of vanishing external forces at the
system boundaries, which allowed the finding of a particularly simple form of the homogeneous
part of strain. Recent developments [55] saw the theory extended to a more general form, to

include the systems under various boundary conditions (constant external strain or stress) and
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also to elastically inhomogeneous systems. In the following section the most general formulation

of the theory is presented and the types of boundary conditions that usually occur are discussed.

In most general terms the goal is to find a solution to the equation of mechanical
equilibrium for a given spatial distribution of coherent inclusions described by the
transformation (stress-free) strain when the system is under specified boundary conditions. Both

matrix and inclusions are described by the same set of elastic constants Cjjj;.

Mechanical equilibrium is described by the equation

60‘11(?) —0

2.19
or (219)

where ¢;;(7) is the stress at the point with radius vector 7 in a selected coordinate system. Elastic

stress is related to the elastic strain ££! (7) by the constitutive equation
0;j () = Cijur €51 () (2.20)

In equation (2.20) and later throughout the text, unless specified otherwise, Einstein’s

tensor notation is used with summations carried out over repeated indices.

The local elastic strain £ (#) is the difference between the total strain and the stress-free

transformation strain:
efl(M) = &,;(F) — eL,(P) (2.21)

In terms of the displacement vector i, defined with respect to the matrix phase, the total

strain can be expressed as

1 ((’)ui # N ou; (?)> (2.22)

&(7) = 2 ar; or;

Applying equations (2.20) - (2.22) to the mechanical equilibrium equation (2.19) one gets

10 ou () ow () 0 R
20r; if’“( akrl + alrk = 5 Cijagia (M) (2.23)
] j
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Equation (2.23) is a second-order partial differential equation in real space, and has a
Fourier space analogue which is a simple algebraic equation. However, to ensure this, the
argument of the Fourier transform must satisfy certain conditions imposed by the existence of
the transform itself, namely it should be an analytical function vanishing at the boundaries of the
system. Generally this condition is not satisfied for a displacement vector 1, but the problem can

be overcome by separating the total strain into homogeneous and heterogeneous components:
gij () = &j + 8¢;(F) (2.24)

with a homogeneous part €;; uniform everywhere in the system and an inhomogeneous part

8¢;;(7) that vanishes on the macroscopic level:
f5€ij(F)d3T =0 (225)

By the very definition of the inhomogeneous part of the total strain it does not affect the
dimensions of the system, thus the displacements éu(#) that corresponds to the §e;;(#) should

vanish at the external boundary. This fact is sufficient to guarantee the existence of the Fourier

counterpart of the equation (2.23) when applied only to inhomogeneous displacement:

0%6u;(*) 0 .
2 = — Gl (2.26)

UKL ore, o;

The transformation strain in its most general form is a sum over all different types of

inclusions present in the system. It may be described as

) = ) @), () (2.27)

p

In this equation £1,(p) is a homogeneous stress-free transformation strain that converts a
lattice from matrix into type-p inclusion, ©,(#) is a shape function, equal to unity inside a type-

p inclusion and zero elsewhere.

In the inverse (Fourier) space equation (2.26) can be solved to obtain

(Buly = —i 0@ ) o) ge{80,®)} (2.29)
14
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where g is a reciprocal space vector and 7 = g/|g| is its corresponding unit vector;
AG,(F) = (G) ) — wp) is an adjusted shape function (w, is the volume fraction of type-p
inclusion); o; (p) Cijri€ (p) is a constrained transformation stress; (;, (i7) is the inverse of

Q5 (i) = n;Cyjpny and the Fourier transforms are expressed as {f}, = [ f(¥) exp(=ig#) d>r.

Substitution of the solution (2.28) into (2.24) gives the total strain and finally by the
application of (2.21) the elastic strain in the system. At this point the total elastic energy of the
system may be found:

Eq :f ijkl gl] (r)g (7)d37' =

V _— P — —
= ECijklgij €kl — Eij f Cijki Z e (p)0,(H)d3r
P

1 2.29
+ Ef Cijki z &li ()0, (%) Z ()0, () d3r (2.29)
P q

. d3
ZZ | moh@auet@nio,®}o,m) Gy’

q PV.

The integral in the last term is a Cauchy principal value, meaning that the integration
excludes the small region of volume 27 /V in the vicinity of the origin of inverse space at g = 0.
In the expression for the total energy above one can identify physically distinct contributions
from the energy of: macroscopic external loading in the first term, coupling between the
macroscopic and local eigenstrains in the second term, self energy of the transformation from the
matrix to the inclusion lattice in the third term and finally the configurational energy term, which

depends on the spatial distribution of inclusions.

The macroscopic strain g;; is defined according to the boundary conditions to which the

system is subjected. Strain or stress may be specified on the external boundary of the system and
modify the form of total energy equation according to these conditions [56, 57].

In the case of strain controlled conditions one defines explicitly the strain at the boundaries
(macroscopic shape change of the system). One example of such conditions is a free external
surface or relaxed boundary condition with zero external normal forces. The homogeneous strain
is easily defined from the mechanical equilibrium stress-free conditions as the volume average of

transformation strain:
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1
m=y f dr Y. )0, () (2.30)
14

In this case the equation for total energy simplifies to

ot = ZZZ [ B0, @No ) gos 2.3)

with

( 0 it § e
1 —
! — 4 g V g 0
By, (1) =
|Coush @@ - mef @ t@m i€
g:

(2.32)

Another special case is a rigidly constrained system with ;; = 0. The total energy is again

expressed by equation (2.31), but with a different matrix By, (1):

21

Cijali @ ei (@) Jif g € V.,
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(
|
By, (i) = { , (2.33)

tcijklg?j(p)ggl(q) — 0/, (P) QMo (@Ony ,if g ‘f 2
g=

It is also possible to specify external forces for stress-controlled boundary conditions.

Assume that applied stress is introduced as ai‘]‘.ppl. The macroscopic strain would then be
= Sijuog " + f d3 &l;(p)0, () (2.34)

where S;jx; = Cl-},%l is a compliance tensor. Substituting (2.34) into the energy equation (2.29) an

expression for the elastic energy of the system under applied stress may be obtained in the

following form:
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It is also possible to modify the theory to describe elastically inhomogeneous systems, with
different elastic constants C;jy; for a matrix and inclusions. This has been done for example in
[58] by recognising an elastically homogeneous system that is equivalent to the inhomogeneous

system in terms of the stress in a state of mechanical equilibrium.

Depending on the type of boundary conditions, either Helmholtz (strain-controlled
boundary conditions) or Gibbs free energy (stress-controlled boundary conditions) becomes a
governing potential for the minimisation of the system’s energy. Khachaturyan’s solutions

provide an explicit form of elastic energy terms of such potentials, as E,; given by equation
(2.31) for strain controlled conditions and (E,; — Vai‘j.pplg-j) described by (2.34) and (2.35) for

the stress-controlled conditions.

Khachaturyan’s theory provides a powerful and flexible formalism for an analysis of
various elastic problems. Its generality and ability to treat simultaneously different types of
elastic defects makes it extremely attractive for application to mesoscopic microstructure

simulations. This application will be later described in the chapter 5 “Phase field model”.

2.1.8.2.  Energy of nucleus-microstructure elastic interaction

One of the important applications of Khachaturyan’s theory is the ability to calculate in a
simple and efficient way the volumetric interaction energy between an arbitrary microstructure

and a nucleus that forms in a system.
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The solution to this problem was developed by Shen et al. [59] and is based on the
expression for the total elastic energy of a coherent multiphase system (2.31). Let the
microstructure before the nucleation event be described by the set of shape functions ©; and after

nucleation by the modified set ®; = A®;. The change in total elastic energy may be expressed as:

AEg = AE™ + AESY =

. ) Lo d3g
=2 | Ba{e,@Hae, () s
P 4q

(2.36)

1 o ) L d3g
+§Zp:zq:fqu(n){Agp(r)}{A@q(r)} (2n)3

The first term in (2.36) represents the interaction energy, which under assumptions of

central symmetry of the nucleus shape and of constant stress field in the matrix at the location R

of the nucleus of type-1 simplifies to:

, o = d3g
AE[™ = VOZ f B, (i){0,} e9R Gy (2.37)
14

It is obvious that expression (2.37) depends only on the pre-existing microstructure
described by the set of shape functions @,, and the volume of the nucleus, making it possible to
represent the interaction energy in a volumetric form as the interaction energy density via the

following backward Fourier transform:

Aiin = Z{Bgz(ﬁ){%}} (2.38)

This solution allows one to include the interaction energy density directly into the driving
force for the nucleation and estimate the local, strain modified nucleation rate in a system

containing a distribution of coherent precipitates.
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2.2. Classification of solid state transformations

Solid-solid phase transformations have been traditionally classified into two broad classes
[13], with the distinction based on the type of growth exhibited by the product phase — thermally

activated or athermal growth.

The first class encompasses those transformations where the product differs from the
matrix in composition and/or structure and its growth requires thermal activation, with atoms
crossing the interface one by one during diffusive jumps. These transformations can be interface
controlled or restricted by the long-range atom transport. The term “diffusional transformations”

is also a widely used term for this class.

Athermal transformations on the other hand imply that the growth of the product phase
does not require thermal activation and proceeds relatively easily and rapidly, even at low
temperatures and with interface velocities approaching the speed of sound in the material. The
growth happens through the migration of coherent or semicoherent glissile interfaces, which
move conservatively. Atoms cross the interface in co-ordinated, “military” fashion, and there is a
lattice correspondence (a unique relationship between planes, vectors and unit cells of the two
structures) maintained between parent and product phases. These transformations are also known

as “displacive”, martensitic or shear transformations.

The traditional view of such a classification was that these two groups are largely mutually
exclusive, because long-range diffusion and random atomic interchange between phases would

cancel any shape strain and lattice correspondence characteristic of displacive transformations.

However, in recent decades experimental evidence in a variety of systems proved that the
“diffusional-vs.-displacive” classification of solid-solid transformations is not universal. A range
of products was proven to exhibit not only important characteristics of displacive
transformations, for instance the shape change in the transformed volume and the identifiable
lattice correspondence, but also significant composition difference with the matrix. Some of the
notable examples are presented by Muddle et al. in [60] and include Ag,Al y' precipitates in Al-
Ag, ordered AuCu Il plates in disordered equiatomic Au-Cu alloys and metastable 9R «, plates
in ordered Cu-Zn and Ag-Cd alloys. It was demonstrated that these precipitates produce surface
relief consistent with invariant plain strain shape change and that a lattice correspondence may
be identified between parent and product phases, making it possible to apply a phenomenological

theory of martensite crystallography to these diffusional transformations.
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Such shortcomings of the traditional classification became a focus of extended discussion
during the 1992 “Pacific Rim Conference on the Roles of Shear and Diffusion in the Formation
of Plate-Shaped Transformation Products” [61, 62]. It has been suggested that diffusional-

displacive transformations should be recognised in their own right.

Christian [63] illustrated that maintenance of lattice correspondence between matrix and
product is not necessarily destroyed by long-range diffusion, provided that no lattice sites are
created or destroyed in the interface migration. Consequently, a transformation with significant
composition change may still maintain a lattice correspondence and exhibit the features of

displacive transformations.

Subsequently phenomenological theory of martensite crystallography (PTMC) has been
applied to several more diffusional plate-shaped products. Nie and Muddle [64, 65]
demonstrated the application of PTMC and identified lattice correspondence for Al,Cu 0’ in Al-
Cu, Q phase in microalloyed (Mg and Ag) Al-Cu and T; phase in Al-Cu-Li. In all these systems
the common feature of the identified lattice correspondence was a significant (~0.18-0.35) shear
component accompanying the transformation. It was assumed that accommodation of the strain
energy associated with this shear plays a major role in controlling the nucleation and growth of

such precipitates.

Because of the technological importance of rationally-oriented coherent plate or lath
shaped precipitates for the strengthening of engineering light alloys, the understanding of the

mechanism of transformation is crucial for the control of precipitation and alloy design.

In the course of the present work the focus is concentrated on one such precipitate in the
relatively well studied model system — 0" in Al-Cu. In the next section the properties of this
system will be discussed in detail, along with some other examples of diffusional-displacive

plate-shaped precipitates. In the final part of this review the scope of the thesis will be outlined.
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2.3.  Model system — 0’ phase in Al-Cu

Al-Cu has been selected as a primary model system for the study of the transformation
mechanism and autocatalytic nucleation of metastable 6. The formation of this intermediate
precipitate is a classical example of a transformation that proceeds via heterogeneous nucleation
and growth of platelike particles. There is a significant technological interest in such precipitates
in age-hardenable alloys, because coherent inclusions of high aspect ratio of thickness to length
are very effective for the strengthening. Al-Cu system with 0’ as a primary strengthening

constituent is a basis of the 2xxx series of commercial, heat-treatable alloys.

Fig. 8 shows the aluminium-rich end of the Al-Cu phase diagram with approximate solvus
lines of various intermediate precipitates. For low ageing temperatures (below 0" solvus)

precipitation follows the well documented sequence [66, 67]:

a— GPzones - 0" - 0'- 6

wt. %, Cu

700 | | | | |

600

500

400

300

Temperature, °C

200

- " GP zones
100 .~

at. %, Cu

Fig. 8 Aluminium-rich section of the Al-Cu phase diagram, adapted from Lorimer [68].
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With the temperature of ageing above 190 - 220°C for 2 - 4 wt. % Cu alloys 0’ precipitates
directly from solid solution. The structure of the unit cell was studied by Preston [69], Guinier
[70] and Silcock et al. [71, 72] and found to be a distorted CaF, structure, which is tetragonal
with a=b=4.04 A and ¢=5.8 A. Alternatively the structure may be considered as body centred
tetragonal with respect to Cu atoms, having 2 Al atoms in side faces. The composition of the

phase is approximately Al,Cu and the structure is shown in Fig. 9.
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Fig. 9 0' structure, after Silcock et al. [71].

Plates of 6’ form parallel to the {100}, planes of the fcc matrix with nearly full coherence
of the broad plate faces. The edges of the 8’ plates are usually considered to be incoherent [33]
and a suggested precipitate thickening/thinning mechanism is by the propagation of ledges [73].
Dissolution ledges are reported to contain misfit dislocations with Burgers vector a[001]
perpendicular to the habit plane and their height varies somewhere between 1.5 and 6.5 nm
(Laird and Aaronson [74, 75], Weatherly and Sargent [76]). Thinner ledges are observed for
growth by Stobbs and Purdy [77] and Bouazra and Reynaud [78]. Depending on the thickness of
plates, moderate tetragonal misfit is maintained between the matrix and product, usually between
-4.3% and +7.7%.

Intragranular nucleation of 0’ is heterogeneous and a number of studies suggested that
precipitation is facilitated by defects. Preferential nucleation of 6’ on various defects, for instance
on edge sections of helical dislocation, in slip bands, on dislocation loops and near sub-
boundaries has been reported by Thomas and Whelan [79], Nicholson et al. [80, 81].
Precipitation of selected variants was also observed in cold-worked alloys near slip planes by
Silcock [82]. Selective precipitation of the particular variants was also observed by Hosford and

Agrawal [83] under the influence of applied stress. The mechanisms proposed to explain this
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association are mostly based on accommodation of the strain energy arising from tetragonal

misfit between 0’ and the matrix.

Precipitation of 8’ is also affected by microalloying additions. Trace amounts of In, Sn or
Cd increases the number density of 0’, and if the ageing temperature allows formation of other
intermediate products (GP zones, 0") their formation is suppressed [84, 85]. Plates of 0’ appear
with a larger number density and in association with precipitates or clusters of microalloying
additions (see Gao et al. [86], Bourgeois et al. [87]). The mechanism for enhanced precipitation
number density is not clear; however, it has been suggested by Muddle that the “vacancy-trace
element” co-clusters may be a very effective catalyst due to the potential relief of shear strain if

such strain is involved in the transformation mechanism [65, 88, 89].

Several authors have proposed to consider 6’ as an example of diffusional-displacive
products, discussed in the previous section. Based on the experimental observations of Stobbs
and Purdy [77] who reported that the thickness of 0’ plates follows a well defined sequence of
discrete number of half-unit cells with corresponding sign of elastic stress between matrix and
product, Dahmen and Westmacott [90] suggested an elegant model based on the simple lattice
correspondence of 6’ and a-Al. Their explanation of the observed thicknesses is based on the
principle of minimisation of both dilatational stress associated with the tetragonal misfit and the
self-accommodation of the large shear strain component of the transformation strain. The authors
identified two basic building blocks of the transformation: the conservative mechanism, based on
the shear of the 1.5 a-Al unit cell by the a/z (100) vector with the further shuffle of Cu atoms;

and the non-conservative mechanism that involves the similar shear of the half-unit cell of a-Al
and the external diffusion of Cu. The process is illustrated schematically in Fig. 10 and Fig. 11.
The authors suggested that nucleation of ledges combine building blocks so that the shear is self-
accommodated and the total dilatational strain is minimised. A similar lattice correspondence is
also considered by Nie and Muddle [64, 65] along with other examples of plate-shaped

diffusional-displacive products.

Precipitation of 0’ is also reportedly occurs in autocatalytic fashion [77, 91, 92] when
precipitates are observed in close groups or arrays, seemingly without any association with
dislocation or any other defects. It has been suggested that a tetragonal misfit is responsible for
the strong long-range elastic interactions between the precipitate plates, and once an initial 0
plate has nucleated it may stimulate formation of subsequent plates in its surroundings. The
process has been analysed assuming tetragonal transformation strain. Results and extensions of

this approach would be discussed later in relevant chapters.
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Conservative mechanism - produces single unit cell of 6

Lattice correspondence: o g O g ° o g O 4 ©

Transformation sequence -

1) Shear of a skewed cell by the vector a/2<100> into rectangular cell (equivalent to the
passage of a corresponding dislocation)

2) Shuffles of Cu atoms within the rectangular cell to produce bct structure of 6

NB: Number of atomic sites is conserved within the cell
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Fig. 10 Conservative building block of the Dahmen-Westmacott [90] model for 6’ transformation
mechanism.
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1) Skewed cell is sheared by the vector a/2<100>
2) Cell is expanded by adding Cu atoms to complete 6’ bct structure

NB: Number of atomic sites is not conserved. Diffusion of Cu from fcc lattice is
required.

Fig. 11 Non-conservative building block of the Dahmen-Westmacott model.
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2.4. Research direction and questions

As discussed above, there is still little clarity in the exact atomic mechanism of many
important phase transformations of mixed diffusional-displacive character. Although in a broad
sense many such system as Al-Cu are well studied with the precipitate structure, Kinetics of
transformation and association with defects documented, some doubt still remains about the
nature of this association. On a deeper level this doubt reflects the need for better understanding

of the transformation mechanism.

Existence of shear in the transformation strain of many platelike products (0, y', T; and
others) still needs to be confirmed. In the present work the autocatalytic mode of nucleation has
been selected as an interesting and relatively little studied example of a strain-dependent,
dynamic heterogeneous nucleation process. An attempt is made to develop a mesoscopic model
that takes into account a general type of transformation strain (including shear component) and
estimate how the type of strain affects the microstructure patterns that develop in autocatalytic

mode.
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3. Magnitude of the activation barriers for platelike precipitates

As discussed before, there is a range of solid state systems where the strength is primarily
defined by the fine distribution of rationally-oriented plate or lath-shaped precipitates of high
aspect ratio. It has been demonstrated [60, 64] that for such precipitates it is possible to identify a
lattice correspondence with a significant shear component in the transformation strain. It is
assumed that accommodation of the shear strain energy strongly affects nucleation and

microstructure evolution.

In this chapter the standard expressions of classical nucleation theory are used to estimate
quantitatively (based on the data available for selected systems) the effect of the shear
component of the transformation strain on the magnitude of the nucleation barrier and the shape
of a critical nucleus. The calculations presented are carried out for the Ag,Al y/y" in Al-Ag and
Al,Cu 6" in Al-Cu alloys.

The intention of the case studies presented below is to illustrate that shear strain energy
should be recognised as a part of the activation barrier in the formation of coherent plate-shaped

precipitates.

3.1. Method for finding critical parameters of platelike inclusions

The rate of nucleation, as shown in the chapter 2 “Precipitation in solids”, is controlled by
several factors, the strongest of which is the magnitude of the activation barrier associated with
the formation of a critical nucleus. This energy is related to the concentration of critical nuclei by
an exponential Boltzmann type distribution and as such becomes the most critical term affecting

overall kinetics of transformation.

The problem of calculating critical parameters is that of finding extrema in the Gibbs free
energy change of the system, considering this change as a function of the nucleus size and shape.

The saddle point in the free energy change profile represents the critical configuration.

Consider a platelike nucleus of arbitrary shape. Let it have broad parallel faces with
interfacial energy y, and edges with interfacial energy y,. The geometry of the nucleus can be
described by the characteristic linear parameter [, which may represent the diameter of a circular
disc or the side length of a square plate, and the shape coefficients K, and K. These coefficients
describe the shape by relating the perimeter of a plate and the surface area of its broad face to the
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linear dimension [ as P = K,,l and S = K[ respectively. For a square plate K, = 4 and K = 1,
for a circular disc K, = w and K; = /4. The aspect ratio of the plate is defined as the ratio of

the thickness t to the linear dimension ¢ = t/L.

The change in the Gibbs free energy associated with formation of such a nucleus is
composed of the reduction due to the change in the chemical free energy per unit volume of the
inclusion and the positive contributions of the strain energy and the energy of the interface

created between the parent and product phases:
AG = [-AGy + W(a)]V + 2Sy;, + Pty, (3.1)

where AGy, is the chemical driving force (chemical free energy reduction per unit volume), W (a)
is the strain energy as a function of the inclusion shape and the surface energy is given as a sum
of the energies for the broad faces and edges of the plate. Substitution of the volume, surface

area and perimeter by the linear dimension and aspect ratio gives
AG = [-AGy + W (a)]Ksal® + 2K %y, + Kyal?y, (3.2)

The critical configuration is a solution for the system of equations of the form

(6AG
da | =0
l
{ oAG| ; (3.3)
\ar |, =
The second equation in the system (3.3) results in the expression for critical size
2 2Kyn +K,a”
IF =2 sYh P Ye (3.4)
3 K;a*[AGy, — W (a*)]

which can be substituted into the first equation of (3.3) to get the shape of a critical nucleus. If
the functional dependence of strain energy on the shape parameter is known the solution can be

obtained analytically.

In the limit of vanishing elastic energy density, when W (a) — 0, or for the case when the
strain energy density is independent of the shape and its only effect is to offset the chemical
driving force, equations (3.3) - (3.4) can be simplified to give the set of equations (3.5):
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For the coherent precipitate the influence of the strain energy would be to alter the critical
nucleus shape towards the one that minimises the strain energy. Analysis of the strain influence
on diffusional nucleation was carried out by Lee and Johnson [93] and is based on their earlier
treatment of coherency strains for ellipsoidal precipitates [45]. It is demonstrated that the effect
of strain on the shape of the critical nucleus is relatively weak. Only for strain energy densities
exceeding at least 75% of the chemical driving force does the deviation of the shape from the
one controlled by the interfacial energy minimum start to be noticeable. However, the effect on

the magnitude of the nucleation barrier is quite profound.

Based on this relative insensitivity of the critical shape to the magnitude of strain energy,
one way to treat the influence of the coherency strain is to ignore its effect on the critical nucleus
shape. In this case the elastic energy density may be calculated for the equilibrium shape that is
yielded by the interfacial energy anisotropy and accounted for in the modified chemical driving
force. This approach was taken by Shiflet et al. [94] and leads to results identical to those in
(3.5).

However, in the case of transformation strain with significant shear component (~ 0.3) this
simplification is not easily justified. Instead, the Eshelby’s solution [40] for the elastic energy of
a thin ellipsoid constrained by the isotropic matrix is included into (3.3) - (3.4). Although this
solution is only valid for the specific form of inclusion (8" or y/y" plates have planar broad
interfaces and would be better represented by parallelepipeds), it is nonetheless a good
approximation. Parallelepiped or disc plates with sharp edges can be expected to yield coherency
strains higher than ellipsoids, but on the other hand excess vacancies may partially relieve the

strains, as argued by Russel [18].

Thus, following Eshelby, the strain energy is divided into the components W; and W%,
which arise respectively from the shear and non-shear parts of the transformation strain. If the
stress-free transformation strain consists of a uniaxial expansion & normal to the habit plane and
a shear 7, parallel to the habit plane then expressions for the strain energy per unit volume of

ellipsoid are:
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W, =— pat? (3.6)

T
=~ uag’ (3.7)

where u is the shear modulus and v is the Poisson’s ratio, a is the ellipsoid’s aspect ratio. The
total strain energy per unit volume of precipitate is W (a) = W;(a) + W;(a) is substituted into
expressions (3.3) - (3.4). An analytical solution for the critical nucleus parameters can be

obtained, but lengthy expressions are omitted here for the sake of simplicity.

The data available on the interfacial energies and chemical driving forces are presented
next and followed by results of the calculations of critical nucleus parameters in Al-Cu and Al-

Ag systems.

3.2. Interfacial energy estimates

In the expressions above for the critical parameters the magnitude of the interfacial energy
between the nucleus and the matrix is the most significant variable. Unfortunately at the same
time it remains the one known with the least confidence. This is because of the difficulty of

unambiguous direct measurements and theoretical estimates.

Directly measured values available for Al-alloys are based on isothermal calorimetry
measurements of heat evolution during the coarsening stage of precipitation. The heat produced
is then normalised by the change in the interfacial area, obtained from transmission electron
metallography. The value measured in such experiments by Boyd and Nicholson [95] for 0’ is
1.53 J/m?® . The decomposition of this averaged interfacial energy into the energies of the broad
habit plane and that of the semicoherent edges based on the observed aspect ratio (diameter-to-
thickness of ~ 45) gives 0.51 J/m? for the habit plane and 21.5 J/m? for the edges. It is recognised
by the authors that these results are very high compared to those predicted by theory.

Theoretical estimates in their simplest form take their origin from the works of Becker [9]
and Turnbull [34]. The chemical contribution to the interfacial energy in this approach is
obtained from the energies of the nearest neighbour interatomic bonds that were broken and

replaced in the process of creating the interface. The structural contribution to the energy arises
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due to the energy of coherency dislocations. A detailed analysis by this approach was given by
Aaronson, Clark and Laird in [35] who considered both fully coherent habit plane interfaces in 6’
Al-Cu and semicoherent dislocation boundaries of y plates in Al-Ag. They predicted the energies
of 40 mJ/m? for coherent 6’ interfaces and 175 mJ/m? for dislocation-based interfaces of Y
particles. It has also been suggested that these values need to be scaled down by 20-25% on the
basis of the comparison between estimated and measured energies of disordered boundaries in

corresponding alloys.

In the last decade a new class of estimates has emerged, based on the application of ab
initio density functional theory (DFT) calculations. Results of such calculations are currently
limited to the 0 K values, due to the inherent complexities arising in the treatment of
configurational entropy. Direct first principle calculations by Vaithyanathan, Wolverton and
Chen [96, 97] give values in the range 190-235 mJ/m? for the coherent boundary and
approximately 600 mJ/m? for the edges. Empirical potentials molecular dynamic simulations by
Hu et al. [98] give close results of 156 and 694 mJ/m? respectively. The differences are attributed

to the different boundary conditions employed.

Interfacial energy data obtained as first principle estimates at 0 K do not reflect the
temperature dependence of the enthalpy for both phases and completely ignore the contribution
of entropy. Although the role of configurational entropy may be insignificant for a coherent
boundary [35], vibrational entropy has been proved to be an important factor in the stability of 6
vs. 0" at elevated temperatures [99] and may equally prove to have an important role in the
interfacial energy. Hondros [37] gives an estimate for a grain boundary vibrational entropy of
0.09 mJ/(m?K) and configurational entropy of 0.4 mJ/(m?K). An influence of the same order of
magnitude should be expected for disordered edge interfaces, giving a reduction in their

interfacial energy of a few tens mJ/m? for every 100 K temperature increase.

Table 1 summarises the values discussed above for both 0" in Al-Cu and y in Al-Ag alloys.

Also given are results for the metastable y’ in Al-Ag, as reviewed in [100].
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Table 1 Estimates of interfacial energies of various matrix : precipitate interfaces in binary Al-Cu and Al-
Ag alloys.

Interface ¥, md/m? Method/Ref.
30 Nearest neighbour, regular solution model [35]
156 MEAM (MD, empirical potentials calculations) [98]
a/0’, habit plane 190 Ab initio, DFT [97]
235 Ab initio, DFT [96]
510 Experiment, isothermal calorimetry [95]
360 Nearest neighbour, regular solution model [101]
0/0’, semicoherent 615 Ab initio, DFT [96]
edges 694 MEAM [98]
21500 Experiment, isothermal calorimetry [95]
115 Nearest neighbour, regular solution model [35]
a/y, habit plane
150 Discrete-lattice plane, regular solution model [100]
4-7 Discrete-lattice plane, regular solution model [100]
a/y’, habit plane 60 Nearest neighbour, regular solution model [35]
117 Discrete-lattice plane, regular solution model [100]

For the purpose of further analysis we will treat the interfacial energy as a parameter in the
broad range of 30-230 mJ/m? for the habit plane and 100-700 mJ/m? for the edges of platelike
precipitates. These limits reflect the most reliable values available in the literature, with results

by Boyd and Nicholson (italicised in Table 1) discarded as overestimates.

3.3. Chemical driving forces

To obtain chemical driving forces for the nucleation of 6" and y/y’ (no distinction is made
between the two at the nucleation stage) the COST507 thermodynamical database for light metal
alloys [102] is used. It allows extracting free-energy curves for the binary solid solutions and
precipitating phases. The common tangent construction is applied to the free-energy profiles in

order to obtain the driving force as a function of temperature and composition.
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For the disordered solid solutions of a particular crystal structure the free energy
G(T, x4, x5) is expressed as a combination of the reference parts of the Gibbs energy, the ideal

entropy of mixing and the excess free energy:

G(T, xA, xB) = xA OGA + xB OGB + RT(xA ln xA + xB ln xB) + eG(xA,xB) (38)

where x; is the molar concentration of the element, °G; is its molar Gibbs energy with respect to
the standard reference state, R is the gas constant and °G (x4, xg) is the excess part of mixing

energy.

The temperature dependence of the molar Gibbs energies for pure elements referred to the
standard state is taken from the compilation by Scientific Group Thermodata Europe (SGTE)
[103]:

J

0 2 E 3 7
Gi=A+BT+CTInT + DT? 4+ FT* +1T7 — =5

= (3.9)

A summary of the coefficients in the expression (3.9) for Gibbs energies of Al, Cu and Ag

in fcc and hcp lattices is given in Table 2:

Table 2 Polynomial coefficients (selected to return the energy in J/mol) of equation (3.9) for the Gibbs
energy of pure elements for Al, Cu and Ag.

Al, fcc Al, hep Ag, fcc Ag, hcp Cu, fcc
298.14-700 K | 298.14-700 K | 298.14-1235.1 K | 298.14-1235.1 K | 298.14-1357.8 K
A -7976.15 -2495.15 -7209.512 -6909.512 -7770.458
B | 137.093038 | 135.293038 118.202013 118.502013 130.485235
C | -24.3671976 | -24.3671976 -23.8463314 -23.8463314 -24.112392
D | -0.001884662 | -0.001884662 | -0.001790585 -0.001790585 -0.00265684
E 74092.0 74092.0 -12011.0 -12011.0 52478.0
F | 877664107 | -8.77664 107 | -3.98587 107 -3.98587 10 1.29223 107
I 0.0 0.0 0.0 0.0 0.0
J 0.0 0.0 0.0 0.0 0.0
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The excess Gibbs free-energy is described by Redlich-Kister polynomials of the form

n
G (i xs) = Xa¥s Y Lhalia — )" (310)

v=0
with the Taylor expansion coefficients L 5 being temperature dependent functions expressed as
Lig =a, +b,T (3.11)

and coefficients a,, and b,, for equation (3.11) compiled in Table 3.

Table 3 Polynomial expansion of Redlich-Kister coefficients (from Witusiewicz et al. [104]).

fcc Al-Cu fcc Ag-Al hcp Ag-Al
n an b, an, b, an by
0 -53520.0 2.0 -7154.0 -19.562 10711.0 -24.223
1 38590.0 -2.0 -16541.0 -21.694 -328502.0 27.206
2 1170.0 0.0 4274.0 -27.839 973510.0 0.0
3 -8100.0 0.0 -1386465.0 -175.760
4 881518.0 0.0

In the case of 0’ the data available from COST507 are completely sufficient to extract the
driving force, as metastable 0" is represented in the database as a stoichiometric phase (line

compound of fixed composition). The free energy of 6’ is expressed as
Ggr = —46500 + 6.5T + 2 °G/° + °GL<° (3.12)

Unfortunately there are no data available for y/y’ in the database and thus the driving force
for the formation of the hcp Al-Ag in the fcc Al-Ag solid solution is used instead.
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Fig. 12 The method for obtaining an estimate of chemical driving forces from a common tangent
construction for the Al-Cu (left) and Al-Ag (right) systems.

Fig. 12 shows schematically Gibbs free energy curves of the phases under consideration in
the Al-Cu and Al-Ag systems. With complete information for the polynomial approximations for
the Gibbs energies it is possible to obtain the chemical driving force as a function of alloy

composition and temperature.

The phase diagrams of the alloys under consideration serve as a guide for identifying an
upper limit of the chemical driving force. This force would be maximised in the vicinity of the
boundary between the metastable phase nucleating and the one that is more stable at lower
temperatures (for example along the 0" solvus for the direct nucleation of 6" in Al-Cu, or along
the GP zones solvus in Al-Ag). Corresponding sections of phase diagrams are given in Fig. 13
and Fig. 14, accompanied by the driving force calculated for the conditions shown in the

diagrams.

Thus for the estimates of the activation energy and critical nucleus parameters the driving
force will be taken in the range from 2 to 4-10° J/m® in Al-Cu and from 1 to 5-10° J/m® in Al-Ag

systems.
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Fig. 13 a) Aluminium-rich section of Al-Cu phase diagram (adapted from Lorimer [68]). Hatched region
corresponds to the conditions for direct nucleation of 6" from solid solution. The red and blue paths
outlined on the diagram are given to identify the upper limit and mid-range levels of the chemical driving
force. Using the combination of composition and temperature along these paths the chemical driving
force was calculated and plotted in b).
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Fig. 14 a) Aluminium-rich section of Al-Ag phase diagram (adapted from Baur [105] and Massalski
[106]). The red path along the GP zones solvus corresponds to the maximum of the chemical driving
force for direct nucleation of y phase; b) maximum driving force along the composition-temperature path
outlined on the left.

50



3.4. Results for the size, shape and activation energy of the critical

nucleus

The uncertainty range in both of the key variables controlling nucleation kinetics
(especially the magnitude of the interfacial energy) makes it necessary to consider critical nuclei
characteristics parametrically. Varying both the interfacial energy and chemical driving force
within the ranges discussed above one may obtain estimates for size, shape and energy barrier on
the basis of equations (3.2) and (3.3), with the elastic energy density given by Eshelby’s solution
(3.6) and (3.7) for a thin ellipsoid.

The map of the activation barrier for the nucleation of a disc-shaped nucleus with 4.5%

tetragonal compression strain normal to the habit plane is given in Fig. 15.
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Fig. 15 Contour plot of the activation barrier (expressed in ksT ) for the nucleation of a circular disc. The
barrier is presented as a function of the chemical driving force and the habit plane interfacial energy. The
transformation temperature is taken as 520 K (~ 250 °C) which is representative of direct nucleation of 0.
The area shaded corresponds to the range of parameters where the activation barrier is lower than 60 kgT.
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Table 4 The parameters of disc shaped critical nucleus as a function of chemical driving force, interfacial
energy and uniaxial strain in the direction normal to the habit plane. The ranges of driving force and
interfacial energies cover platelike precipitates in Al-based systems. The threefold anisotropy for the
interfacial energy corresponds to the best estimates for 6'.

§=0,7=0 §=0.0251=0 §=0051=0
Gy, 108 Lg
M™ am  a*  AGHkgT| I*,nm  a* AG* kgT| I'nm  a* AG* kgT

Yn = 30 mJ/mz, Ye = 3]/h

1 3.6 033 851 | 405 028 963 | 523 0199 1312

2 1.8 033 213 | 191 030 227 | 223 0245 269

3 1.2 0.33 9.5 1.25 031 9.9 1.40 0268 11.1

4 0.9 0.33 5.3 093  0.32 5.5 1.01 0281 6.0

5 0.7 0.33 3.4 074  0.32 3.5 079 0290 3.8
¥, =50 md/im?; y, = 3y,

1 6.0 033 3940 | 674 028 4458 | 872 0199 607.4

2 3.0 033 985 | 319 030 1050 | 372 0245 124.6

3 2.0 033 438 | 209 031 457 | 233 0268 515

4 1.5 033 246 | 155 032 254 | 169 0281 279

5 1.2 033 158 | 123 032 167 | 132 029 174
v, = 100 mJ/m?; Ye = 3Yn

1 120 033 31521 | 135 0.28 3566.9 | 17.44 0.199 4859.8

2 6.0 033 7880 | 638 030 8395 | 743 0245 996.7

3 4.0 033 3502 | 417 031 3655 | 465 0268 4117

4 3.0 033 1970 | 310 032 2035 | 337 0281 2229

5 2.4 033 1261 | 246 032 1294 | 264 0290 139.3

Table 4 illustrates the importance of the interfacial energy. The activation barrier follows a

y3 law for the stress-free case, and this function becomes stronger with increasing strain energy.

However, for low interfacial energies and intermediate chemical driving forces the nucleation

barrier may be as low as several tens of kT at temperatures characteristic of direct 8’ nucleation

(T ~ 520 K). Such combinations of controlling parameters are highlighted in light green.

It is noteworthy that for those cases where the predicted barrier is of the moderate

magnitude (below 100 kzT) the role of strain energy contribution is not strong. Because a strain
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is a volumetric term its contribution increases strongly with the size of nuclei, but for small
particles the interfacial energy dominates. In the range of activation barriers from 20 to 60 kT a
uniaxial strain of 5% increases the barrier by approximately 10 to 20%. One example highlighted
in the Table 4 is that of 3-10% J/m® driving force and 50 mJ/m? interfacial energy. As shown in
bold font, the tetragonal strain of 5% increases the barrier from 44 to 52 kgT. In terms of
concentration of critical nuclei it is equivalent to a reduction factor of just 10°. Meanwhile for
heterogeneous formation even complete recovery of the strain energy in the vicinity of a
dislocation line carries a penalty in the pre-exponential factor, because of the fraction of solute
available in the proximity to the dislocations (up to 10 [34]).

One may conclude that the level of confidence in the key variables does not exclude
homogeneous nucleation of 0" in the first place. Moreover, the effect of the catalysis provided by
the dislocation lines, with which heterogeneous nucleation of 0’ is usually associated, iS not

clearly understood.

On the contrary when the transformation strain contains shear component the role of strain

energy increases dramatically, as illustrated in Table 5:

Table 5 Effect of the shear component (T = 0.3) in transformation strain on nucleus parameters.

J £=0,7=0 £=0.0517=0.3
Gy, 108 —

M= nm a* AG* kgT I*, nm a* AG* kgT
1 6.0 0.33 394.0 72.1 0.019 21147.1
2 3.0 0.33 98.5 19.9 0.035 1754.3
3 2.0 0.33 438 9.7 0.049 442.4
4 15 0.33 24.6 5.9 0.062 1736
5 1.2 0.33 15.8 4.1 0.073 86.2

It is obvious that shear strain makes an otherwise relatively easy process become virtually
forbidden. In this case accommodation of the shear strain energy becomes crucial for the
nucleation of the precipitates. Thus the role of possible shear in transformation strain should not

be discarded and needs to be considered in transformation kinetics models.
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4. Elastic interaction model of strain assisted nucleation

This chapter focuses on the formalism and applications of a simple dislocation loop model
to a treatment of elastic interactions between platelike precipitates. The approach presented here
provides a useful framework for the analysis of phenomena influenced by elastic energy, such as

assisted nucleation, growth and coarsening during phase transformations in solids.

The chapter reviews a series of publications based on applications of this method to the
formation, growth and stabilisation of linear arrays of precipitates. An extension of the method
that considers the generalised form of transformation strain between parent and product phases is
presented in detail. Particular attention is given to the role that the shear component of a

transformation strain plays in the development of precipitate arrays and autocatalytic nucleation.

The chapter concludes by discussing the limitations of the approach, which in the context
of the project have led to the introduction of the phase field method as the primary research

technique.

4.1. Background

The importance of the strain energy in solid-solid phase transformations has long been
recognised. The matrix imposes elastic constraints on the domain of a new phase and thus

introduces the elastic energy contribution into the activation energy of a transformation.

However, besides the energy of a nucleus itself, it is also important to address the
interaction energy between precipitates. The problem was first analysed by Khachaturyan and
Shatalov [53] for the interaction of spherical inclusions. It was demonstrated that interactions
could be of complex symmetry and character, both attractive and repulsive. Attractive interaction
may potentially promote selective growth or assist in the formation of new precipitates.
Therefore, certain forms of a short range order in the arrangement of the precipitates may

develop.

Brown et al. in [107] speculated that the attractive elastic interaction between precipitates
with tetragonal stress-free transformation strain leads to the stabilisation of precipitate arrays
against coarsening. It was shown that unlike surface energy, which is minimised when a large
precipitate consumes a smaller one, the elastic energy of an interacting pair attains its minimum

for equally sized particles. Provided that the elastic interaction is strong and negative, and the
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surface energy is relatively low it was suggested that a pair of precipitates may be stabilised
against competitive growth. Therefore, an array of precipitates could be stabilised against
Ostwald ripening. A simple criterion for stability was introduced in the form of a critical value of
a dimensionless parameter that is proportional to the average size and volume fraction of
precipitates and inversely proportional to the effective surface energy. This confirmed the
general assumption that stability is promoted by a low interfacial energy, a large elastic misfit

and a high volume fraction of precipitates.

In a subsequent contribution Perovic et al. [108] proceeded with the analysis of finite
precipitate interactions and introduced the dislocation loop model to treat platelike precipitates
with tetragonal transformation strain. Pairwise interactions of finite plates were modelled and in
contrast to the infinitesimal approximation a stable minimum in the interaction energy of the
perpendicular plates was found. A particular type of the regular precipitate array, namely the one
studied by Eurin [109], has been tested for stability against coarsening and confirmed to have an
energy minimum that corresponds to the minimum in the pairwise interactions of nearest
neighbours, as predicted by Khachaturyan and Shatalov. The stability criterion has been defined
more precisely, generally confirming the previous estimate, and supported by selected

experimental results in various alloy systems (Co-Pt, Cu-Be and Al-Cu).

Emergence of the quasi-regular arrangements of precipitates has been observed in the Al-
Cu system by Lorimer [91] and Stobbs and Purdy [77]. It has been suggested that the process of
nucleation that leads to the formation of such arrays could be autocatalytic in nature. Developing
this idea Perovic et al. [92] applied the dislocation loop formalism to study in detail the
interactions between 0’ precipitates of various sizes, mutual orientations and separation between
plates. Interactions of small particles with large ones were used to analyse the effect of the pre-
existing coherent precipitate on the nucleation of subsequent particles. Several types of
precipitate arrangements have been tested for stability and demonstrated to have the energy

minimum in the configurations observed experimentally.

The case with shear component in transformation strain has also been analysed by Perovic
et al. in [110]. The same dislocation loop methodology was used and both interactions between
the plates with pure shear, and those with shear accompanied by dilatation were studied.
However, the range of the configurations studied was limited and requires further attention. In
this chapter the details of the method are introduced. Major results and conclusions from the
original papers are discussed and the analysis is extended to several important cases of

transformations with shear.
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4.2. Interaction energy calculation by a dislocation loop method

As pointed out by Khachaturyan and Shatalov [53] from the elasticity point of view the
field of a dislocation loop can be considered as the limiting case of the field produced by a planar
coherent inclusion. The relationship between the transformation strain, which describes the
transition from matrix to precipitate, and the parameters of the corresponding dislocation loop is
of the form

1
eij = ﬁ (binj + bjni) (41)

where b is the Burgers vector of the dislocation loop, 7 is a unit vector normal to the loop plane

and d is the thickness of the inclusion.

Following Brown [107] and Perovic et al. [108] the interaction energy between two
platelike precipitates can be replaced with the interaction energy of the corresponding dislocation
loops. The latter is by definition the energy required to create a second dislocation loop in the
stress field of the first one. For infinitesimal loops this energy is given via the product of the

transformation strain of the second precipitate and the local stress created by first one

Eippe = si(jz)ai(jl)V(z) = ngz)ai(jl)bj(z)6A(2) 4.2)

2 (@
ij 9

here, expression (4.1) is used to replace ¢ ;j s a stress tensor for the first loop and SA®

represents the area of the second loop.

Stresses al.(jl) in equation (4.2) were given by Kroupa [111] for a loop with an arbitrary
orientation of Burgers vector. The stress tensor of such a loop is separated into the terms that

correspond to the displacements created by the glide (lying in the plane of the loop) b¢ and the

perpendicular b” components of the Burgers vector b. The total stress is a simple superposition

of the glide and perpendicular parts:

0;j = of; + 0] (4. 3)
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For the glide dislocation loop centred at the origin of the coordinate system (x,y, z) with
Burgers vector b¢ in the x-direction the stress components are given in equation (4.4),
where r =./x2+y2+22 is the distance from the loop to the point of interest, and
K¢ = —6Ab° [3u/4m(1 —v)] (54 is the loop area, u is the shear modulus and v is the

Poisson’s ratio):

( Xz 5x?
01G1:Kcr_5<1_r_2)
Xz 5y2
a§2=K6—5<1—2v—r—y2>
Xz 522
053 = Gﬁ<1_r_z>
4.4
< c o vz 5x? (4.4)
0'12=K T'_S V_T'_z
2 2,2
aG—KGi 1+v_vy__5xz
13 3 3 72 ré
x 522
0'263=KG—}5]<V——2>

In a similar way for the perpendicular loop at the origin with b” in the z-direction the

stresses are given below, with K¥ = —§A4 bP[3u/4n(1 — v)]:

( 1 [4v—1 x?+z?> 5x2%z°
P _ P
O-ll_K r_3< 3 +(1_2V) ‘r‘2 - r4 )
1 [4v—-1 y2+ 2% G5y?z?
P _ P
0—22 T_3< 3 +(1_2) 2 - ""4
1 (1 2z?> 5z*
P _ P
<033_K r_3<§+r_2_r_4> (4.5)
P p XY 522 '
0'12=K = 1_2V_T_2
p XZ 522
o3 =K' 5 \1-—7
2
p _ pYZ 5z
023 = _5(1_r_2

Equation (4.2) allows one to calculate the interaction energy between precipitates with
arbitrary natures of transformation strain and of arbitrary mutual orientation. It is only applicable
in the infinitesimal approximation, i.e. for loops separation large compared to their characteristic

size. In order to describe precipitates of finite size with acceptable accuracy it is necessary to

58



overcome the restrictions of large separation. This can be done as proposed by Brown et al. [107]
by representing a large loop as an array of smaller loops. Then interactions between all the
elements of such arrays are added up to give the total interaction energy.

4.3. Interaction of tetragonal transformation strain inclusions

The method described above was initially applied (Brown et al. in [107] and later Perovic
et al. in [92, 108]) to study the interactions between platelike inclusions with tetragonal
transformation strain. The results obtained are briefly discussed here before proceeding to the

more general case of transformations involving the shear component.

Consider two interacting plates embedded coherently into the elastically isotropic matrix.
Assume that the transformation strain from parent to product phase is purely dilatational and in
our case is limited to expansion (or contraction) in the direction normal to the habit plane. The
situation is representative of an Al-Cu 6’ precipitates with -4.3% misfit strain. Taking into
account the orientation relationship observed for the plates with habit planes parallel to {100}
planes of the fcc matrix it is sufficient to analyse only the interactions between mutually

perpendicular or parallel plates.

The most prominent result of Brown et al. [107] was the demonstrated discrepancy
between the interaction profiles in the infinitesimal approximation and that of the finite plates.
Naturally, the former failed to describe close range interactions between the precipitates.
Examples are presented in Fig. 16 and Fig. 17*, which show the interaction energy profiles
between two equally sized square plates as a function of their centre-to-centre separation. The
magnitude of the interaction energy is normalised here by the factor uV,e2, where ¢ is a misfit
parameter (tetragonal expansion or contraction) and V, is the volume of the precipitate. Distance

is normalised by the scaling factor L, which is the side length of the plates.

Two orientations were considered — parallel plates one on top of the other in Fig. 16 and
perpendicular plates in the edge to face orientation in Fig. 17. It can be seen that both cases show
significant difference between the raft representation of finite plates and the infinitesimal

approximation, especially at small separation of interacting plates.

! In all diagrams of this section that illustrate the mutual orientation of precipitates the components of transformation
strain are shown as blue arrows in the direction of tetragonal misfit, and red arrows in the direction of shear.
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Fig. 16 Interaction energy of two square plates in the face to face parallel orientation as a function of the
vertical separation between their centres (red line — infinitesimal loops approximation, green line — plates
modelled as rafts of smaller loops). Based on the method of Brown [107].
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Fig. 17 Interaction energy of two square plates in the edge to face perpendicular orientation as a function
of the separation in x-direction between their centres (red line — infinitesimal loops approximation, green
line — plates modelled as rafts of smaller loops). Based on the method of Brown [107].
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The difference is strongly pronounced in the case of the edge to face orientation, when the
monotonic attractive potential is replaced with a one that demonstrates a stable minimum. The
minimum is achieved at the separation of centres of approximately 1.1 L. As suggested by
Khachaturyan and Shatalov [53] this stable minimum in the interaction energy may affect the

distribution of precipitates and lead to the short-range order in their arrangement.

Based on pairwise interaction potentials, repulsive for parallel plates as in Fig. 16 and
attractive for perpendicular plates as in Fig. 17, several types of array structures have been
analysed in terms of their stability. Configurations considered by Perovic et al. in [92] are
presented in Fig. 18:

Type | Type Il

g

Q Type I
—
P . . . 7

Type IV Type V

Fig. 18 Diagrams of various linear arrays of precipitates, as considered in [92].

The structure of Type | is energetically unfavourable, as all the nearest neighbour
interactions are repulsive. On the other hand, an array with all the plates in the same plane, like
that of Type 1, is based on attractive interactions between all elements. Arrays of these types are

never observed in experiment.

Type 11l arrangement is more complex. It has attractive interactions between the nearest
neighbours and between second nearest neighbours for horizontal plates lying in the same plane.
However, this energy benefit is counterbalanced by the repulsive second neighbour interaction

between vertical parallel plates.
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The two types of arrays that are most commonly observed in experiment are those of Type
IV and Type V. The Type IV structure is an intermediate case between the two extremes of Type
I and Type Il. As the inclination of the array varies from 0° (all plates are in one plane) to 90°
(plates on top of each other) the interaction potential changes from attractive to repulsive. The
variation of the particle spacing and the inclination angle of the array show a minimum of
interaction energy for small inclination angles (15° - 20°). As for the Type V structures they
were found to be with neighbour separations that correspond to the edge-face interaction

minimum, as can be easily predicted.

The evolution sequence has been analysed by assessing the interactions of a large plate
with a smaller one. This was done in an attempt to mimic the effect of the stress field
surrounding the mature precipitate on the formation of a nucleus. Fig. 19 illustrates the
interaction profiles in two configurations. There are several important features to be noticed. The
edge to face interactions between the large and small particles show a potential similar to that
between equally sized particles. It has a stable minimum, but the minimum is closer to the edge
of the large plate (Fig. 19a), compared to the 1.1 L separation predicted for the plates of equal

size.

0 T T T T 0.0004

0.0003 +
-5e-005 + B

0.0002 +

-0.0001 /
0.0001 -

Energy, a.u.
Energy, a.u

-0.00015 |- / .

-0.0001

-0.0002

|/ -0.0002 |

-0.00025 ‘ ‘ * ‘ ' -0.0003 : * * * : * '
0.6 0.8 1 12 1.4 0 0.2 04 0.6 0.8 1 1.2 1.4

ZA ZA

a)

Fig. 19 Interaction profiles for the small plate in the vicinity of a large one: a) small perpendicular plate
next to the edge of a large plate, energy vs. x-displacement; b) small plate parallel to the large one,
displaced vertically by Z=0.1 and Z = 0.2, energy vs. x-displacement. Adapted from Perovic et al. [92].
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For the parallel plates (Fig. 19b) the region of stress concentration above the edges of the
large plate is a place where the character of the interaction changes abruptly from repulsive to
attractive within limited spatial region. This supposedly gives a possibility for the nucleus to

form above or below the edge of the large plate.

An interesting result is also obtained for the parallel nucleus displaced away from the
coplanar position. A small vertical displacement results in the drop of interaction energy, as
shown in Fig. 20. The authors initially claimed that the effect could be due to the restrictions of
the calculation method. The result was attributed to inadequate treatment of the dislocation
interaction at small distances, when segments of loops touch and are supposed to cancel.
However, it has been speculated later [110] that the minimum could be responsible for the
formation of inclined linear arrays in autocatalytic fashion by forming nuclei close to precursor,

but shifted away from the common plane.
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Fig. 20 Interaction energy profile for the small parallel plate at the distance of closest approach to the
large plate, plotted as a function of the displacement in z-direction, away from the coplanar arrangement.
Adapted from Perovic et al. [92].
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Fig. 21 Interaction energy density for the nucleus perpendicular to the primary plate.

Fig. 22 Interaction energy density for the nucleus parallel to the primary plate.

Eml’fvls [ “VOEZNI I

Ein/V1, [UVe*V) ]

02 0.4 g

64




To illustrate the interactions at the stage of nucleation in detail two-dimensional interaction
energy density maps are presented in Fig. 21 for the nucleus perpendicular to the primary plate
and Fig. 22 for a nucleus parallel to the primary plate. It is obvious that the perpendicular
nucleus is bound to be formed next to the edge, where the interaction energy is attractive and

strongest.

Fig. 22 on the other hand indicates that the parallel nucleus may indeed be formed with
slight vertical displacement away from the plane of the primary plate. The minimum that appears
with vertical offset is actually caused by the of; component of the large plate’s stress (it is the
only component that remains in the energy expression, as selected by this orientation of plates).
As can be derived from (4.5):

» ,1 (1 2z° 5z*
033 = K" — §+7—F (4.6)

this stress component has minima at two locations (polynomial roots of the expression above):

T @

Zmin = £ )
However, because the stress is a strong inverse function of the distance, the negative

interaction and its detailed structure are only noticeable in immediate proximity to the edge of

the large plate.

In summary, the application of the dislocation loop model demonstrated that elastic
interaction between precipitates has the potential to explain certain experimentally observed
microstructural features, namely arrays of types IV and V. The stability of inclined stacks is in
agreement with the predictions of the model. Cross like arrays may be explained by the defining
role of the minimum in the interaction of nearest neighbours. Finally, within the plausibility of
the mathematical model, an explanation is suggested for the evolution of the structure in an

autocatalytic way.

65



4.4.  Shear strain effect on the interaction energy of plates

In their latest paper from the series Perovic et al. [110] attempted to analyse how the shear
component of the transformation strain affects the elastic interaction between plates. They
considered various situations, including the interaction of plates characterised by the pure shear
and those with the mixture of tetragonal and shear components in the transformation strain.
Unfortunately, the latter calculations were carried out erroneously, which will be demonstrated
below, thus the case requires reassessment. Some interesting examples of interactions between
inclusions of different types have not been assessed, for instance the interaction of the large

tetragonal defect with the sheared nucleus.

The geometrical configurations considered in [110] were restricted to those with only
parallel plates. Various cases of large interacting sheared plates showed complex symmetry of
the interaction potentials, in some cases with stable minima. Interactions of large and small
particles, representative of the nucleation stage, revealed that the sheared nucleus invariably
shows an energy minimum when formed in the same plane as the large plate. This fact was
stressed as a significant difference to the tetragonal case, where the nucleus was predicted to
form with a displacement away from the coplanar position.

The case of the mixed character transformation strain requires additional attention.
Consider the transformation strain of the following form, with the shear t and the tetragonal
misfit &:

0 0 &3 0 0 t/2
&

t/2 0 ¢

31 0 &3

Orientation of the precipitates is described by the habit plane normal vector 77 = (0,0,1)
aligned with the z-axis in the Cartesian system. The Burgers vector, similar for both loops, is
related to the strain tensor components as b= (by, by, b3) = d(7,0,8), i.e. with shear in the
positive x-direction and compression (or expansion) in the z-direction. In accordance with (4.2)

the interaction energy between two such precipitates can be expanded as

Epne = 100 PbP6A® = 54| oPbP + cFbP| =
(4.9)
= 542547 + 17 + 17 + o}7b{?]
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and is essentially composed of four terms that represent interactions due to pure tetragonal
distortions, pure shear distortions and two cross-terms of mixed character interactions (products
of shear strain and tetragonal stress and vice versa — tetragonal strain and shear stress). It is thus
important to recognise that unlike the stress itself the energy of interaction is not merely a

superposition of tetragonal and shear parts of the interaction energy.

To verify the results from [110] for the mixed-character strain selected examples from this
paper were repeated. Fig. 23 reproduces the interaction profiles between the large central plate
and small plate in its vicinity as a function of the small plate displacement away from the
coplanar position. Two simplified cases of purely tetragonal and purely sheared transformation
strain are presented on this graph in red and in green respectively. The interaction of the
tetragonal plates has a stable minimum when the small plate is offset away from the plane of the

large plate. Sheared plates, on the contrary, minimise interaction energy when they are coplanar.

20 T T T

Energy, a.u.

0 0.05 0.1 0.15 0.2
Z/L

Fig. 23 Adapted from [110]: interactions between the large plate at the origin with a small plate next to its
edge on x-axis, while displaced vertically. Various characters of the transformation strains are considered:
red — purely tetragonal with 5% misfit; green — 0.1 shear in x-direction; blue and purple — mixture of the
5% tetragonal misfit and 0.1 shear, calculated without and with the cross terms from (4.9) respectively.
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The blue line shows the profile calculated in [110] for the mixed strain type. It is obvious
that the interaction energy from the original paper (solid blue line) for the mixed plates is an
exact superposition of the two profiles for purely tetragonal and purely sheared strains, thus

confirming that the cross-terms from equation (4.9) were neglected in the calculations.

The correct profile, which accounts for all terms in the interaction energy, is given on the
same graph in purple. Not only is it asymmetrical with respect to displacement sign, but it also

does not have a minimum at zero displacement.

Perovic et al. have concluded on the basis of the blue profile that the role of shear
component in the transformation strain is to promote coplanar configurations, while the
tetragonal component tends to displace the plates away from it. Inclined stacks of plates thus
supposedly should appear when the tetragonal part dominates the shear. These results, however,

must be revisited.

4.5. Interaction of generalised transformation strain inclusions

The pairwise interaction energies presented in this section were calculated for square plates
with the thickness-to-length aspect ratio of 0.1. Three different orientations of habit plane and
four senses of shear were tested. The magnitude of the shear component was taken to be 0.3,
which is representative of several examples of diffusional-displacive transformations (for
example y"and 0’ - [64, 90]). In each of the cases the coordinate system is defined with respect to
the body centre-point of one plate which is sheared in the positive x-direction, and the energy is
calculated as function of the second plate coordinates. Results of the calculations are scaled as
discussed before by the factor uV,e?/V; (V; is the volume of the secondary plate) and represent

the distribution of the normalised interaction energy density.

The interaction between the large plate at the origin and the smaller plate was calculated
and results presented with the orientation of the plates and the direction of the shear for the
secondary plates shown schematically. For each of the possible 12 variants three-dimensional
maps were calculated and regions with negative interaction energy were identified. Fig. 24, Fig.
25 and Fig. 26 show isosurface plots of interaction energy levels from -5 to 5. The opacity of
isosurfaces and their colour represent the sign and strength of interaction, with negative

interaction shown in blue and positive in red.
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Fig. 24 Three-dimensional interaction energy density maps for parallel large and small plates with (001)
and (001) habit planes and varying senses of shear in the secondary plate.
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Fig. 25 Three-dimensional interaction energy density maps for perpendicular large and small plates with
(001) and (100) habit planes and varying senses of shear in the secondary plate.
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Fig. 26 Three-dimensional interaction energy density maps for perpendicular large and small plates with
(001) and (010) habit planes and varying senses of shear in the secondary plate.
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Particularly strong effect of the interaction may be noticed in Fig. 24a, Fig. 24b, Fig. 25a
and Fig. 25b. These variants have the following common characteristics:

e The plane of mirror symmetry for the distribution of interaction energy can be
identified. For the arrangements considered (with one plate centred at the origin
and with shear along the x-axis positive direction) this plane is XZ (Y = 0). The
maximum strength of interaction is achieved when the centre of the secondary plate
lies in the same XZ plane.

e The components of the Burgers vector for the second loop, which is related to its

transformation strain and orientation in space, belong to the same XZ plane.

The configurations mentioned above are considered in more details in the following
section. Two dimensional energy distribution maps are given for the XZ plane of the maximum
interaction strength (Y = 0). The cases of strongest interaction energy density are presented in
Fig. 27 - Fig. 30.

The interaction of the large plate with the parallel nucleus strongly depends on the sense of
the shear. For the same shear direction in primary and secondary plates the interaction is
primarily repulsive, except for the coplanar configuration of large and small precipitates, as
shown in Fig. 27. Therefore, the elastic interaction is expected to either facilitate a growth of the

existing plate, or stimulate the formation of a nucleus in the same plane as the primary plate.

The parallel variant with opposite shears in Fig. 28 features regions of negative interaction
energy immediately above and below the primary plate, and also above and below the rim of the
plate. It is expected that the interaction would either promote formation of new shear
accommodating layers on top of the existing plate or lead to formation of a nucleus close to the

rim of the plate.

The interaction with the perpendicular nucleus, shown in Fig. 29 and Fig. 30, is essentially

the same, suggesting the dominant role of the shear component in the examples considered.

It must be emphasised that the effect of shear is obviously more complicated than was
suggested in [110]. It does not generally stabilise coplanar arrangement of precipitates. On the
contrary, it may either stimulate the formation of self-accommodating layers (similar to

twinning) or promote the nucleation in the regions above or below the edges of the primary plate.
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Fig. 27 Interaction energy density for parallel plates with similar senses of shear.
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Fig. 28 Interaction energy density for parallel plates with opposite senses of shear.
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Fig. 29 Interaction energy density for perpendicular plates with similar senses of shear.
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Fig. 30 Interaction energy density for perpendicular plates with opposite senses of shear.
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4.6. Interaction of tetragonal strain plates with sheared nuclei

The twinning of the precipitate with the shear component of the transformation strain
provides a way to accommodate the shear strains for the precipitate and, as the interaction energy
confirms, the plate of opposite sense of shear is most likely to be formed on top of the precursor.
In such a case the character of the strain maintained between the matrix and the layered
precipitate would be purely tetragonal. However, there is a probability for the nucleus to be
formed as a sheared platelet. Therefore, it is instructive to consider the interaction between a

large plate of tetragonal transformation strain and a nucleus with mixed character strain.

Results of calculations for two dimensional maps of interaction energy between the large
plate at the origin and a small nucleus are given in Fig. 31 - Fig. 34. The strength of interaction is
noticeably less than when both large plate and nucleus have a shear in their transformation strain.
On the other hand it is stronger than in the case of pure dilatational transformation strain
presented in Fig. 21 and Fig. 22.

It should be noticed that in the simulations presented here the shear was taken as 0.3 and
plays greater role compared to the dilatational component of -0.05. As a result of such a choice
there is a relatively weak effect of the tetragonal component on the symmetry of the interaction
energy distribution. For instance, the maps in Fig. 31 and Fig. 33 (and likewise Fig. 32 and Fig.
34) are quite similar. This happens because 90° rotation of the nucleus habit plane selects the
same combination of the shear component of the nucleus Burgers vector and deviatoric
component in the stress large plate tensor o3, which preserves the symmetry of the energy part
that arises due to the shear. The other part of the energy arising from the tetragonal part of the
strain is less in magnitude, and does not noticeably changes the picture. If, however, the relative
magnitude of the shear and tetragonal components should change, it would be reflected in the

symmetry of the interaction.

The spatial distribution of interaction energy is particularly interesting. In all orientations
considered, the regions of negative interaction are located close to the edges of the primary
plates. They extend as lobes vertically up or down the edge (depending on the sign of shear) with
a lobe in the opposite direction on the opposite edge of the plate. Such symmetry provides an
attractive explanation for the autocatalytic formation of precipitate arrays. It is consistent both
with the stacks of parallel plates and for the cross-like arrays of alternating (100) and (001) habit
planes. In conclusion it should be stressed that the interaction energy of the sheared nucleus and

the tetragonal defect promotes nucleation above or below the edges of the primary plate.
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Fig. 31 Interaction energy density between the large plate of tetragonal strain and the nucleus of
generalised strain. Plates are in the parallel orientation, with a positive shear in the nucleus.
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Fig. 32 Interaction energy density between the large plate of tetragonal strain and the nucleus of
generalised strain. Plates are in the parallel orientation, with a negative shear in the nucleus.
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Fig. 33 Interaction energy density between the large plate of tetragonal strain and the nucleus of
generalised strain. Plates are in the perpendicular orientation, with a positive shear in the nucleus.
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Fig. 34 Interaction energy density between the large plate of tetragonal strain and the nucleus of
generalised strain. Plates are in the perpendicular orientation, with a negative shear in the nucleus.
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4.7. Conclusions

In this chapter the application of the dislocation loop model to calculations of the
interactions between platelike precipitates was considered. Various types of transformation strain
and mutual orientation of precipitates have been analysed. The method was proved to be useful
and an insightful tool for estimating the effect of elastic interactions on the formation of simple
precipitate arrangements.

The method, however, has certain shortcomings. It only gives a distribution of the
interaction energy that corresponds to the specific sizes of the plates considered. It is hard to
obtain a variational derivative of the elastic energy in order to predict the evolution of the
microstructure. Also, being only the mechanical part of the free energy uncoupled from chemical
driving forces, it remains of limited use in actually predicting the evolution. For example, it is
noteworthy that the interaction between two large precipitates generally differs from the large-to-
small interaction. Although the character of the interaction energy map remains the same, the
distance scale changes. This poses a problem in explaining stable arrangements because the link
between the initial position of the nucleus and the final position of two or more mature plates is

obscure.

The explanation of the inclined stacks of the nuclei formed with a slight displacement
away from the plane containing the primary particle is questionable; because once the plate is
formed, it may only thicken and grow laterally, but not move in the direction normal to the habit
plane. In experimental micrographs the offset is relatively large, in the order of tens of
nanometres, whereas the dislocation loop model predicts the initial offset of the nucleus
comparable with the thickness of the plates. In the same way it is hard to trace how the nucleus
of the perpendicular variant, which is supposed to form very close to the edge of a large plate,
may later on develop into a secondary plate of comparable size and at a distance approximately

equal to length of the plates.

Thus in order to estimate the effect of the elastic interactions on precipitate distributions
one needs to account simultaneously for the chemical driving forces, interfacial energy and
elastic energy in a unified approach. Such a method, based on the diffuse-interface theory will be

presented in the next chapter.
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5. Phase field model

In this chapter the diffuse-interface phase field model is presented, as applied to the study
of the autocatalytic nucleation of platelike precipitates with the generalised form of

transformation strain.

The basics of the method are discussed in the most general terms, together with its
applications to phase transformations. Representation of chemical, gradient and elastic energy
terms is given in detail. The method of incorporating nucleation events into simulation is

described. Finally, the evolution equations and numerical aspects of their solution are discussed.

5.1. Basics of the phase field approach

Real material systems are usually inhomogeneous, with domains that can be distinguished
by one or another characteristic. Domains may be different in their structure and/or composition.
This description is broadly applicable to a variety of structures like spatially distributed phases of
different composition and/or crystallography, distributions of domains in different aggregate
states (in melting and solidification), grains of different orientations, domains of electrical or
magnetic polarisations, etc. Evolution of a microstructure is a process driven by the reduction in

total energy of a system.

Analysis of microstructure evolution is often complex and requires a numerical approach.
In a conventional, sharp-interface approach, the interfaces that separate domains are treated as
infinitely thin, and their local velocity is determined via local driving forces and interface
mobility. Such an approach is extremely demanding computationally due to the need to track

explicitly all the interfaces present in the system.

The phase field method provides an alternative proven to be a flexible and powerful
technique of numerical simulations. It is based on the diffuse interface description from the
classical works of Cahn and Hilliard [25-27] where the energy of the non-uniform system has
been described as a functional of local energy density and gradient terms, which account for the
additional energy in the transition regions. Allen and Cahn [112] later applied the formalism to
systems with only structural, rather than compositional inhomogeneities. Once the form of the
free energy functional is established via field variables, the evolution of a system towards

equilibrium is described by the set of continuum equations: the Cahn-Hilliard nonlinear diffusion
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equation for conserved variables [113] and the Allen-Cahn equation for non-conserved field
variables [112]. With random thermal noise terms in the evolution equations they become
stochastic and can describe metastable systems and critical phenomena [114].

Field variables on which the energy functional depends could represent a certain physical
characteristic like composition of the phase or a long-range order parameter. Alternatively the
field variable may be introduced just to distinguish domains logically, for instance liquid from
solid in solidification and melting models. In both cases the mapping of the phase field model
parameters to real physical quantities can either possibly be found directly (derived from
thermodynamic and kinetic characteristics of the system) or done by asymptotic analysis.

The phase field method is based on the coarse-grain representation of the free-energy
density, and as such models the system on the mesoscale. Sharp interface descriptions of

microstructure evolution may be derived from phase field equations as a limiting transition.

The phase field formalism often perceived as phenomenological has been proved by Cahn
[26] to be completely analogous to the thermodynamic treatment of inhomogeneous systems
[115]. It has also been demonstrated that the evolution equations may be derived directly from
the statistical mechanics description of a metastable system, see Langer [116, 117] and Shen
[118].

The phase field method provides a number of advantages over sharp interface models,
because there is no need to track interfaces explicitly and the whole microstructure is described
in a unified approach by the solution to the evolution equations. There is also a great flexibility
to account for difficult long-range interactions, built into the energy minimisation process. These
advantages have made phase field simulations a very popular technique applied to a variety of
systems and processes, from solidification and solid-state transformations to grain growth,

dislocation dynamics and many others [119].

In the following sections the ingredients of the phase field model will be presented in detail
in context of coherent precipitation in solids. Components of a free energy functional will be
introduced, gradient terms and their influence on interfacial properties will be explained and the

evolution equations described.
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5.2.  Energy functional

The diffuse interface approach describes a system as a whole with a set of continuous
variables, or phase fields. Phase fields are smooth continuous functions throughout the system.
There are two types of field variables, conserved and non-conserved. Conserved variables must
satisfy local conservation conditions and are related to compositional fields, i.e. the
concentration of a particular component in alloy system. Non-conserved fields are those free
from conservation conditions and may represent physically defined order parameters or are
introduced arbitrarily as a mean to distinguish structurally different domains (phases of similar

composition but different structure, grains of different orientation, etc.).

The total free energy of the system is then defined by the Ginzburg-Landau type functional

via N conserved variables c,, and M non-conserved variables n,,, as [119]

N
K
F :j i R T 1T +Z7H(Vcn)2
n=1

3 M
+ 7vi77mvj77m

3
i=1 j=1m=1

(5.1)

3
d°r + Enonlocal

where f(cy, ..., Cn, M1, -, May) 1S the local energy density defined as a function of field variables,
Kkn and k;; are gradient energy coefficients, and the integration is over the volume of a system.
The first term is a volume integral that covers the local chemical contributions and the gradient
energy terms. The gradient terms add an additional energy of interfaces and fluctuations; they
deviate from zero only at or in the vicinity of the interfaces. The second term is the energy
associated with long range interactions present in the system, such as elastic, electrostatic,

magnetic or others.

5.2.1. Local free energy

The central component of any phase field model is a local energy density, which is defined
as a function of field variables. This function may be related directly to the chemical free energy
of the system, defined via physically meaningful field variables (composition, long-range order
parameter, electric polarisation, etc.) and matched to thermodynamic databases. Alternatively the
local energy density may be any function of field variables with minima that correspond to
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distinct domains in the microstructure, and the choice of parameters will control the driving

forces for interface motion.

One widely used example, especially in solidification models, is a double-well potential

presented in Fig. 35:

4 2
fn = 4afCr—% 52)

where 7 is a field variable and Af is a scaling parameter.

4 f(n)

\ 4

1
——

Fig. 35 Double-well potential.

The double-well potential has two minima at n = —1 and n = 1. The character (conserved
or non-conserved) and the meaning of n can be different in particular models and may represent
solid and liquid states, phases with different composition or two antiphase domains. The
common feature is that the energy is minimised for the microstructure in either of the two
minimum states of the field variable, and the magnitude of the scaling parameter Af defines the

driving force for the decomposition and also affects the properties of the interface.

For solid-solid transformations Landau type polynomial expansions in long-range order
parameters are often used to approximate the free-energy [56, 57, 120, 121]. The polynomial

should be invariant with respect to the symmetry operations of the parent phase and must have
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degenerate minima that represent energetically equivalent orientations of the product phase. An
example of such a polynomial expansion for the 0’ phase in the fcc Al-Cu system is given by Li
and Chen [56] as

fleny, o nm)

= Ay(c—cy)? +A2<c—c2)znp+Agznp+A4Zn

p=1 (53)

<

M

M
+AsZn§n§+A6 2 na(mZ +n2) + A, Z nin2n2

p#q p#q.p#Er pEqET

The coefficients in the polynomial expansions are fitted to the thermodynamical databases
for the free energy of the phases considered. The temperature dependence of the free-energy can

also be accounted for by temperature dependent coefficients.

5.2.2. Gradient energy terms

The free energy functional given in equation (5.1) includes the local-density function as an
integrand, and also the gradient terms. Gradient terms are essentially the Taylor expansion
required to account for non-uniformity in the local energy density. The functional is usually

limited to the second-order in field variables gradients, with higher orders neglected.

Coefficients k,, and k;; define the “weight” of the contribution from regions of strong
change in field variables and directly affect the properties of interfaces in the system, namely the

thickness of the interface and its energy.

In a simplified example of the single field variable n in the one-dimension system, and the

free-energy functional of the following form

= [ [ + 5 2| (5.4)

the parameters of the flat interface may be derived according to Cahn [25] as
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o=2 f dn ka’;(") (5.5)
N1

for the interfacial energy, and

k
L=, —m) ’F (5.6)

for the width of the interface.

The parameters of the equations (5.5) and (5.6) are explained in Fig. 36. The local energy
density has two minima corresponding to the field variable equilibrium values n, and n,. The
difference between the local energy density and the common tangent construction is designated

as Af (), with its maximum value being Af,qx

f(n) 4 n A

\4

Fig. 36 The local free energy density as a function of the field variable, and the interface established
between two regions of equilibrium minimum values. The width of the interface is shown as 1.

In systems where the local energy density becomes a function of more than one phase field

expressions for interfacial energy and width become more complicated, but the general

dependence of ¢ = \/kAf,qx and I = [ k/Afax Still holds true.
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5.2.3. Elastic energy

The section on Khachaturyan’s theory of elasticity has discussed earlier how the elastic
energy of an arbitrary microstructure can be derived. The solution obtained is expressed via the
Fourier transform of a shape function, which is equal to unity inside the coherent inclusion and

equal to zero elsewhere in the system, and was given in equation (2.31) as:

Ee = 222[ (n){@ (T)}{G (r)} (2 )3 (5.7)

The shape function presents a natural choice for the non-conserved field variable, which
distinguishes structurally the matrix and the inclusions. It is generally possible to relate the shape

function to field variables in some trivial way.

Assuming that the shape function for a certain type of product phase is expressed uniquely

via single conserved or non-conserved field variable as

=9(y) (5.8)

one may obtain the variational derivatives of elastic energy in the following form (there is no

implicit Einstein summation over index p, which represents one particular inclusion type):

0Eq 0E, 00, ag(lpp)z
q( ){Gq}

59, 00, 0y, (59)

In the expression (5.9) 1, represents the field variables (c or 1), the summation by q is

carried over all different types of inclusions in the system and the external parentheses under

summation represent backward Fourier transform.
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5.3.  Evolution equations

Once the free energy of the system has been defined in the form (5.1), the dynamic
evolution of the field variables is obtained by solving the corresponding evolution equation.
According to the type of the field variable there are two types of dynamic equations: the Cahn-
Hilliard equation for conserved variables [113]; and the Allen-Cahn equation, otherwise known
as time-dependent Ginzburg-Landau, for non-conserved variables [112].

The Cahn-Hilliard equation, initially derived for spinodal decomposition, is a generalised

form of the diffusion equation and has a form

aCi(F,t)_ oF
at ¢ 8¢ t)

(5.10)

Where c; is a conserved field variable, M, is a mobility coefficient (which is related to
atomic mobility or diffusion coefficient if the field variable represents concentration) and the
variational derivative under the differential operator is a chemical potential of the i-th

component.

The evolution of non-conserved variables is governed by the Allen-Cahn equation, first
introduced to describe a motion of an antiphase boundary

—_— =L, —— 511
ot 80 (7,t) (6.11)
that suggests a linear response of the evolution rate to the driving force, given again as a

variational derivative of the free energy. L,, is an interface mobility coefficient.

The problem of microstructure evolution reduces to the solution of equations (5.10) and
(5.11), which is usually obtained numerically by various methods, most often with simple finite-

difference schemes on a uniform grid with explicit time-stepping.

Spectral methods are widely used in the case of periodic boundary conditions. One of the
computational techniques successfully employed is a Semi-Implicit Fourier Spectral method
[122]. This method benefits from a number of advantages; it allows, for example, the use of
relatively sparse grids, and increased time intervals, and it treats the elastic energy term

conveniently using an existing analytical solution in Fourier space.
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5.4. Treatment of thermally activated processes

The set of Cahn-Hilliard and Allen-Cahn equations is sufficient to follow the changes that
develop in the arbitrary microstructure, given that there is a non-equilibrium and inhomogeneous
distribution present in the system as an initial condition. However, often the goal of the
simulation is to model an activated process, like the phase transformation in a metastable system.
To mimic the effect of thermal fluctuations it is required to disturb the initially homogeneous

metastable system by some stochastic process, variations of which are discussed next.

5.4.1. Langevin noise approach

The most widely applied method of simulating thermal fluctuations is to introduce random

Langevin noise terms into the evolution equations [123]:

aCi(F, t) _ oF

T = VMCV6 O + (7, t) (5.12)
am(F, t) oF

Fya L"(S G0 + &, t) (5.13)

Noise terms in (5.12) and (5.13) should have Gaussian distributions and must satisfy the
requirements of the fluctuation-dissipation theorem [124] for the mean values, spatial and

temporal correlation of random force (noise), given below

(@A) =0

(En(ﬁ t))=0

(€@ 1) & (7 ) = —2kgT M, 5(t — t") V28 (7 — 7)
(&, (7 0) &' t)) = 2kpT Ly 8(t —t") 8(F — ")

(5.14)

where kg is the Boltzmann constant, T the temperature, & is a delta-function and M, and L,, are

mobility coefficients. In discrete form on a uniform spatial and temporal grids the conditions
(5.14) may be expressed as (Shen et al. [125] and Rogers et al. [126]):

(§c(m,m)) =0

(&y(n,m)) =0

(E.(m,m) E,(n',m")) = —2kgT M, Om AL m g2 6/,’1‘;' (5.15)
)

(&(n,m) & (n',m")) = 2kpT L, At :{;
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where n and m are indices of discrete positions in space in time, A and At are grid steps and d is
the dimensionality of the problem, § is Kronecker’s delta. During a simulation noise terms may
be introduced using a random number generator, for example following the procedure given by
Shen et al. in [125].

Langevin equations (5.12) and (5.13) in theory provide a solid basis for simulation of all
thermally activated processes in a microstructure, including nucleation. However, quantitative
phase field simulations of nucleation by noise terms in the evolution equations have certain
limitations [118, 125]. These limitations arise from the differences in time and length scales of
the phase field simulation, which occurs on the mesoscale, and the characteristic times and
length involved in the nucleation event, which often takes place on the atomic scale. In essence
the coarse-grained energy functional should by definition be “blind” towards any events smaller
in scale than the grid step of the phase field model. Similar considerations are applicable to the

time step, which needs to be impractically small to allow for tracking nucleation events.

To overcome these difficulties an alternative procedure of introducing overcritical nuclei

into phase field simulation has been developed recently and is described in the next section.

5.4.2. Explicit nucleation algorithm

The explicit nucleation algorithm was developed by Simmons, Shen and Wang [127] and
is presented in detail in [118]. In contrast to the Langevin approach, where noise terms in the
phase field evolution equations are used to disturb the metastable equilibrium in the initial stages
of simulation and are turned off later on, the explicit nucleation algorithm is a procedure that

works in parallel with phase field time stepping.

Explicit algorithm is a stochastic model, which introduces the nuclei into a microstructure
explicitly, with the nucleation rate predicted by nucleation theory (homogeneous or
heterogeneous) or calibrated to experimental data.

Assume that the nucleation rate J at the given point in time is defined as a function of field
parameters. Let At be the time step of the phase field simulation and AV be the volume of the
phase field simulation cell. Under assumptions that the time required for the nucleation event is
much less than At, and that the nucleation event anywhere within the phase field cell transforms

the whole cell the probability of the phase field cell to be transformed is given by
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P =1-—exp(—] At AV) (5.16)

During the simulation the uniformly distributed random variable is generated in every
phase field cell and compared to the probability of nucleation at this location, which is given by
(5.16). If the random variable is less than P the cell is considered transformed and the nucleus is

introduced manually at this location.

This procedure is non-trivial because of possible nuclei overlap and requirements of mass
balance. In the current work nuclei are seeded without adjusting the conserved phase field that
represents solute composition. As demonstrated by Russell [28], sub-critical clusters on average
are surrounded by a matrix enriched in solute, with critical size clusters surrounded by a matrix
of average composition. The depletion field around a nucleus introduced by the explicit
nucleation algorithm has a timeframe for development less or equal to At and therefore may be

neglected for simplicity.

Specific choice of the nucleation rate expression is described later in the section 6.3 “Strain

assisted nucleation”.

5.5. Kim-Kim-Suzuki construction of the local free energy function

The formulation of a phase field model for a particular material system starts from an
expansion of its chemical free energy as a function of field variables. Such an expansion could
be done in the form of a Landau polynomial (5.3). The polynomial must reflect the symmetry of
a parent phase and have degenerate minima representing various orientations of the

transformation product.

Consider the following free energy polynomial, used in phase field models of precipitation
in Al-Cu and Ti-Ni alloys [56, 57] and illustrated with an example presented in Fig. 37:

fle,m) = A1(c — c)? + Ay (c — cg)n? + Agn* + Agn® (5.17)

cq = 0.001, ¢ = 0.33

A, = —0.6584,, A, = —0.3257 A,, Ac = 0.2165 A4, (5.18)
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Fig. 37 Landau polynomial free energy construction.

The coefficient A; is selected to approximate the solid solution free energy at n = 0 as
f« = f(c,0) and the product phase is represented by minimizing the energy with respect to the
structural order parameter f(c,n*(c)). The equilibrium interface traces the minimum excess
energy transformation path in ¢ — n space, passing through the saddle point. Based on the value

of the saddle point energy barrier Afy,., the gradient coefficient k, is selected to obtain the

interfacial energy as o ~ ,/kyAfmqy. The interface width would then be fixed as | ~ [k, /Afiax
dictating the grid step of the numerical scheme. This procedure leaves no degrees of freedom for
scaling a model to improve computational efficiency by diffusing the interface and employing
sparser grids. Any attempts to change the gradient coefficients and/or energy barrier would also
affect the interfacial energy and/or full energy landscape, therefore representing different

material systems.

These constraints were analysed in detail by Shen [118]. It has been suggested that for
simulations focused on one particular aspect of microstructure evolution it is possible to model a
different system, which has an identical rate controlling parameter. For example for anti-phase
domain coarsening and grain growth the rate is controlled by the gradient coefficient, thus a

phase field model with lower Af,,., exhibits the same morphology, albeit with a different

interfacial energy, which must be mapped back to the actual energy o = o™/ Af, 0./ M£3O for
an interpretation of results. While modelling precipitate growth the gradient coefficient may be

increased, and Af,,., Kept constant for maintaining the same energy landscape to keep the
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diffusion behaviour unaltered. Finally, in simulating coarsening, which is governed by interfacial

energy, one may keep the k,Af,q, product constant but increase the ky, /A fqx ratio.

For a simulation of processes with constraints on both the interface properties and bulk
phase processes (concurrent growth and coarsening) special measures are required if interface
width change is needed. Shen [118] suggests employing a selective rescaling of the energy
landscape to reduce f(c,n) specifically in the vicinity of the transformation path. In doing so the
interface becomes wider; however, diffusion in the bulk phase is unchanged. Although an
effective way to overcome the effect of Af,,4. On bulk behaviour, this makes the model more
demanding in terms of numerical stability because the characteristic curvature of the energy

landscape becomes higher in the vicinity of the transformation path.

An alternative method of constructing the chemical free energy expansion is the Kim-Kim-
Suzuki (KKS) model [128], originally developed in the context of solidification modelling and
later applied by Hu [129] to precipitation. Consider a transition between matrix phase « and
product phase . The free energy of the bulk phases may be available from thermodynamical
databases or represented by a regular solution model and would be a function of temperature and
composition, or even only temperature for stoichiometric phases like 6'. These functions f, (¢, T)
and fg(c, T) serve as the basis for f(c,n;). The KKS model represents the interfacial transitional
region as mixture of the two phases with different compositions of equal chemical potential, i.e.
satisfying the following conditions:

¢ = [1 = h()leq + h(ncg (5.19)

0fy(ca,T) _ dfp (c/g, T)

5.20
dcg, dcg (5:20)

The structural non-conserved variable 7 is employed to combine f,(c, T) and fz(c, T) into

the singular chemical free energy polynomial f(c,n,T), with n = 0 and n = 1 energy minima

distinguishing the two:

fe,nT) =1 —hM]fulca T) + R fs(cs T) + Wgn) (5.21)

The function h(n) is a smooth transition function changing between 0 and 1 as n changes
between the minima distinguishing the two phases. The physical meaning of this function is a
volume fraction of the product phase in a mixture of matrix and product of equal chemical

potential. One example of the transition function, employed by Hu [129, 130] is
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h(n) = 3n* — 2n° (5.22)

Generally, to evaluate the chemical free energy at some composition ¢ and structural order
parameter 7 it is required additionally to solve the system of equations (5.19) - (5.20) and obtain

cq and cg. However, for the simple parabolic approximation of bulk chemical energies in the

vicinity of equilibrium compositions

fu = AT (c - c57)°
2 (5.23)
fz = B(T) (c — cl?q)

there exists an analytical solution:

A(T)B(T) [c —cg = (¢ - c}?’,")h(n)]2 (5.24)

flen D =——Fm+am —smmm 90

It is obvious from (5.24) that in the absence of a second term the energy is minimised on

the common tangent plane between f,(c, T) and fz(c, T) exactly along the following ¢ —n path
(Fig. 38):

Cmin(M) = ¢’ + (ng — cgHh0) (5.25)

Fig. 38 Kim-Kim-Suzuki construction of the chemical free energy for the multiphase mixture of a and
phases with A(T) = B(T) =1 and W = 0 on the left, without double well potential imposed, and W= 1 on
the right. Energy is minimised along the transformation path cmis(n7) exactly on the common tangent

plane.
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The double well potential W g(n) introduces an energy barrier to separate the « and S
phases. The height of this barrier is determined by W but does not affect the branches that
correspond to bulk matrix and precipitate phases, f(c,n = 0,T) and f(c,n = 1,T), as illustrated
in Fig. 38. Interface properties in such a model become separated from bulk properties to a

certain extent, which will be discussed in more details in the next section.

Thus, as explained above, the Kim-Kim-Suzuki representation of chemical free energy

offers several advantages over Landau type polynomials:

e Firstly, it allows breaking the link between the properties of a diffuse interface (its
energy and thickness) from the description of free energies of bulk phases. In doing
so one degree of freedom becomes available for the scaling of the phase field
model independently of diffusion in the bulk, i.e. the interface could be made more
diffuse without affecting transformation driving forces.

e Secondly, evolution equations are simplified because there is no gradient energy
term for a conserved field variable. Consequently, the Cahn-Hilliard equation order
is lowered from fourth to second. This significantly relaxes the stability constraints
on the time step of the numerical scheme employed (At,,q,~Ax™ where n is the

differential equation order).

Based on the relative advantages of the KKS model the approach was adopted exclusively
for all phase field simulations in this project. Since it was demonstrated by Hu [130] that growth
kinetics are insensitive to the particular approximation used for the precipitate phase, for the sake
of simplicity bulk free energies are approximated by parabolic functions (5.23) with similar

curvatures:

Flen.T) = A [e = &7 = (57 — c&h)] + W) (5.26)

The parabolic approximation is fitted to reproduce the overall driving force at the initial
composition and appropriate transformation temperature. Based on a common tangent
construction between the Gibbs free energies of the binary solid solution and 8’ phase (estimated
from SGTE [103] or Murray assessment [131]) the driving force G(c,, T) translates into the

curvature of a parabolic fit as

G(COﬁ T)

A(T) = ———
™ (Co—céq)z

(5.27)

93



The double well potential employed is given by

g =n*(1 —n)? (5.28)

In the absence of elastic energy the variational derivatives reduce to

SF of
e 2A(T) [c — il - (cgq — czq)h(n)]
6F 0
én  dn
3hen) (5.29)
n
__ _ .eq _ ( .eq _ eq eq _ .eq
= —2A(T) [c Co (cﬁ Cq )h(n)] (cﬁ Co ) an
dg(m) )
W5 = k¥

Subsequently, the evolution equations transform to

0
a_i = 2M, A(T) [vzc — (5" - cgq)Vzh(n)]

on eq eq  eq eq _eq)\9h(n) dg(m)  (5.30)
E— ZLnA(T) [C—Ca, - (Cﬁ — Cqy )h(n)] (Cﬁ — Cqy )W—LUWW
+ Lk, V1

The mobility coefficient M, in the Cahn-Hilliard equation is selected based on the value of
the diffusion coefficient (Q=133.9 kJ/mol and Dy=4.44 10° m?/s [132]):

2M.A(T) = D(T) = Dy exp (— }%) (5.31)

The value of the interface mobility coefficient L, can be adjusted in order to simulate

appropriate growth conditions of interface-controlled, diffusion-controlled or mixed type.

Specific selection will be discussed later.

The model has gradients terms only in non-conserved variables and in the simplified one-

dimensional example described above this is k,. The interface energy and thickness can be

obtained from the following expressions [128]:
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0= 3\/— / \/k Afmax = \/k Afmax
2.94 k (5-32)
_ n_ n
=a ff \/ Afmax \/ Afmax

where a*=2.94 for the interface width defined as the distance between the n=0.05 and 1n=0.95

levels.

It is usually convenient to convert the evolution equations into their dimensionless form,
by scaling the length, energy and time of a simulation. The characteristic units for scaling are
usually grid step for length, height of the energy barrier Af,,,, for all energy related terms and

time is rescaled to bring the dimensionless equivalent of either M, or L, to unity, i.e.

~ x Fo_ f 7 <McAfmax>
X=—; f= ;0 t= >
lO Afmax lo
(5.33)
_ Ll k 12
M.=1 L[,=—-12; k Lo
¢ K MC 77 l Afmax lO
The dimensionless evolution equations then take the form
o _qodf
dat c (5.34)

The scaling of the energy densities by the height of an energy barrier has the advantage of
giving a physically meaningful interpretation to the dimensionless gradient coefficient, which

becomes the squared dimensionless interface width.

5.6. Typical parameters of the Al-Cu phase field model

For a system of a composition Al - 1.72 at. % Cu and typical transformation temperature of
500 K, which corresponds to direct nucleation of 6’ from Al-Cu solid solution, key parameters of

the model are determined according to the following procedure.

The chemical driving force G (c,, T) and the compositions c,? and c,/ are estimated from

the common tangent construction between the Al-Cu solid solution and 6’ Gibbs free energies.
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Then, using the appropriate diffusion coefficient D(T) and expressions (5.27) and (5.31), the
values for the atomic mobility coefficient M. and curvature of parabolic approximation A(T) are

obtained and presented in the Table 6:

Table 6 Parameters of the parabolic approximation to the solid solution free energy, assuming the
temperature of T =500 K and fitting to the transformation driving force at the composition ¢ = 0.0172.

D(T) G(co,T) A(T) M.

455 10 m¥/s 169 J/mol 460 kJ/mol 4.95 10 m*mol/(J s)

Finally, application of (5.32) determines the gradient coefficient k, and scaling coefficient
for the double-well potential W = 16Af,,,, from the interfacial energy ¢ and width [. Every
parameter of the model, except the interface width, is rigidly defined by the specific material
system. There is, however, freedom to set [ according to the needs of a simulation. This will
change the scaling W of an imposed double-well potential, but provided that W is not too small

[129] will not affect either interface energy, or diffusion in a matrix.

For the correct performance of the employed numerical scheme it is required to sufficiently
resolve the interface, i.e. to have 4-6 grid points across the interface. It is therefore assumed that
[, = 0.2l for the example given in Table 7. It is worth noting that the dimensionless gradient

coefficient remains invariant if the same resolution is maintained.

Table 7 Variation of scaling parameter for the imposed double well potential Wg(n) with the interfacial
energy o and desired interface width [ of the phase field simulation.

o, Jim? I, nm W = 16Afingy, kImol | kp, 10°I/m k, = 7 Ak”
00 fmax

1 96 6

0.6 2 48 12
3 32 18
1 32 2

0.2 2 16 4 25
3 10.67 6
1 8 05

0.05 2 4 1
3 2.67 15
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An example of a simple one dimensional simulation of 6’ growth in Al-2 at. % Cu at 500 K
is presented in Fig. 39. It illustrates the evolution of the compositional profile and the

distribution of simulation points in the ¢ — n plane.

— C=0s — Ci=305s —— €{=2000s 4 simulation  —— cpip(n)
0.35 ; ; : ‘ . . : 0.35
7 ~
0.3 | Al 1 0.3 | %
If \\ <
0.25 H H 0.25 P4
\ | /
|I/ M /
02 | H I 0.2 ,
c ||‘ ‘\‘ c //
0.15 i | 0.15 | 7
| I /
0.1 | | | , 0.1} /
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Fig. 39 Evolution of the compositional profile and the equilibrium distribution of phase variables across
the interface.

The interfacial energy is assumed to be 0.6 J/m? and the width is set to 2 nm. The system
size is 32 nm with periodic boundary conditions employed and 80 grid points, giving 0.4 nm grid
step and 5 grid points to resolve an interface. The initial conditions place the precipitate
approximately 6.4 nm wide in the middle and then simulation follows its evolution. In the initial
stage the depletion layer could be seen forming next to the interface and the interface itself
assumes the shape close to an equilibrium one. At the end of the simulation (2000 s) the
equilibrium composition is established both in the matrix and the precipitate. Mapping of the
simulation points onto the ¢ —n plane shows that within the interface the compositional and
structural field variables change along the transformation path prescribed by the transitional

function h(n), i.e. all points are lying on the c,,;» (1) curve.

The equilibrium shape of the interface (Fig. 40) in the non-conserved variable follows the

classical profile

=0.5(1 h W 5.35
n(x) = 0.5(1 - tan * 2k, (5.35)
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while the composition profile is slightly different and corresponds to the type of transition
function h(n) used. For this reason the gradient of the compositional profile is higher and the

more stringent.

interface is thinner. It is important to bear this in mind for appropriate selection of the grid step,
as the resolution demands of the scheme used for solving the Cahn-Hilliard equation become

1 C=2000/Cor
N=2000
0.8 -
\
\
i
0.6 - |
cn \
\
1
04 + A\
\
W\
\\
\
W\
0.2 \\
W\
L\
O i 1 1 1 \lg
16 17 18 19 20 21 22 23 24
x.,nm

Fig. 40 Compositional and structural phase field variables across the equilibrium interface.

S.7.

Transitional behaviour and rescaling of the interface width

The one dimensional problem of precipitate growth provides a convenient test case for the

behaviour of the model. The position and velocity of a planar interface growing under conditions
of diffusion control may be described by Zener’s [133] analytical solution:

_ fD
V) =2 |2 (5.36)
Cp — Cq Tt

The phase field simulation follows the analytical solution exactly, as demonstrated by the

results in Fig. 41. Model rescaling does not affect the kinetic behaviour, with interface width

variation between 1 nm and 5 nm having no effect on the interface position in medium to long
term simulations, as illustrated in Fig. 42.
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Fig. 41 Comparison of the planar interface velocity, growing in diffusion controlled mode, with the
analytical solution.
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Fig. 42 Effect of the variation in the interface width on the temporal behaviour of the phase field model.
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The transitional behaviour, before the equilibrium concentrations are reached both for the
matrix and the precipitate, also closely follows the analytical solution [33]:
X — Xj
c(x,t) = co + (co? — cy) erfc (—mt>

bt (5.37)

Fig. 43 shows the simulation results after a relatively short ageing time of 500 s. The
variation of the interface width has no effect on the interface location, and the composition

profile away from the interface asymptotically approaches the analytical solution (5.37) for the
sharp interface.

0.35 T T T T

0.02 — :
—ﬂ\\‘:\‘ I=1nm —— 1=1nm
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“';"I‘ 1=3nm
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02+ |=5nm |
c c 0.01
0.15 | h ]
0.1 ¢ | 1 0.005 |
il
005 | 1‘."\}.\
0 i l\\i&u . : 0 - ! :
145 150 155 160 165 170 152 156 160 164
X, nm X, nm

Fig. 43 Non-equilibrium interface composition profiles at ¢t = 500 s.

It is confirmed in the simple one dimensional example that Kim-Kim-Suzuki approach to
the construction of the free energy density function is an easy and reliable method in excellent
agreement with analytical solutions. The method, however, has certain limitations affecting
numerical stability, which is discussed in the next section.
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5.8. Limitations of the Kim-Kim-Suzuki model

Despite all the convenience offered by the KKS model in terms of simplicity in polynomial
construction and flexibility in changing the length scale of the simulation, there are still
limitations on the choice of the height of the imposed double well potential W g (n). Hu mentions

in [129] that W, if set too small, may cause numerical instability for the model.

Unfortunately, in some cases this instability may potentially develop exactly in the range
of parameters desired in a simulation. In all the examples presented in the previous section the
interfacial energy was assumed to be 600 mJ/m?, representative of semicoherent interfaces of 0’
edges. Variation of interface width from 1 to 5 nm produced no numerical artefacts. Consider
now the energy of the broad faces of 0’ plates, which is estimated to be closer to 150 - 200
mJ/m% Since W ~ 16 ¢/l reduction in the interfacial energy and increase of the desired

interface width (or both simultaneously) will result in a smaller W.

In Fig. 44 two simulations are compared side by side, with snapshots taken at the same
points in time. On the left is the evolution of composition and structural order parameter for an
interface of 200 mJ/m? energy and 2 nm thickness, on the right — an interface of 100 mJ/m? and
similar thickness. Since the problem is one-dimensional without any influence from the Gibbs-
Thomson effect, there should be no difference in the evolution of the system. However, in the
case of low interface energy, the evolution is markedly different. A “wave” develops in the
structural order parameter, which quickly propagates into the matrix with virtually no change in
composition. Later this plateau breaks down into several peaks that eventually either develop
into precipitate regions or dissolve. If these regions are not dissolved the position of the main

interface is affected.

The ripple described above develops in the matrix close to the interface, suggesting that the
¢ —n transformation path does not follow the equilibrium transformation pathway c,,;, (1),
which means that the fastest way for the system to minimise the energy deviates from keeping
the structural order parameter at zero within the matrix. The system prefers to quickly descend
into the trough of minimal energy almost at fixed composition, by changing only the structure

variable.
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Fig. 44 Evolution of the planar interface with 200 mJ/m? energy compared to the 100 mJ/m? interface.
The instability develops in the case of the low interfacial energy (with low height of the double well
potential W).

102



To understand the origin of this behaviour one needs to look at the chemical energy

landscape in ¢ — n space in the vicinity of (cy,n = 0).

Firstly, the non-equilibrium interface deviates from the c,,;»(n) pathway. As illustrated
previously in Fig. 43, the compositional profile asymptotically approaches an analytical solution
away from the sharp interface, and as such with a certain degree of diffuseness the actual change
from precipitate to matrix starts at a composition higher than the equilibrium c,. For more
diffuse interfaces the structural order parameter starts to change at higher concentrations, as

shown in Fig. 45:

0.35

’ ' ! 0.015 ;
Cmin(n) - Cmm(n)
0.3 F1=5nm . I=5nm
=4 nm s =4 nm
0.25 -1=3nm a . 1=3nm
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02 F1=1nm . 1=1nm
c c
0.15 +
0.005 3
0.1 -
0.05 + . Ul
0 l ‘ S 0 ‘
0 02 0.4 0.6 0.8 1 0 0.02 0.04 0.06 0.08 0.1

Fig. 45 Non-equilibrium interface in c-n representation.

Secondly, once the system is disturbed from the local minimum of the matrix structural
order parameter, its further evolution depends on whether the minimum was stable or unstable.
Consider the difference between KKS energy landscapes with different heights of the imposed
double-well potential W, presented in Fig. 46. It is obvious that when W is small (W =0.05, on
the left) the equilibrium with respect to change of n is unstable and therefore the system
disturbed from equilibrium would “slide” towards c,,;, (1), exactly the behaviour observed in
Fig. 44.
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Fig. 46 Contour plots of f(c, ) in the KKS model (5.24) with A = 1 and W = 0.05 on the left vs. W =1 o0n
the right. Contours are separated by 0.0025 increments.

To avoid this behaviour, which is not a numerical instability as suggested previously [129],
one needs to guarantee that the equilibrium in the matrix is a stable one, at least in the

composition range up to the initial composition of the matrix c,, which is equivalent to

0%f
an? =0 (5.38)
c<co

In practical terms, this may be achieved by using a transitional function h(n) that changes

slower around n = 0 and n = 1, for instance
h(n) = 6n° — 15n* + 1073 (5.39)

The effect of using different transition function is illustrated in Fig. 47. This change in the
type of h(n) allows avoiding an unstable equilibrium for a wider range of matrix composition,
and makes it possible to use lower W that is equivalent to wider interfaces. Repeating the
simulation presented in Fig. 44 with h(n) from (5.39) allows the reduction of the interfacial
energy (or the increase of interface width if required) tenfold, with no adverse effect on dynamic
behaviour. Reduction of ¢ to 20 mJ/m? still places the interface exactly at the same position as

the one with interface energy of 200 mJ/m?, as demonstrated in Fig. 48.
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Fig. 47 Effect of the transitional function on the energy landscape: slower transition in the vicinity of n=0
guarantees that a stable equilibrium with respect to n is maintained for a wider range of solute

concentrations.
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Fig. 48 The effect of a modified transition function on the stability of the simulation. Tenfold variation in
the energy of the planar interface has no effect on its motion, as confirmed by the snapshots of the
interface position at 2000 (on the left) and 10000 seconds (on the right).

105



5.9. Interface kinetics

Typical parameters of a phase field model (5.30) that correspond to a particular material
system may be defined as described in section 5.6. Atomic mobility and gradient terms are based
on the bulk diffusion properties and interfacial energy. The only other parameter that affects

evolution behaviour and remains undefined is the interface mobility coefficient L, in the Allen-

Cahn equation. Since there are no experimental data available on the mobility of interfaces in our
model AI-Cu system, this parameter must be defined based on its effect on interface dynamic

properties.

The dimensionless form of the phase field equations (5.34) provides a convenient reference
frame for analysing the effect of L,. Scaling (5.33) is used and parametric analysis of one-
dimensional precipitate growth is carried out in the range of the dimensionless kinetic coefficient
Zn from 0.001 to 2. The interface resolution is kept the same, with $=25. The initial precipitate
of equilibrium 6" composition c4,=0.33 and width of approximately 10 nm is placed in the centre

of the 512 nm simulation domain and its growth is observed for various Zn and o.

It is widely recognised in the literature [56, 130, 134] that the relative magnitude of the
kinetic coefficients M. and L,, determine the mode of growth and by controlling the magnitude
of L, it is possible to reproduce parabolic diffusion controlled growth, linear interface controlled
growth and intermediate regimes. However, since slightly different scaling procedures are
applied by different authors it was important to establish the corresponding ranges in the present
model. Dependence of kinetic behaviour on the magnitude of the interfacial energy was also

tested, since o affects the shape of the chemical energy landscape.

Fig. 49 shows how the magnitude of Zn affects the growth of precipitate with interfacial
energy of 600 mJ/m® Above Z,,:O.S growth follows the analytical parabolic solution, which is
consistent with the diffusion controlled mode of interface propagation. This is especially obvious
if width is plotted as a function of v/t producing perfectly linear and almost overlapping plots.
For Z,,<0.005 the mode of growth starts to approach linear, and by Zn<0.001 becomes a nearly

perfect straight line, indicating that purely interface controlled mode of growth is observed.
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Fig. 49 Variation of the interface growth regime with the value of mobility coefficient (as a function of
the ageing time ¢ on the left and ~/t on the right).

Thus three specific regions in terms of L may be identified, each corresponding to the
particular growth regime:

e Diffusion controlled growth for Zn >0.5
e Interface controlled growth for Zn <0.005

e Mixed mode for intermediate values

Very similar results are quoted by Hu [130], with critical values of L,,=0.1 and L,=0.001.

The differences may be attributed to the particular scaling procedure used to switch to

dimensionless equivalent equations.
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Fig. 50 Growth kinetics of interfaces with different energy.

Variation of interfacial energy has limited effect on kinetics of growth. The origin of this
dependence lies in the procedure of the free energy construction within the KKS framework.
Change in interfacial energy, desired interface width or both is translated into the change of

magnitude of the imposed double well potential W g(n) and its partial derivatives.

However, the actual effect is not particularly strong (as can be seen in Fig. 50), and mostly
pronounced for mixed mode growth and interface controlled growth. For the diffusion controlled

regime virtually no difference is observed in growth behaviour.

In all subsequent simulations En is kept equal to 2 for the semicoherent edges of 0 plates.
The choice of Z,, for fully coherent broad faces is discussed later in the section on morphology of

growing 0’ plates.

5.10. Implementation of interfacial energy anisotropy

The product of phase transformation in solids almost invariably differs in crystal structure
from the parent phase. It is usually not only a change in lattice constants, but often of the Bravais
lattice type itself. Because of this, interfaces that develop between matrix and product are highly

anisotropic. In the case of the model Al-Cu system the difference in the interfacial energy
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between precipitate faces and edges is estimated to be a factor of three to four. To reproduce the
correct morphology of the individual plates, as well as the solute depletion field around them, it
IS necessary to account for this anisotropy in the formulation of the phase field model.

Anisotropy in the magnitude of the interfacial energy within the phase field model

basically means anisotropy of gradient terms in the free energy functional. The most
straightforward way to implement angular dependence o(8) is to make ,/k, the same angular
function of the interface orientation [119] as (@) itself. Alternatively, instead of a single

gradient term, one may use the form

1 1 2
> k,(V,m)? + Eky(vyn) (5.40)

with different coefficients in different principal directions. Although this method is particularly
simple to implement numerically only elliptical anisotropy can be produced and no sharp corners

can be implemented.

Finally, one may obtain cubic anisotropy by including higher order expansion terms into
the energy functional [135, 136]; however, the model becomes significantly more complicated in

terms of numerical implementation.

In the current model the first approach is chosen due to its generality. In the following
sections anisotropic modification of the evolution equations, regularisation of ¢(8) functions and

numerical issues associated with having sharp corners will be discussed in detail.

5.10.1. The modified Allen-Cahn equation

Anisotropy of the gradient coefficient leads to additional terms in the variational derivative
and the evolution equations. Following McFadden et al. [137], these terms are derived as

follows. Consider the free energy functional integrand, where the gradient coefficient k,, is a

function of interface orientation 9:

Fe,n) = f [F(cm) + ky (0) (V2] dV (5.41)
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With the interface orientation angle 6 defined via the gradient components? as

6 = arctan (U_y) (5.42)

Nx

and the gradient coefficient in the form of
ky = ko¥(0) (5.43)

the variational derivative of (5.41) with respect to the structural order parameter becomes

= koW (6)An — koW’ (6)[c0s(26) 7,y + 0.5 5in(20) (1 — M)
(5.44)
kolpﬂ(e) i 2 0 2 0 in(20
R [sm Nyx + COS Nyy — sin( )nxy]
or equivalently
SF 9 ko' (6
5 % — koW (0)An — koW’ (8)|V - V6| — OT() V7 % Vo) (549)

This expression features two additional terms responsible for the local torque acting on the

interface element.

The interfacial energy o will follow the underlying anisotropy of the gradient coefficient:

0 =+ kOqJ(H)Afmax (546)

Also, as a side-effect, similar anisotropy is introduced into the width of the interface:

l = \/koqj(e)/Afmax (5.47)

For highly anisotropic interfacial energies this may result in interfaces with significant
differences in width. To avoid the complications of numerical pinning and incorrect equilibrium
shapes it may also be preferred to maintain constant width of the interfaces, as proposed by Ma
et al. [138]. Let us assume the same angular dependence for a barrier term in the chemical free

energy density:

2 In this section subscript indices of 7 represent partial spatial derivatives, e.g. 1, = dn/dx or Nyy = 0°n/0x0y
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flem) =f(c,) + W@ g = f(c,t) + Wo¥(6)g(m) (5.48)

This results in Afy,q. = AfyW(0) and as such a constant interface width and interfacial

energy that follows the angular dependence of the gradient energy coefficient:

0 = koAfoW?(0) = 0, (0)

- [eve _ (5.49)
IR IO

With this final modification the variational derivative becomes

5F _of"
sn an

2Wog(m)

O w'(6)|Vn - VO

+ WoW(0)g'(m) — koW (6)An — [ko -
(5.50)

ke W,
—l—°+ 09| gy v x V0

2 (Wp)?

5.10.2. Regularisation of anisotropic interfacial energy functions

According to the Gibbs-Wulff theorem, discussed earlier, the shape of the crystal is
defined by the minimum in its surface energy. For simple two-fold symmetry shapes like
rectangular or nearly rectangular plates it should be sufficient to define the angular dependence
of the interfacial energy ¢(6) with two strong local minima corresponding to habit plane and

edges respectively.

Before discussing the specific implementation of o(8), several basic principles and results
of vector thermodynamics of anisotropic surfaces will be introduced below to explain the
specific choice of anisotropy functions, and illustrate the behaviour of the anisotropic phase field
model.

Cahn and Hoffman [139, 140] proposed to use a vector function 5 () as an alternative to
the scalar function o (7). The function, the capillarity vector, is defined via the gradient of the
scalar field, whose magnitude in the direction 7 is a product of the radius vector length and the

interfacial energy in this direction:

E=V(rao(@) (5.51)
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The capillarity vector by definition is a function of direction only. In a two dimensional

representation for the cylindrical coordinate system (p,6) with radial unit vector g and

tangential unit vector g the capillarity vector becomes:

£=0(0)p + ac;_gm 6 (5.52)

Hoffmann and Cahn [139] demonstrated that for an element of the surface characterised by
the normal unit vector 7 the negative of the capillarity vector (—5) represents a force exerted by
the surface and acting on the surface element in order to reduce its energy. The projection of
(—5) onto 7 is a contraction force, and the projection onto the surface tangential vector 6 isa
torque that tends to rotate the surface element. Generally, the force acting upon the line element

on the surface (with unit vector T) may then be defined as
F=ExI (5.53)
One of the central findings is that the interface in equilibrium satisfies the condition
—AQ = V¢ (5.54)

where AQ is the free energy difference across the interface. For an isolated particle with a surface

described by the radius-vector R

s_ 2 (5.55)
k="
condition (5.54) is satisfied, therefore the equilibrium shape (Gibbs-Wulff form) must follow the
trace of the f-plot. For highly anisotropic surfaces the Gibbs-Wulff form may exhibit sharp
corners or edges, which means that certain orientations of an interface are not represented in the
equilibrium shape at all. This situation corresponds to the f-plot with self-intersecting sections,

the so-called extended Gibbs-Wulff shape. As proved by Mullins [141], the equilibrium shape is

convex in two dimensions, thus the sections of the f-plot beyond the intersections must be
discarded. Cahn and Hoffman [140] subsequently proved that the sections of the capillarity
vector plot extending beyond the points of self-intersections are unstable with respect to

continuous faceting when the following condition for interface stiffness is satisfied:
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0%0(6)
002

() + <0 (5.56)
Whenever the instability condition (5.56) is satisfied locally the evolution equations based
on variational derivative (5.44) or (5.50) become ill posed, leading to interface breakdown into
multiple facets. This process usually leads both to the pinning of an interface and the
development of numerical instability. It is therefore necessary to employ “regularisation” of

o(6) in order to prevent such faceting.

For 0’ precipitates in Al-Cu the interfacial energy of edges is estimated to be approximately
600 mJ/m?, while the energy of broad faces is about 200 mJ/m To introduce such a three-fold

difference the following function may be used (analogous to Eggleston et al. [142]):
a(0) = 042 + 2sin?(20) + cos(26)] (5.57)
where 6,=200 mJ/m?.

The function (5.57) is shown in Fig. 51 and it has two pronounced minima equal to 30, at
6 =0 and g, at 8 = /2. The high degree of anisotropy produces concave sections in the
inverse a-plot. These regions of concave ¢ ~1(8) are the regions of “missing orientations” with
condition (5.56) satisfied. The corresponding 5 -plot exhibits self-intersecting sections, as shown

with red lines in Fig. 52.
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Fig. 51 Polar plots of the function (5.57) on the left and its inverse on the right, shown as solid red lines.
Eggleston type regularisation produces “convexified” approximation to this function, shown as solid
green lines.
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Fig. 52 &-plots and o-plots of direct (red) and regularised (green) functions.

The goal of the regularisation procedure is to avoid the appearance of unstable sections in
the angular dependence of o(8). There are several modifications of such regularisation, all
based on the replacement of the negative stiffness regions with a modified function of the

following form:
0(0) = Asinf + B cos 6 (5.58)

This allows setting the stiffness to zero and the capillarity plot of the corresponding region
is reduced to a single corner point. An extended Gibbs-Wulff shape is reduced to its inner
envelope, with the unstable section being discarded. Eggleston et al. [142] used regularisation
based directly on convexification of the inverse ¢(8) plot and a replacement of concave sections
with a tangential straight line, see solid green line in Fig. 52. Eggleston’s regularisation is

represented by the following piecewise function:

0.782858sin6 + 2.97949 cos 6 ; 0.0552919 <0 < %— 0.148876
2 + 2sin?(26) + cos(26) ; elsewhere

(5.59)

Debierre [143] utilised a similar approach, but instead of using a two-fold symmetrical
underlying function like (5.57) the piecewise construction was employed. Cusps in principal
directions are represented by harmonic functions, where coefficients could be fitted in order to

provide a smooth transition at critical angles:
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M+ Rcos@ ; 0 <6,
G + Fsin6 ;60> 0, (5.60)
Asin@+ Bcosf ;60,<6<86,

T
0, = 0.1 6, =5~ 015

M =7.78798 R = —4.78798 (5.61)
G =19.8148 F =—18.8148
A=0.77751 B =2.96109

Both Eggleston’s and Debierre’s approximations have discontinuities in 020 /06% at 8,

and 6,. To avoid numerical instability issues associated with such discontinuities, in the current

model a power series expansion was used to represent energy minima close to 6 =0 and

0 = m/2. Polynomials of fourth order were used in order to provide a transition into the

“missing orientations” region with both first and second order continuous derivatives:

3+a202+a494 ; 6<91
s 2 s 4
—_ —_ . 5.62
1+b2(2 0) +b4(2 6) ;6>0, (5.62)
Asinf + Bcos6 ;0,<0<0,
T
a, =4.75119 a, = —104.495 (5.63)

b, = 143716 b, = —111.149
A =0832798 B = 296875

This power series approximation in shown in Fig. 53 in the angular range [0, /2].
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0 91 /4 92 /2 0 91 /4 92 /2

Fig. 53 Piecewise interfacial anisotropy function, its derivatives and interface stiffness with “missing
orientations” replaced by the power series expansion (5.62).
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The corresponding «f—plot that represents the equilibrium shape is shown in Fig. 54:
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Fig. 54 Polar plots of o(6) and &(n) in the case of power series expansion around the directions with
minimum interfacial energies.

5.10.3. Numerical scheme stable in presence of corner discontinuities

Strong interfacial anisotropy that is sufficient to produce sharp corners in the f-plot
presents another challenge in the context of the diffuse model. Although the regularisation
discussed above allows the avoidance of the natural instability associated with negative stiffness,
the equilibrium shape must exhibit very sharp corners.

Wheeler and McFadden [144, 145] extended the Cahn-Hoffman capillarity vector

formalism and presented the anisotropic phase field model directly in terms of 5 They
demonstrated analytically that the negative stiffness range of “missing orientations” is
represented by weak shock in the phase field variable, see Fig. 55. The phase field itself is
continuous across the shock, but its spatial variables are discontinuous. Having such a
discontinuity numerically resolved on a computational grid is problematic and the simulation

may become unstable.
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Fig. 55 Schematics of a sharp corner, with a jump in the interface direction from n; to n, and a
discontinuity in all spatial derivatives of field variable across the surface X (adapted from Wheeler and
McFadden [144]).

Wheeler [146] subsequently proposed a modification of the free energy functional that
allows smooth and round sharp corners. It was demonstrated that an additional gradient term in
the functional of the form §2(An)? diffuses the discontinuity plane X into the transitional region
where the interface normal changes continuously. The method essentially introduces a penalty

energy associated with sharp corner and the system tries to smooth it out.

The approach is similar to the model of interfaces with cubic anisotropy by Abinandanan
and Haider [135] where higher order gradient terms were also included in the energy functional.
However, these higher order expansions for gradient energy lead to the 4-th order Allen-Cahn

evolution equation with significantly more stringent requirements for numerical stability.

Eggleston [142], while addressing the same issue, has noted that the problem is partially
alleviated either by aligning the grid with interfaces or by using one-sided finite-difference
approximations for first spatial derivatives. In this work the first approach is used, since the
directions of interfacial energy minima are perpendicular and it is a natural choice to align a

computational grid in the same directions.
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Simple centred finite-difference stencils are used to estimate the gradient of phase variable.
This allows keeping the “footprint” of the scheme localised to nearest neighbours and as such
minimizing the region where the discontinuity may affect the solution. There is still a jump in
second derivatives across the discontinuity line; however, the special method of assessing
derivatives allows smoothing out its effect and achieving continuous chemical potential across

the corner.

In the equation for the variational derivative (5.50) the following term is responsible for

rotation of the interface towards the minimal energy direction:

_ l@ Wog ()| 3 v x o) (5.64)

2 " (wn)?

The cross product |Vn x V6| may be expanded as

|Vn x VO| = —|Vn| div() = —|Vn| <% + %) (5.65)

During the assessment of the variational derivatives the term above is evaluated in
different ways, depending on the value of the interface orientation angle. If 6 & (6,4, 8,), in other
words the angle is out of the “missing orientations” range the div(#) is estimated using one-
sided approximations and the minimum value is selected. When the angle belongs to the missing
orientation range the maximum possible value of the term is selected, based on the centred

differencing.

The effect of the technique is illustrated in Fig. 56 - Fig. 61. The profile of the structural
field variable n is shown in Fig. 56, demonstrating a sharp change across the corner.
Corresponding interface normals and the angle gradient vectors V8 are shown in the contour plot
in Fig. 57. Centred differencing for the second derivatives of n leads to the sharp spike in the
Laplacian term kyW(68)An, as shown in Fig. 58. The procedure of maximisation for the torque
term (5.64) within the “missing orientations” range of the interface angle leads to the localisation
of a corresponding spike in the vicinity of the discontinuity line, as shown in Fig. 59. The two
spikes cancel each other and as a result of this the combination of the Laplacian and the torque
terms is relatively smooth across the corner, see Fig. 60. The chemical potential presented in Fig.

61 also demonstrates continuity across the corner.
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Fig. 56 Profile of the phase variable in the vicinity of a sharp corner.
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Fig. 57 Contour plot of the phase variable in the vicinity of a sharp corner. Interface normals and angle
gradients are also shown within missing orientations range.
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Fig. 58 Laplacian term in the variational derivative. Note the sharp spike across the discontinuity line.
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Fig. 59 Torque term of the variational derivative.

120



-BAN-(B/2 + .. )" |VNx VO] ——
Ve ——

Nenr

Fig. 60 Mutual compensation of the discontinuities in the Laplacian and the torque terms of the
variational derivative.
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Fig. 61 Chemical potential in the vicinity of the sharp corner, note the smooth character of the transition
across the corner.
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5.11. Implementation of anisotropy in interface mobility

As discussed previously in the section 5.9 “Interface kinetics”, the rate coefficient in the
Allen-Cahn equation, or interface mobility coefficient, controls the mode of growth of an
interface. It was demonstrated how the relative magnitude of interface and atomic mobilities
allow the reproduction of either diffusion or interface controlled growth, as well as intermediate

modes.

For 0’ precipitates in the Al-Cu crystallography data suggest nearly perfect coherency of
broad habit planes and semicoherent or even disordered edges. Kinetic behaviour of such
interfaces should be markedly different, with slow mobility of coherent faces and high mobility
of disordered ones. This anisotropy can be reflected in the phase field model via the angular

dependence of the interface mobility coefficient L,(6). In the current model a simple

dependence of the following form is assumed:

L,(8) = Ly(Asin 6 + cos® 6) (5.66)

8]
90
A sin?(0)+cos2(0)

0
180 0
.02 04 06 08 1

o
270

Fig. 62 Angular part of the anisotropic interface mobility L, (6).
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This allows the mobility coefficient to change gradually from L, for the edges to AL, for
the broad faces, see Fig. 62. By controlling the parameter A (the kinetic anisotropy ratio) the
mobility of the different interfaces may be set independently and accordingly to their respective

mode of growth.

5.12. Summary of the phase field model and its numerical implementation

This section presents the summary of the numerical implementation of a phase field model
of 0" precipitation in the Al-Cu system. The model is two dimensional, and based on one
conserved phase field that represents the atomic concentration of Cu, and two non-conserved

(structural) phase fields n, and 1, that distinguish between the orientations of the precipitates.

The free energy functional used is of the following form:

2
k
F= j [f(c' nuM2) + 70; ‘Pi(gi)(vni)zl av

o (5.67)
. R L+ d3g
D B @{0, )0, ) P

p=1q=1

+

N =

that includes the chemical free energy, the gradient energy term expanded in structural order

parameters and the elastic energy term.

The chemical free energy density is constructed by the Kim-Kim-Suzuki method with the
barrier term being an anisotropic function of interface direction in order to maintain a constant

interface width:

2
fle ) = Ale =g = (" = DRty 1)| + W(©)g(rm,12) (5.68)
The transition function used is

h(n1,m2) = 6(nF +13) — 15(nT +n3) + 10(n3 +n3) (5.69)

and the barrier function producing energy minima that distinguish the matrix (n, = 0,1, = 0)

from the two different orientations of 6'at (n; = 1,n, = 0) and (n; = 0,n, = 1) is:

9mun2) = M +13) =23 +n3) + (f +13) + nins + n?ns +nins (5.70)
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The specific choice of coefficient A and barrier term height W(8) was explained
previously in the section 5.6 “Typical parameters of the Al-Cu phase field model” and is based

on the diffusion characteristics of the system, interfacial energy and desired interface width.

The variational derivatives of the free energy functional (5.67) with respect to composition

and structural order parameters are:

OF 0f(c,ny,mz) eq eq eq
= =T g e e - (cf — c&MhGrao)] (5.71)
6F _ eq eq eq eq eq ah(nll 772)
6_7h- =24 [C —Cq — (Cﬁ —Cqy )h(rh, TIZ)] (Cﬁ — Cq ) a'h
ag(m1,m2)
+ Wi (8) =5 == = ko ¥i (0
l
2Wog (M1, 1m2) '
— lko - W ‘Pi (Hi)IVm : V9i| (5.72)
ko Wog(i,m2) "
2t Tz Wi (6)[Vn; x V6|

09(771

23 (s oie)

with the shape function (a function that is equal to 1 inside a precipitate of a particular type and 0

elsewhere) defined as

0 ;M <0
0;(m) =43nf—2n ; 0<my; <1 (5.73)
1 y Ni >1

The Cahn-Hilliard and Allen-Cahn equations for the evolution of the conserved and non-

conserved fields respectively are given by:

ac_MA<6F)
at < \6c

Be = "m0 5

(5.74)
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5.12.1. Semi-Implicit Fourier Spectral scheme for the Cahn-Hilliard

equation

The explicit form of the Cahn-Hilliard equation in the case of the Kim-Kim-Suzuki free

energy representation is particularly simple:

dc

57 = 2Mc A|VPe = (¢ = ) V?h(ns,m,)] (5.75)

Because there is no gradient term associated with composition, the Cahn-Hilliard equation
is of second order instead of fourth, which relaxes the time step constraints. Moreover, since all
anisotropy contributions, interfacial and kinetic, are accounted for in the Allen-Cahn equations
the evolution of composition becomes a diffusion problem with constant diffusivity. This allows
one to take full advantage of spectral solvers. In this work the Semi-Implicit Fourier Spectral
scheme [122] is applied for solving the Cahn-Hilliard equation. The Fourier transform of the
evolution equation is taken and the Laplacian is treated implicitly for the concentration and
explicitly for the non-linear terms:

Chn+1 — Cn

= 2IMA KRGy +2M A (c5* = c5®) Ky, (5.76)

i Gn + 2M A (5" = ) K2Ry At
Cn+1 = 1+ 2M,A k2At

(5.77)

where k is the magnitude of a wave vector in Fourier space, a bar above a function represents its

Fourier transform and index n corresponds to a step in time.

5.12.2. Alternating Direction Implicit scheme for the Allen-Cahn

equation

The Allen-Cahn equation is more complicated due to the anisotropies in both the gradient
coefficient and the interface mobility coefficient. Because of the location dependence of these
coefficients, there is no benefit in using spectral methods, since conversion into Fourier space

does not transform the initial partial differential equation into an ordinary differential equation.
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Even partial linearisation by splitting the anisotropic terms into isotropic and anisotropic

parts as in (5.78), proves to be problematic in practice.

on(x,y)
% = a(‘r’x, T’y)AT] + u(nx, nyr Nxx nXJ/’ 773/3’) =

= apAn + ug (nxx' Nxy» nyy) + 5a(nx, Uy)An (5.78)

+ 5u(7lx' Ny Nxxs Nxy» nyy)

The spectral determination of the derivatives is subject to the so-called Gibbs phenomenon,
when the resulting approximation has fine oscillations, determined by the maximum frequency
included in the spectrum. An exception to this effect is a perfectly harmonic function, with
highest frequency below the maximum frequency included in the discretisation. Bulk phases are
represented by regions of constant values for the phase variables and therefore of zero first
spatial derivatives. Because the interface orientation angle is determined via first order spatial

derivatives, oscillations in n, and n, result in chaotic changes of the anisotropic coefficients

close to the interfaces and across the periodic boundaries of the simulation domain.

Therefore, the solver for the Allen-Cahn equation was taken in real-space, based on the
finite difference technique. A simple Euler scheme for time stepping is usually sufficient, but the
stability and maximum time step may be improved by using higher order schemes. In this work
the Alternating Direction Implicit method [147] is used, which is of second-order accuracy both

in space and in time.

The Allen-Cahn equation may be generalised from the form (5.78) where
a(1my) = L(0)ko¥(6) (5.79)

and the rest of the terms are collected under the combined non-linear function
u(ny, Ny Nxxer ey ley)- Simple centred finite-difference stencils are used for the first and second
order partial derivatives that enter into the determination of H(nx, ny) and the terms proportional

to |Vn; - VO;| and |Vn; x VO;| are estimated as described in the previous section, via derivatives

of the interface normal components.

ADI is a modification of the implicit Crank-Nicolson technique and the concept of
operator splitting. In this method the time step is split into two equal sub-steps and in each sub-
step only one direction is treated implicitly. The discretisation of the Allen-Cahn equation

becomes:
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n+s At At , n+s
UU _771]+ul]2+a112A2 6xn11+5y7]

(5.80)
pi1 _ At At

1

where index n identifies the time step and the indices i,j identify the grid point on the two-
dimensional computational grid. Using the notation from [147] the finite differencing operators

are.

83f = fivrj + fimrj — 2fi)

(5.81)
85f = fijer + fijo1 — 2f3)

The splitting allows the utilisation of the stability of the second-order Crank-Nicolson
scheme and simplifies the system of linear equations to be solved. Each sub-step requires the

solution of a tridiagonal system of linear equations to obtain updated values of the structural
variable field n 2 and nt.

Finally, an additional improvement of the overall numerical stability may be achieved if

the concentration field is updated first and then the coefficients in (5.80) are estimated as

n+1

N N%)
N5 M%)

ai,j (C

ui,j (Cn+1

In the next section the morphology of an isolated precipitate will be analysed and effects of

various anisotropies introduced into the evolution equation will be considered.
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5.13. Morphology of an isolated precipitate in two dimensions

The shape of the individual 6’ plates observed in an experiment is a complex product of
several contributing factors, namely the influence of interfacial energy, coherency strains and

kinetic anisotropies in the mobility of interfaces.

When only taking into account interfacial energy the simulated particle eventually evolves
towards the shape corresponding to the Gibbs-Wulff equilibrium construction, see an example of
elliptical anisotropy in Fig. 63:
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Fig. 63 Simulated evolution of the 8" particle under the influence of the interfacial energy anisotropy
(elliptic anisotropy is assumed).
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Inclusion of strains into the free energy functional produces plates of higher aspect ratios,
as demonstrated in Fig. 64. Since the strain energy is volume dependent the effect will be more
pronounced for larger particles.
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Fig. 64 Simulated evolution of the 8’ particle under the combined influence of the interfacial energy and
the elastic energy.

The introduction of interface mobility anisotropy allows the reproduction of even higher
aspect ratios. The effect of moderate anisotropy, with the non-dimensional mobility L,=0.1

corresponding to mixed mode of growth for the broad faces is demonstrated in Fig. 65:
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Fig. 65 Simulated evolution of the 6’ particle in the larger periodic system with a) only interfacial energy;
b) interfacial and strain energies and c) interfacial, strain energies and anisotropy in the interfacial
mobility.

A series of simulations was performed in order to look at the effects of the various
approximations in the phase field model on the driving forces around growing plates. In each
simulation an initial seed was placed in the centre of the square simulation domain of length and
with periodic boundary conditions. The initial particle is approximately 5 nm thick and 10 nm

wide. The matrix composition is 0.02 at. % Cu and the temperature is 500 K.

Fig. 66 demonstrates the evolution of the nucleation driving force for the formation of the
sheared nucleus that is parallel to the large plate and with shear along positive x-direction. The
nucleation driving force is assessed as a difference of the volumetric chemical driving force and
the volumetric elastic interaction energy of a nucleus with the existing microstructure:

AEint
Grotar = Gy — 7 (5.82)

The chemical driving force is extracted from COST507 light metal alloys database [102]
and the volumetric contribution from elastic interaction is calculated by Shen’s method [59], see
equation (2.38).

In Fig. 66 two different approximations for the angular dependence of interfacial energy

are compared side by side, smooth elliptic anisotropy o = g,V9 cos? 6 + sinZ 6 on the left and
the function (5.62) on the right. Both produce 3 to 1 anisotropy ratio of o, to a,, while the

second function produces precipitates with sharp corners.
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In spite of the significant difference in the morphology of the precipitates the driving force
field around them is strikingly similar, both in symmetry and in magnitude. It appears that finer
details of the balance between chemical driving forces and elastic interaction energy density are
restricted to the regions of the matrix in immediate vicinity of the precipitate surface. When the
distance from precipitate is comparable with its characteristic dimensions the difference

produced by specific choice of anisotropy function is negligible.

This effect of similarity in the driving force for the different interfacial energy
approximations is even more obvious if sizes and aspect ratios of elliptical and rectangular plates
are closer, as for example in Fig. 67. In this case the effect of mobility anisotropy was taken into
account as well. Initially identical precipitates are seeded in the centre of the simulation domain
and allowed to grow. Two type of interfacial anisotropy are considered as before, and interfacial
mobility of the broad faces is set at Zn:0.05 to represent mixed interface control. Sharp corners
in the case of the interfacial energy function (5.62) with “missing orientations” are associated
with higher stress concentration at the edges; however, at medium distance from the precipitates

the fields are almost identical, regardless of the anisotropy function used in the simulation.

Finally, the effect of numerical resolution of an interface on a computational grid was
assessed. An artificial “pinning” of a poorly resolved interface has the same effect on kinetics as
a decreasing interface mobility coefficient. Both lead to a slower motion and an elevated
concentration of solute on both sides of an interface. In Fig. 68 interface-controlled growth is
simulated differently: on the left — the fully anisotropic phase field model is considered, with
anisotropic interfacial energy, constant interface width and anisotropic mobility with Zn:0.00S
for broad faces; on the right — similar interfacial anisotropy, variable interface width and grid
step selected to make the sampling of thinner interface insufficient (dimensionless gradient
coefficient is k ~2, producing maximum two grid points in the interface). The resulting fields of

a driving force for the plates of comparable size are almost indistinguishable.
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The test cases discussed above led to the following conclusions:

e The specific choice of the function for the interfacial energy does not have a
significant influence on the driving force for nucleation in the surroundings of the
growing precipitate. Provided that the size and aspect ratio of the precipitates are
similar the driving force around such plates appears to be approximately the same.
This fact allows one to employ simple and computationally effective models of
interfacial energy anisotropy, i.e. introducing different gradient coefficients along
principle directions of a system [134]

e Furthermore, the exact growth conditions in the numerical scheme have no effect
on the driving force field. Numerical pinning of a poorly resolved interface seems
to be an adequate way to introduce kinetic anisotropy.

In light of these findings the remaining simulations are based on 3-to-1 elliptic interfacial
anisotropy, variable interface width and a grid that restricts the motion of broad precipitate faces
by limiting their resolution on a computational grid (the approach adopted in most of the phase
field simulations of 0’ plates in Al-Cu [56, 134]). Simplifications in interfacial and kinetic
anisotropies also allow taking full advantage of spectral methods in solving both the Cahn-
Hilliard and Allen-Cahn equations. For the further simulations the Allen-Cahn equation was

simplified to the form (5.83) with isotropic interface mobility L, and principle direction gradient

coefficients *k; and ”k;:

9

5 = Ln| —24 [c —col— (ng - cgq) h(nl,nz)] (ng - czq) Oh(ms,n)

on;

0gMumz) ., 9%m Vi 9°n;

on; ki 0x? L ay?

00 (n;) : ;s
Ll ;{Biq<n>{oq}})

+ W, (5.83)

In the next chapter the phase field model is combined with an explicit nucleation algorithm

and results of the simulations of strain induced transformation are presented.

135






6. Driving forces for nucleation in the environment of pre-existing

0’ precipitates

In this chapter the results of the phase field simulations of the 6’ formation in Al-Cu are
presented in detail. The system is simulated in two dimensions and nucleation is modelled by the
explicit nucleation algorithm. The model of coherent precipitation developed here is sensitive to
elastic interactions of the microstructure and potential nuclei and therefore applied to test the
possibility of autocatalytic nucleation under several assumptions regarding the type of the

transformation strain of the nuclei.

Autocatalytic nucleation may only be possible if the driving force for the formation of a
nucleus is altered locally in the vicinity of a previously formed precipitate. An increase or
decrease in the magnitude of the nucleation driving force (compared to that in the unperturbed
matrix) results from the combination of two terms: the chemical driving force defined by a local
matrix composition and the elastic interaction energy between the nucleus and the pre-existing
precipitate. The distribution of the driving force in the vicinity of a growing 0’ plate is analysed

systematically for two alloy compositions and the range of transformation temperatures.

The type of coherency strain between the matrix and the mature precipitate is considered to
be tetragonal, as observed in experiments of Stobbs and Purdy [77] and Dahmen and Westmacott
[90]. It is still consistent with the transformation mechanism that involves shear, because the
sheared transformation blocks or layers are expected to form in combinations that minimise the
total strain energy by mutually cancelling shear. The simulations are based on the magnitude of
the remaining tetragonal misfit that is most often observed for 0’ plates. In the two scenarios

considered here the central pre-existing 0’ plate has only tetragonal misfit of -4.3%.

On the other hand nuclei are assumed either of the same transformation strain as fully
developed mature plates or having the combination of tetragonal misfit with the shear component
of 0.3. The latter is representative of the diffusional-displacive transformation models by Nie and
Muddle [64, 65] and Dahmen and Westmacott [90].

The difference in the distribution of the interaction energy and the total driving force is
presented and analysed in detail. In the final section long term simulations with nucleation are

presented and discussed.
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6.1. Formation of a nucleus with tetragonal transformation strain

In this section the hypothesis of autocatalysis will be tested under the assumption that the
stress-free transformation strain of a nucleus does not contain a shear component. This
corresponds to the traditional model of 6’ formation, which assumes that precipitates have
disordered edges and the transformation is diffusional in character. Elastic misfit exists only in
the direction normal to a broad habit plane of a precipitate.

If arrays of precipitates that are occasionally observed in experiments are formed in a
sequential chain of events, with the next plate stimulated by the formation of a previous one, it is
necessary to monitor how the driving force around individual precipitate evolves during its
growth from the critical nucleus size onwards. Since the elastic interaction is fairly localised, the

influence of pre-existing microstructure is largely an influence of a nearest pre-existing plate.

In the following simulations a small 0’ nucleus is seeded in the centre of a simulation
domain and its growth is monitored. The simulation domain is the square with 256 nm side with
periodic boundary conditions employed. The small initial precipitate 2.5 nm thick and 7.5 nm
wide is placed in the centre. Simulations are performed for two alloy compositions (2 and 4 wt.
% Cu) and three ageing temperatures (200°C, 225°C and 250°C) for each composition in order

to approximately cover the range where 6’ forms directly from solid solution.

In the series of figures from Fig. 69 to Fig. 74 the snapshots of nucleation driving forces
are taken at the stages of growth when the length of the plate passes through 16 nm, 32 nm and
64 nm in order to monitor different stages of growth and matrix depletion. To see the effect of
the elastic interaction the total driving force is plotted next to the distribution of the chemical
driving force alone. In each case the total driving force is normalised by G.nem(co,T), the

magnitude of the chemical driving force in the matrix at the initial composition.

In all cases simulated and presented in Fig. 69 - Fig. 74 evolution of the nucleation driving

force is essentially the same and is characterised by the following features:

e The elastic interaction of the pre-existing precipitate and the potential nucleus does
affect the magnitude and symmetry of the driving force distribution. However, the
strength of the interaction is not sufficient to create any localised regions of
elevated driving force. Also, no specific directions, or “corridors” where the driving

force remains significantly above other locations could be identified.
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e The reduction of the chemical driving force due to the matrix depletion is
invariably sufficient to suppress the stimulating effect of elastic interaction even at
close distances from the growing precipitate, where the effect of interaction is most
pronounced. The propagation of the depletion field also seems to be effective in
compensating the elastic interaction contribution, which grows in magnitude as the

plate gets bigger.

e Neither composition, nor ageing temperature has significant effect on the evolution
of the normalised driving force. The variation of the nucleation driving force in the
matrix at initial composition is quite pronounced and one might expect a stronger
effect of elasticity at lower chemical driving forces (changing between 2.5 108 J/m?
in 2 wt. % Cu alloy at 250°C and 3.8 10° J/m® in 4 wt. % Cu alloy at 200°C). The
effect, however, is not readily obvious in the maps of the total driving force. As can
be seen from a comparison of Fig. 71 with Fig. 72, a transformation that proceeds
at lower level of overall driving force results in thinner plates that lead to weaker
elastic interaction. The changes in magnitude of the chemical term and the elastic
term are in the same direction and therefore normalised levels of the total driving

force are very similar.

It is concluded that the nucleus with stress-free transformation strain without shear would
generally not benefit from elastic interaction with pre-existing microstructure. The magnitude of
such interaction is insufficient to significantly alter nucleation driving forces and is efficiently
suppressed by reduction in chemical driving forces due to matrix depletion. The behaviour is

similar in the wide range of matrix composition and transformation temperatures considered.
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Fig. 69 Al-2 wt. % Cu, T = 200°C. Distributions of a) chemical driving force, b) total driving force for the
formation of a nucleus with a tetragonal misfit in the [01] direction and c) total driving force for the
formation of the tetragonal nucleus with a [10] misfit.
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Fig. 72 Al-4 wt. % Cu, T = 200°C. Distributions of a) chemical driving force, b) total driving force for the
formation of a nucleus with a tetragonal misfit in the [01] direction and c) total driving force for the
formation of the tetragonal nucleus with a [10] misfit.
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formation of a nucleus with a tetragonal misfit in the [01] direction and c) total driving force for the

a) Gehem

64 9 128 160 192

a) Gehem

g9

— .97~

A

0.92

[0.64 | [0/938= —
Lt ——>
094 096
\ 095~
099 098" =
O :

64 9% 128 160 192

a) Gehem
v T U906 T U7 [‘
0.92
0.93 A
v
Rk g::: ::::g 0.9]
¥
0.950.94
i 095
+0.96

192

160 |

128

96

64

192 |

160

128

96

64

t=150.0s

b) Gcht:m = OEel.inl

64

t=750.0s

b) G(:hem = 0Eel.im

T T T T

097

091 N\

/92 ‘
P . R

\‘ / + “
L10.99 | a
£ oo psga f

S
N A
2

098

.

9% 128 160 192

t=1750.0's

0
b) Gehem - Eelint
0.96

T

0:92

a8 0.95

160 192

formation of the tetragonal nucleus with a [10] misfit.

145

99

1
©) Gehem = Eelint

64 9% 128 160 192

1
¢) Gehem - EelLint

— T 099 |

1
¢) Gehem = EelLint

697

Ty T

096 i

093

o

0.94

0.92
4
0.95 091

+

—0.95 0%

64 9% 128 160 192



6.2. Formation of a nucleus with shear component in the transformation

strain

A similar analysis is performed for the formation of the sheared nucleus. The series of
figures from Fig. 75 to Fig. 80 illustrates the effect of the interaction between the growing plate
and the nucleus with the shear component of 0.3. Only one orientation of tetragonal misfit is
presented here, since the shear component primarily defines the strength and symmetry of

interaction and the tetragonal misfit in other direction leads to very similar results.

Contrary to the case of the purely tetragonal misfit the level of elastic interaction is strong

enough to change the distribution of the nucleation driving force significantly.

Most notably, the level of interaction is high enough to compensate for matrix depletion
next to the tip of the plate at the early stages of growth. This should not, however, be interpreted
as the definitive location for the nucleation of the new precipitate or a ledge on the surface, since

the method of assessing the interaction energy is not valid in severely strained regions.

Nonetheless, even at intermediate stages in growth, when plates reach 32 nm or 64 nm in
length, the balance of the reduced chemical driving forces and the elastic interaction creates well
pronounced regions of total driving forces maintained at or even slightly above their initial level
in the matrix. This is in spite of well developed depletion fields around the tips of the precipitate.
The effect is especially strong for thicker plates that form in 4 wt. % Cu alloy, as demonstrated
in Fig. 78 - Fig. 80.

The distribution of the driving force obtained in the simulations should promote the
formation of nuclei in the regions close to the edges of pre-existing precipitates, above or below
them depending on the sign of the shear in the nucleus. This geometry is consistent with the
arrangement of precipitates into arrays of both Type IV and Type V observed in experiments and

discussed previously in chapter 4 “Elastic interaction model of strain assisted nucleation”.

In the next section the explicit nucleation algorithm is used as a part of phase field
simulation to dynamically simulate the microstructure that develops under the assumption that

the nuclei are of sheared character.
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Fig. 75 Al-2 wt. % Cu, T = 200°C. Distributions of a) chemical driving force, b) total driving force for the
formation of a nucleus with tetragonal misfit in the [01] direction and positive shear along [10]; c) total
driving force for the formation of a nucleus with tetragonal misfit in the [01] direction and negative shear
along [10].
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Fig. 76 Al-2 wt. % Cu, T = 225°C. Distributions of a) chemical driving force, b) total driving force for the
formation of a nucleus with tetragonal misfit in the [01] direction and positive shear along [10]; c) total
driving force for the formation of a nucleus with tetragonal misfit in the [01] direction and negative shear
along [10].
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Fig. 78 Al-4 wt. % Cu, T = 200°C. Distributions of a) chemical driving force, b) total driving force for the
formation of a nucleus with tetragonal misfit in the [01] direction and positive shear along [10]; c) total
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along [10].
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6.3. Strain assisted nucleation

As demonstrated in the previous section the elastic interaction between the sheared nucleus
and the microstructure is sufficiently strong to affect the total driving force for nucleation. To
analyse dynamically whether there is a potential for the autocatalytic formation of precipitate

arrays a series of simulations was performed with nucleation modelled by the explicit nucleation
algorithm.

In all simulations the system under consideration is Al-4 wt. % Cu aged at 225°C. The
phase field simulation domain is a two dimensional square 768 by 768 nm in size with periodic
boundary conditions employed. The initial solute distribution is homogeneous and precipitates
are introduced in the random process handled by the explicit nucleation algorithm with the

probability affected by local supersaturation and elastic interaction with the microstructure.

It is important to note that all simulations are semi-qualitative, since most of the rate
controlling parameters, namely the interfacial energies and chemical driving forces, are estimates
with varying degrees of reliability. Therefore, the overall nucleation rate is treated as parameter.

According to classical nucleation theory the rate is expressed in the following form:

[

] = kl expl - AEint d—1 |
Gchem - V—O

where G pem 1S @ chemical driving force defined by composition and transformation temperature,

(5.84)

AE™ /V, is the volumetric elastic interaction energy between the nucleus and the microstructure,
d is dimensionality of the problem, k; is a pre-exponential factor (constant for isothermal
transformation, has the same temperature dependence as solute diffusion coefficient) and

k,~y%/(kgT) is a constant that combines the rest of the terms in the exponential factor.

In the following simulations the constant k. is varied to produce barrier terms in the range
from 30 to 60 kzT. The relative strength of the autocatalytic effect should depend on the
sensitivity of the rate to changes in the magnitude of the nucleation barrier. For different values
of k, the same fractional change in the magnitude of the driving force will lead to different
changes in the magnitude of the exponential term in the rate equation (5.84). Therefore, it is of

interest to monitor the effects of strain at various levels of the barrier in the unperturbed matrix.
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The pre-exponential factor is varied to check how strong the effect of elastic interaction is
at different overall nucleation rates, since a high rate may produce dense homogeneous
distribution that masks any autocatalytically linked nucleation events.

In the simulations presented in Fig. 81 - Fig. 96 the basis nucleation rate J, is selected to
produce a certain number N,,,,. of nuclei per 512 nm square per 1000 seconds of transformation.
Then constants k; and k, are adjusted to produce a specific barrier G = k,/G&}. and to match

the overall nucleation rate through the expressions below:

ki = Jo/ exp(—G)

G -1 5.85
ky = G(Genem(co T))” (5.85)

The ranges of input parameters covered are 1 to 8 for N,,. and 30 to 60 kgzT for the

exponential barrier term.

In the next section effects of the nucleation rate level are analysed in detail. Then the
influence of the transformation strain type is considered and analysis is presented for the
differences in the microstructure between tetragonal and mixed type models of the nuclei.

Finally, larger scale simulations are discussed and followed by general conclusions.
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6.3.1. Effect of the nucleation rate

When the nucleation rate is low, precipitation events are rare and the distribution of 6’ is
sparse. Precipitates have enough time for growth and their depletion fields develop faster than

potential nuclei are able to take advantage of the catalytic effect of the elastic interaction.

The behaviour is quite similar for different levels of the barrier term — see examples for 30
and 50 kgT barriers in Fig. 81 and Fig. 82 respectively. Occasionally precipitates occur in small
groups, as for example seen in the top right quadrants in both Fig. 81 and Fig. 82 between 5400
and 9000 s. Such grouping is usually restricted to several sequential events resulting in clusters

of maximum three or four plates.

The formation of small secondary nuclei next to large precipitates may be detected, see for
instance 18000 s snapshot in Fig. 81 that features two instances of the nucleus in the face-to-edge
orientation in the vicinity of larger plates. Also the pair of parallel secondary and primary plates
may be seen from 7200 s in the bottom left corner of Fig. 82. The grouping appears to be quite

random and no sequential autocatalytic chains of multiple plates were detected.

The course of the transformation is different at a higher level of overall nucleation rate. In
this case, illustrated in Fig. 83, the density of precipitates is significantly higher. It appears that
the probability of the nucleation is high enough to generate new nuclei before the catalytic effect
of the elastic interaction becomes suppressed by the matrix depletion. Multiple examples of
linked events are evident in all possible mutual orientations of primary and secondary plates.
Precipitates seem to be able to induce the formation of the next plate before they grow to large

sizes. This is manifested in the high number of groups of relatively small plates.

The high density of both individual precipitates and their groups eventually results in a
relatively homogeneous microstructure. It may be speculated that under conditions leading to
high nucleation rate the autocatalysis would be harder to detect, since the groups of precipitates

formed in autocatalytic sequences become masked by the dense precipitate distribution.

155



768

672

576

480

Y, nm
)
oo
=

288

192

96

768

672

576

480 —

Y, nm
)
[vs)
=

288

192

96

768

672

576

t=3600.0s
[ \ \ \ [
@ _
®
® 0
@
\ \ \ \ \ \ @
0 96 192 288 384 480 576 672 768
X, nm
t=72000s

0

(C—)

0 96 192 288 384 480 576 672 768
X, nm
t=18000.0s

S—e) )
- ]
\ \ \ \ \ @\ & \ ©
0 96 192 288 384 480 576 672 768

X, nm

768

672

576

480

Y, nm
(98]
[=.=]
=

288

192

96

768

672

576

480

Y, nm
(98]
[=.=]
=

288
192

96

768
672
576
480

= 384
288
192

96

t=5400.0 s

T T T
) N
) @
L i

[ I T N B @

0 96 192 288 384 480 576 672 768
X, nm
t=9000.0 s

T T T T T T
F ‘ =
- I/
L K

N R R O N
0 96 192 288 384 480 576 672 768

X, nm
t=36000.0 s
T T T 7 —F 1
N ¢
N
\ ‘
=) & SR /’ =
/ )TN (=
= f K s '\I st
\._/'-\\_7 : = {

) ; N

| (—) |
% 0

L e

A S AN DPAVA § e

0 96 192 288 384 480 576 672 768

X, nm

Fig. 81 Evolution of the system with nucleation barrier of 30 ksT and Ny, = 0.5.



t=3600.0s t=5400.0 s

768 T T 1 768 T T 1
672 . 672 -
576 O 576 @ _
480 =2 — 480 ) ® &
) .
E 384 L | E 5 S _
> b
288 — — 288 — —
192 | 192 -
96 | 96 _
(5]
0 N N N IR B B 0 [ N N N N N
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm
_ t=72000s £=9000.0 s
768 S — S T T T
672 . 672 -

576

- — 576 —
480 % =S @ 480 @
s |

E gy L — = 384
> >
288 - 288 | -
192 - — 192 —
96 — 96 — —
=
0 @e© 1 @ 0 @ L
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm
t=18000.0 s t=36000.0 s
768 — : 768
T ] } 1 | /r P e vl
672 . 672 —
576 576 /l | —
480 480 .- 7
= 7*
E, 384 = = 384 0 N\ =
> e :
288 — 288 —
—)
—
192 - — 192 _
96 |- ) 96 T (e -
_r—— — S
o b)) | oll=—=—1 /1 I |

0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768

X, nm X, nm

Fig. 82 Evolution of the system with nucleation barrier of 50 kT and Ny.. = 0.5.

157



t=3600.0s t=5400.0s

768 T T 1 768 T T 1
672 - 672 -
576 1= e 0 = 576 & —
480 - 480 -
E 381 — Y —
- [0) - P
@ ®)
288 |- d 288 =
192 4 192 d
_
9% — — 96 —
0 L ! I I 0 N \
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm
t=7200.0s t=9000.0 s
768 768
672 672
576 576
480 480
E 384 E 384
> > .
288 288
192 192 -
96 96
0 0
0 96 192 288 384 480 576 672 768
X, nm
t=36000.0 s
768 768
P \ T \ I
672 672 — ——’ I
576 576 ~|\ A l | —
480 480 | | _
= 384 F384 - —
. . | |
288 I 288 L ——l I
192 192 - — = |
96 9 |- —_ | | .
0 0 | Lo — L 4
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm

Fig. 83 Evolution of the system with nucleation barrier of 30 ksT and Ny = 4.

158



A series of simulations with intermediate nucleation rates characterised by values of the
parameter N,,. equal to 1 and 2 is presented in Fig. 84 - Fig. 90. The microstructure that
develops is characterised by the abundance of precipitate clusters. These clusters comprise three
or more precipitates forming in sequence one after the other. The majority of the clusters have
both orientations of plates featured, although occasionally inclined stacks of one orientation are

observed, as for example in Fig. 90.

As discussed in the previous section, the level of the nucleation rate has a strong effect on
the appearance of the microstructure. For the N,,,,.=2 the clustering starts earlier in the course of
the transformation. For example, at N,,.=1 grouping of the precipitates is limited mostly to
agglomerations of two or three plates early in the transformation, and only by the time of 7200 or
9000 s larger clusters develop (see Fig. 84 to Fig. 87). For higher rates clusters of three plates are
observed already by 3600 s (Fig. 88) and occasionally even groups of five plates have developed
by 5400 s, as in Fig. 90.

The distribution of the precipitates within groups is relatively random, with no preference
for one particular variant within a group. Generally the groups appear to be stretched diagonally,
confirming the role of the elastic interaction energy in promoting the nucleation diagonally away

from the edge of the pre-existing plate.

159



t=3600.0s t=5400.0 s
768

768

I B R E— = I N
672 0 = 672 - —
S
576 — - 576 |- =—
480 - 480 -
E ® o _ 0 ®
S 384 - 2 384 — -
> ® ® - @ ©
288 - 288 .
© ©
192 - - 192 -
96 . 96 = —
0 N N N I O O 0 [ I Y N T B
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm
t=72000s =9000.0's
768 - 768 —
I B B R B (=) I E— Q@
672 — = - 672 — : -
576 — 576 — @
480 - 480 :
£ £
= 384 - = 384
- b2
288 e 288
192 ' - 192
o L e
0 L A 0
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm
t=18000.0 s t=36000.0 s
[ VA = o B (oS 768 T T T——
(N o] L A e
1 = =
576 AN ) e 576 N\
480 AP e - 480 — —
- o) =) - — —

B ) G | L
3% /l g | 6:9 5 38 | )
288 £ e Y4 288 ‘ .

_i/_
192 {/ ) _

192
\ [
N
9 9% — | N D
/'_/', </|
0 0 I R S G G Sl
0 96 192 288 384 480 576 672 768 0 96 192 288 384 480 576 672 768
X, nm X, nm

Fig. 84 Evolution of the system with nucleation barrier of 30 ksT and Ny, = 1.

160



768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96

t=3600.0s

S —
)
=
(=l
- @ * ® -
I I S I R B
0 96 192 288 384 480 576 672 768
X, nm
t=72000s
S —
L = _
i o
=
0 96 192 288 384 480 576 672 768
X, nm
t=18000.0 s
\
=N
|/
N1 \IJ/'W \ \hﬁ
0 96 192 288 384 480 576 672 768

X, nm

768
672

576

192

96

768
672

576

192

96

768
672
576
480

= 384
288
192

96

0

t=5400.0s
— I \
i S ]
i ® =
L © |
@
L @® |
| \ | \
0 96 192 288 384 480 576 672 768
X, nm
t=9000.0 5
— \ \
— @ —
©
0 96 192 288 384 480 576 G672 768
X, nm
t=36000.0 s
ST 1 0T [T 1]
/ O\
T ll = W A
] -y
_\ (‘ e
| ) —_
N | i !
LN | | l | |\
0 96 192 288 384 480 576 672 768

X, nm

Fig. 85 Evolution of the system with nucleation barrier of 40 ksT and Ny, = 1.



Y, nm

Y, nm

Y, nm

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

768

672 |

576

430

384

288

192 =

96

t=3600.0s

®
L ® o
®
\ \ \ \ \ \ \
0 96 192 288 384 480 576 672 768
X, nm
t=72000s
\ \ \ [
@l ) ®
- —
\ \ \ @ \ | @
0 96 192 288 384 480 576 672 768
X, nm
t=18000.0s

e

—)

—_— —

L | | (e

96 192 288 384

X, nm

480 576 672 768

Y, nm

Y, nm

Y, nm

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

768

96

192 288 384 480 576

X, nm

672 768

£=9000.0 s

672

576

480

384

288

192

96

= =

[ L1 (=

0 96 192 288 384 480 576 672 768
X, nm
t=36000.0 s

I ——1 I l(\l

/'/ \\ -

( L
= Y N

/ )

! _
[\ ¢ =]
A ]

1 D || e
0 96 192 288 384 480 576 672 768

X, nm

Fig. 86 Evolution of the system with nucleation barrier of 50 ksT and Ny, = 1.



Y, nm

Y, nm

Y, nm

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96 =

t=3600.0s

X, nm

t=7200.0s

288 384 480 576 672

768

\ \ \ \ L | |

0 96 192 288 384 480 5376 672
X, nm
t=18000.0s

768

0 96

X, nm

192 288 384 480 576 672 768

Y, nm

Y, nm

Y, nm

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

t=5400.0 s
-
| | | \ \ \ \
0 96 192 288 384 480 576 672 768
X, nm
t=9000.0 s
T 77an
0

0 96 192 288 384 480 576 672 768
X, nm
t=36000.0 s
T\ 1 17 \ \
| - =
/ |
f/ / ]
| o~
: |
| 7 | \J
[ I |
0 96 192 288 384 480 576 672 768

X, nm

Fig. 87 Evolution of the system with nucleation barrier of 60 ksT and Ny, = 1.



768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96 =

768

672

576

480

384

Y, nm

288

192

96

t=3600.0s

[ I I = 1 I
@

— @ —
2 W
L - _
® -
-
D)

| | | | Lz | |
0 96 192 288 384 480 576 672 768

X, nm
t=7200.0s
I A

0 96 192 288 384 480 576 672 768
X, nm
t=18000.0 s
T =T [ 1
-\ D ==

>, _— =
= | o ( ,| (é
I L 0 3& ‘> _

(- _[ 4
=
[N
0 96 192 288 384 480 576 672 768

X, nm

Y, nm

Y, nm

Y, nm

768

672

576

t=5400.0s

T

480 —

384

288

192

96

768

672

576

| | | \ K | |

0 96 192 288 384 480 576 672
X, nm

768

480 =

384

288

192

96

768

672

576

480

384

288

192

96

0 96 192 288 384 480 576 672
X, nm
t=36000.0s

768

I I \ I

— l___

|_’:_IJI

-

| | [ 1
0 96 192 288 384 480 576 672
X, nm

>

Fig. 88 Evolution of the system with nucleation barrier of 30 ksT and Ny, = 2.

164

768



Y, nm

Y, nm

Y, nm

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

768

672

576

480

384

288

192

96

t=3600.0s

I [ W] [ ®\
@
| & _
L S _
E @ ® N
| @ _
@ S
S
I N BN B N O
0 96 192 288 384 480 576 672
X, nm
t=72000s
I I TET i\- |
@ |
@
I R 4O\ N RS o))
0 96 192 288 384 480 576 672
X, nm
t=18000.0 s
.\\ ] \ ] |\ |
|, — )
| / .\/ﬁ\_/ \,)
=] _' D _"-W ;I; =
_
i /‘
== ID '\_
:J = L\ H =
‘_\— / | —
| [—=
N S
L(\—‘\ \_‘\ﬁ) Z
8 /
E——] =
\\ | i | (lj\ A D
0 96 192 288 384 480 576 672 768

X, nm

Y, nm

768

672

576

192

96

768

672

576

192

96

768

672

576

480

384

288

192

96

t=5400.0 s

I | | /@N \ @\

0 9 192 288 384 480 576 672

X, nm

£=9000.0 s

768

768

0 96 192 288 384 480 576 672
X, nm
t=36000.0 s
L [ [ [ I \ [ |\ \
| | | \ \ |
0 96 192 288 384 480 5376 672

X, nm

Fig. 89 Evolution of the system with nucleation barrier of 40 ksT and Ny, = 2.

768



768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

Y, nm

288 —

192

96

768

672

576

480

384

Y, nm

288

192 F

96

g4 N

t=3600.0s

T e g

B e & O b

D o @ T

L®
0 96 192 288 384 480 576 672 768
X, nm
t=72000s

=T TN 1

0 9 192 288 384 480 576 672 768

X, nm

t=18000.0s

==y BN e p v
SN
T

0 96 192 288 384 480 576 672 768

X, nm

768

672

576

480

Y, nm

288 =

192

96

768 -

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192 F

96

384 =0

t=5400.0 s

=T Te '@ |

| ©

//@M 1@ | | | \

0 9 192 288 384 480 576 672 768

X, nm

£=9000.0 s

0 9 192 288 384 480 576 672 768

X, nm

t=36000.0s

0 96 192 288 384 480 576 672 768

X, nm

Fig. 90 Evolution of the system with nucleation barrier of 50 ksT and Ny = 2.

166



6.3.2. Effect of the type of the transformation strain. Tetragonal

nucleus

The process of strain assisted nucleation was also simulated under the assumption that the
transformation mechanism conforms to the traditional model, i.e. the stress free transformation

strain contains only a tetragonal misfit component normal to the habit plane of 6'.

It was demonstrated in the section 6.1 “Formation of a nucleus with tetragonal
transformation strain” that the strength of the elastic interaction is relatively low. Therefore, in
order to see if the interaction is sufficient to stimulate secondary nucleation, the combination of
parameters that led to the most inhomogeneous distributions of sheared nuclei was used — the
barrier of 50 kzT and rate parameter N,,,,.=2. Two simulation runs are presented in Fig. 91 and
Fig. 92.

In spite of the expected weakness of strain influence some autocatalytic effect is
manifested. Three groups of precipitates may be observed in Fig. 91 starting as early as initial
3600 s snapshot. All of these groups start from two plates close to each other in the parallel
orientation. Later in the transformation additional precipitates are formed in close proximity to
the clusters. In another simulation illustrated in Fig. 92 there is an edge-face pair in the middle of
the simulation domain evident from 3600 s onwards. There also couple of well spaced vertical
plates in the middle vertical section of the system, which later stimulate the formation of

secondary satellite nuclei.

There is one noticeable difference in clustering behaviour between the cases of generalised
and tetragonal types of transformation strain. In the former the clustering on average leads to the
arrangement of plates into diagonal or at least somewhat inclined agglomerations. In the latter
groups of precipitates are more aligned along principle horizontal and vertical directions. This
behaviour is generally consistent with the distribution of the elastic interaction energy described
previously, which favours the coplanar formation of tetragonal nuclei and diagonal formation of

sheared nuclei.

167



768
672
576
480

= 384
288
192

96

768
672
576
480

= 384
288
192

96

768
672
576
480

= 384

288 ¢

192

96

t=3600.0s

@ T g T T 1

96 192 288 384 480 576 672 768
X, nm
t=7200.0s

96 192 288 384 480 576 672 768
X, nm
t=18000.0s

96 192 288 384 480 576 672 768

X, nm

768
672
576
480

= 384
288
192

96

768
672
576
480

= 384
288
192

96

768
672

576

t=5400.0 s

96

192 288 384 480 576 672

X, nm

768

t=9000.0 s
[ (&8,

96

192 288 384 480 576 672

X, nm

768

t=36000.0s

|

L | l | | | | |
0 96 192 288 384 480 576 672 768

X, nm

Fig. 91 Evolution of the system with nucleation barrier of 50 kT and N,.. = 2. Tetragonal nucleus.

168



768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96

t=3600.0s

\ \ \ \
- =
il T
- @ —
@ -
| \ | \@ | | |
0 96 192 288 384 480 576 672 768
X, nm
t=7200.0s
\ \ e \ |
r'\_
® | | iil! | | |
0 96 192 288 384 480 576 672 768
X, nm
t=18000.0 s
= VR
o)
va
\\-_ o)
| y
A‘\ﬂ‘ 1\
o~/ j/\ )
D) q[ |/ <
A \lx @
T i/ -/ /
/ ’\ | | i
0 96 192 288 384 480 576 672 768

X, nm

768

672

576

480

384

Y, nm

288

192

96

768

672

576 &

480 b

384

Y, nm

288

192

96

768

672

576

480

384

Y, nm

288

192

96

t=5400.0 s

L @ _
. . i
@)
| | | \m \ \ \
0 96 192 288 384 480 576 672 768
X, nm
t=9000.0 s

® | | | T | |
0 96 192 288 384 480 576 672 768
X, nm
t=36000.0 s
1 || B I |
VatVam
lu\—t—!—_
¢ )
]
C ‘ g grevim
| C\ \
L | ) |_
| | | \ | |
0 96 192 288 384 480 576 672 768

X, nm

Fig. 92 Evolution of the system with nucleation barrier of 50 kT and N,.. = 2. Tetragonal nucleus.

169



6.3.3.  Evolution at larger scale at low nucleation rates

Simulations of the microstructure evolution were also performed for a larger system and
lower overall nucleation rates in an attempt to avoid the high density of precipitation that could
mask the induced events. The system size is 1.536 by 1.536 microns and transformations in both
2 and 4 wt. % Cu alloys were modelled. The exponential barrier term is taken as 50 kT and the

scaling factor for overall nucleation is N, = 0.2.

Results are presented in Fig. 93 - Fig. 96. A comparison between the generalised strain
type simulations shown in Fig. 93 (4 wt. % Cu) and Fig. 95 (2 wt. % Cu) with the cases of
tetragonal transformation strain in Fig. 94 (4 wt. % Cu) and Fig. 96 (2 wt. % Cu) shows that:
both number density and clustering tendency is higher in the 4 wt. % Cu system; clustering is
more evident in the case of generalised transformation strain. The latter could be attributed to the
morphology of precipitates that develop in transformation, with thinner 0’ plates in the case of
lower Cu content resulting in weaker stress produced in the matrix and therefore weaker

interactions.
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6.3.4. Discussion of results

The combination of the phase field microstructure evolution model and stochastic model of
nucleation by the explicit nucleation algorithm proved to be a method capable of adequate
description of coherent precipitation and strain induced nucleation. The results obtained allow

several important conclusions to be drawn.

Firstly, it is obvious that details of the transformation mechanism, specifically the type of
the transformation strain between the matrix and product phases, affect the distribution of
coherent precipitates. Modelling successfully demonstrates that clustering behaviour is evident
and the spatial distribution of precipitates in clusters is sensitive to the type of strain assumed for

the nucleus.

Secondly, the strain induced formation of secondary precipitates is found to be dependent
not only on the balance of chemical and elastic contributions to the nucleation driving force, but
also on the level of nucleation rate. Modelling shows that even under assumption of strong
elastic interaction of microstructure with sheared nuclei the clustering of precipitates may be
insignificant. This occurs if the nucleation itself is rare and plates have sufficient time to develop
depletion fields suppressing secondary nucleation. In the same way, provided that the nucleation
rate is high, clustering may occur even for the case of the tetragonal nucleus with low elastic

interaction energy.

Finally, the range of the nucleation barriers and overall rates considered here generally
fails to reproduce the structures observed in experiments. For example arrays of Type IV (the
clusters of parallel plates offset with respect to each other and forming inclined linear stacks of
plates) appear just once in the simulations performed (see Fig. 90), and only under assumption of
shear in the transformation strain of the nucleus. Cross-like arrays reported by Perovic et al. [92]
were not reproduced at all. This leads to the conclusion that the structures previously assumed to
appear autocatalytically may be associated with other type of defects, rather than explained by

sequential strain induced nucleation.
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7. Conclusions and directions for future research

Details of the transformation mechanism from the matrix to the product phase are of great
technological importance in the design of precipitation hardenable alloys. An understanding of
the nature and magnitude of the activation barrier components is crucial both for the explanation
of transformation kinetics and technological control of the process. The study presented in this
thesis attempts to look at the 6’ nucleation in Al-Cu system in light of suggestions of its
diffusive-displacive nature, characterised both by the significant composition change and the
existence of a lattice correspondence between matrix and product. As a test case for the influence
of the shear component of the transformation strain an autocatalytic mode of transformation was
studied.

Preliminary assessments of the magnitude of the nucleation barrier for the formation of
platelike precipitates were performed. The range of estimates for the variables that control the
nucleation rate, namely the interfacial energy and the chemical driving force, was covered
parametrically. It was demonstrated that the uncertainty range existing in the estimates of these
parameters does not explain the apparent difficulty of the transformation. Within the existing
estimates of the interfacial energy and chemical driving forces barriers lower than 60 kzT were
obtained. This makes relatively easy homogeneous nucleation of 0’ possible, provided that a
shear is not present in the transformation strain. For the generalised transformation strain it was
shown that the barrier increases dramatically and the strain energy due to the shear component

becomes a major part of an activation barrier.

Autocatalysis in the AI-Cu system has been previously suggested to explain the
inhomogeneous distributions of 6’ that sometimes appear in TEM micrographs. In this mode
arrays of precipitates are formed, which are characterised by regular arrangement of plates
without any obvious association with any type of defect. Early models of the phenomenon
attempted to explain the array formation by the elastic interaction between precipitates. In this
work these models were extended to the case of the generalised transformation strain, which
includes both a tetragonal distortion normal to the habit plane and a shear component that lies in
the plane of the plate. Three dimensional distributions of the elastic interaction energy
demonstrated that the interaction between the tetragonally strained primary particle and the
sheared nucleus has the symmetry consistent with the geometry of precipitate arrays observed in

experiments. Since the potential location of the nucleus is sensitive to the chemical driving force,
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the need for a model that simultaneously monitors the chemical composition and mechanical

state of the matrix was identified.

To test the hypothesis that arrays are formed in a sequential manner due to the interaction
between the existing precipitates and subsequent nuclei a dynamic model of the microstructure
evolution and nucleation was employed. The model is based on a diffuse interface phase field
approach and Explicit Nucleation Algorithm. Since the phenomenon is a result of a subtle
balance between the chemical and mechanical energy contributions special care was taken to
develop a model with the ability to reproduce precipitate morphologies and solute concentration
fields in the matrix around it. The model includes high interfacial anisotropy with the ability to
produce flat interfaces and sharp corners, and also a kinetic anisotropy to account for the
different growth conditions of the coherent habit planes and semicoherent edges. A modification
of the interfacial energy regularisation was developed in order to improve the stability of the
numerical scheme. Full advantage of the Kim-Kim-Suzuki (KKS) approach was taken to
simplify the Cahn-Hilliard equation. Also, stability analysis of the transitional behaviour of the
KKS model allowed the establishing of practical limits of the double-well potential magnitude
for the control of the simulation interface width. A special alternating direction implicit solver
was implemented to allow for an efficient and discontinuity-tolerant scheme for solving the
evolution equations. The modelling, however, showed that the field of the nucleation driving
force is relatively insensitive to the fine structure of the precipitate morphology, and that a
simple and computationally efficient model may be used as an adequate approximation for

precipitate evolution.

Finally, a semi-quantitative explicit nucleation algorithm has been employed to simulate
the assisted nucleation in the environment of the pre-existing precipitates. The modelling
demonstrated that the elastic interaction of the nucleus with the tetragonal transformation strain
and pre-existing microstructure is weak. The decrease in chemical driving force caused by the
depletion of solute is sufficient to suppress any benefit created by the favourable elastic
interaction. Therefore, precipitate clustering cannot be explained in terms of elastic interaction if
the traditional model of transformation mechanism is assumed. Unfortunately the case of a
generalised transformation strain with the shear component failed to produce conclusive results.

Some clustering of precipitates was observed, but well-defined array structures were not.

The application of phase field modelling for the investigation of the atomic mechanism of
precipitate formation has significant potential for development. The major directions can be

broadly separated into two strategic areas: the extension of the experimental data available on the
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thermodynamics and transformation kinetics of the systems of interest; the application of the

phase field modelling for the investigation of precipitate-defect associations.

The first direction would require extensive experimental efforts in order to expand the base
of the reliable quantitative information available on the systems of interest. This information
includes the fundamental thermodynamical characteristics of the phases involved in the
transformation, i.e. the interfacial energies of precipitating phases and the chemical driving
forces for their formation. Also, more systematic data on precipitate sizes, morphologies and
number densities are of crucial interest. Finally, the influence of quenched-in vacancies on
diffusion rates, driving forces and stress relief requires more quantitative information. Data
obtained for the range of homogenisation and ageing conditions would help to calibrate phase

field models and make them truly quantitative and predictive.

The second direction would involve application of more complex phase field models,
which incorporate a variety of defect types. This will allow studying the interaction of nuclei
with dislocations and grain boundaries. Lastly, the influence of non-equilibrium vacancy
population on microstructure evolution could be incorporated into the phase field formulation.
The dependence on the decaying concentration of vacancies may be included into the free-
energy functional and the mobility coefficients in order to study the effects of homogenisation

temperature and quench regime.

Also, the model presented in the thesis could be potentially extended into three
dimensions. It was demonstrated (see Fig. 24 - Fig. 26, section 4.5) that the elastic interaction
between inclusions is strongest when the centres of the interacting plates belong to the same
{100}, plane. However, some configurations also have relatively strong interactions in other
mutual orientations (with a nucleus of a certain type at the corner of a larger plate for instance).
Such configurations can only be studied in three dimensions. Unfortunately, the limitations
imposed by computational power and the need to keep interfaces properly resolved restrict the
simulation domain to the immediate environment of a single plate and preclude the study of
complex spatial arrangements of any significant number of plates. Work in this direction would
require development of sophisticated adaptive grid methods, with meshes that adapt according to

the gradients in field variables and nucleation driving forces.

Provided that additional experimental data become available and is complemented by
advances in computing power and adaptive grid algorithms, the phase field formalism promises

to develop into an important technological tool in alloy design.
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