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Abstract

This research investigates the modern challenge in managing large amount of information
on the web. Unlike the traditional World Wide Web (WWW), the current Web 2.0
ecosystem encourages users to not only consume information but to also create, organize
and share information in the form of user generated content (UGC). This change creates
the challenge in information management where large amounts of unmoderated data of
varying structure, format and quality are being uploaded at an increasing rate. Processing
such extensive information, especially with content-based approaches alone, is suboptimal.
Thus, this research focuses on the content-agnostic approaches to information management
on the WWW, and its applications such as content classification and retrieval.

This research uses graph-based algorithms and pairwise comparison approaches for
the estimation of user expertise. This research observes that it is possible to estimate the
expertise of users with the proposed algorithms in a content-agnostic manner. Moreover,
the information quality of UGC can be inferred from the estimated user expertise. This
resulted in various improvements, such as:- (1) better WWW resource classification and
descriptions with user annotations on Collaborative Tagging (CT) platforms; (2) gener-
ation of new knowledge in the form of user answers on Community Question-Answering
(CQA); and (3) supplementing shared content on Content Aggregation (CA) platforms
through social curation with meaningful user discussions. The identified experts on vari-
ous UGC platforms can then be motivated and rewarded for their contributions; whereas
unwanted malicious users can be penalised and filtered from these platforms.
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Chapter 1

Introduction

The World Wide Web (WWW) is a large information space contributed by content creators
for the consumption of users. It provides a crucial source for everyday information [98].
The content creators on the WWW are often regarded as expert authors or editors in
their respective domains. Users navigate through the WWW to retrieve and consume
information, often assisted by Information Retrieval (IR) tools such as web search.

Since its introduction however, the WWW has evolved throughout the years with the
modern WWW seeing a great change in its users. The users of the modern WWW are no
longer just consumers of content. Instead, the very same users are also now the creators,
contributors, organisers and sharers of content on the WWW. This blurring of user roles
between content consumers and expert contributors [4] can be attributed to the growth of
User-Generated Content (UGC) platforms.

Definition 1 (User-Generated Content, UGC). Content of any form created by the users
of a service, made public for the consumption of other users on that same service platform.

The influx of contributors from the popularity of UGC platforms complicates the infor-
mation management and content curation on the WWW. Contributors on UGC platforms
are diverse with varying levels of expertise and reliability [155]. Thus, the generated
content is of varying information quality [111]. While it is possible to discard this user
generated information, leaving only author or editorial content on the web; it is hard to
ignore the information potential of UGC [132]. In fact, it is a dominant source of content
on the WWW today [50].

In this thesis, we explore several UGC platforms within the following theme:- What are
the features of UGC platforms that can be leveraged for the estimation of user expertise?
The estimated user expertise is then used to infer information quality of generated content
in order to improve content curation on these platforms, knowledge creation and retrieval.
Findings from this research contribute towards the thesis goal of bringing order to the
user generated content on the WWW.

1.0.1 Chapter Organisation

The rest of the chapter is organised as follows. First, we briefly introduce and discuss the
categorisation of UGC platforms on the WWW in Section 1.1; selecting three categories for
exploration. In Section 1.2, we present an overview for the information potential of UGC
that motivates our research and highlight the challenges faced in Section 1.3. Section
1.4 outlines the research questions to address the challenges and the resulting research
contribution. Finally, we present the overall structure for the thesis in Section 1.5 .

1
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1.1 UGC Platforms

The emphasis of UGC in the modern WWW has resulted in the WWW being known as
the Web 2.0. Today, UGC platforms are aplenty on the WWW and can be categorised
into (but not limited to) the following categories:

• Social Networking Services (SNS).
An SNS on the WWW acts as a social platform for users to connect with other users –
often of similar interests, of the same demography or who have real-life connections.
SNSs enable users to create a profile and then share content or interact with the
other connected users [19]. Example of popular SNS of today include Facebook1

and Twitter2.

• Weblog (Blog).
Weblogs are channels for users to communicate their generated content with their
intended audience [100] without the hassle of managing their own website. These
platforms include Blogger3 and Wordpress4.

• Collaborative Tagging (CT).
CT provides a platform for the users to store and organise WWW resources by at-
taching short text or annotations. This collaborative organisation process results in a
categorisation system known as Folksonomies [133] with websites such as Delicious5,
Pinterest6 and Flickr7.

• Community Question-Answering (CQA).
CQA websites provide a platform for users to describe their information needs with
natural language questions instead of keyword-based queries. Community mem-
bers of the platform can then try to meet the information needs of the questioner
by contributing answers [95]. Some of the largest CQA platforms are Quora8 and
StackOverflow9.

• Discussion Boards and Forums.
Discussion boards and forums are mediums on the WWW for the users to express
their opinions and hold discussions. The messages are posted publicly on the con-
versation threads [141]. An example of a popular discussion board is 4chan10.

• Content Aggregation (CA).
CA platforms provide a one-stop-fits-all destination where content from the WWW
is identified, shared and curated for the consumption of users [89, 134]. The largest
content aggregation website of today is Reddit11.

This thesis investigates three UGC platform categories:- (1) collaborative tagging in
Part I; (2) community question-answering in Part II; and (3) content aggregation in Part
III. The selected platforms are diverse and distinct, providing us with a good coverage of
UGC platforms as illustrated in Figure 1.1. The research aims to better understand the

1https://www.facebook.com/
2https://twitter.com/
3https://www.blogger.com/
4https://wordpress.com/
5https://del.icio.us/
6https://www.pinterest.com/
7https://www.flickr.com/
8https://www.quora.com/
9https://stackoverflow.com/

10http://www.4chan.org/
11https://www.reddit.com/
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Figure 1.1: The selected UGC platform categories for the research and their distinct
differences.

content information potential and the challenges faced in content management on those
platforms.

For each part of the research for each UGC platform category, we propose and validate
several possible enhancements for content management. We show that the improvements
in content management on UGC platforms benefits information retrieval tasks within UGC
platforms (and beyond) through improved:

• Content description
• Content categorisation and classification
• Content retrieval
• Content creation
• Expert search

Definition 2 (Information Retrieval, IR). Finding material of an unstructured nature
that satisfies an information need from within large collections [98].

1.2 Information Potential of User Generated Content

Users of UGC platforms are the core contributors of content [50] on the WWW, providing
far more contents than expert authors and editors. The emergence of UGC platforms can
be attributed to the willingness of users to share their knowledge and experience for the
learning and/ or benefit of others [159]; especially with the ease of contributing contents
on such platforms. This turns UGC platforms into rich repositories of knowledge [26].

The contents generated by these users have the information potential to enhance other
information systems [105] despite the users themselves not being expert content creators.
Studies have found that the contents generated by normal users have a high overlap with
the contents of expert creators [17, 60]. Furthermore, users are able to describe [8], review
and summarise large documents such as web pages [13] or organise these contents [151].

While it is true that the users of UGC platforms are not at the expertise level of
expert authors or editors, the consensus opinion of the community on these platforms is
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able to rival that of experts [132] or supplement them [111]. This collective effort is often
known as the Wisdom of the Crowd (WotC) and is often employed in UGC platforms for
the moderation of content. As the users of UGC platforms heavily outnumber the expert
authors and editors, the WotC is able to achieve a good coverage of the WWW while
keeping up with the latest relevant content [43].

Definition 3 (Wisdom of the Crowd, WotC). The aggregated knowledge from the col-
lective effort of a group of users in a community rather than that of a single expert [135].

In fact, users of UGC platforms have gained influence [12] and recognition for their
contributions that rival those of experts. Today in the interconnected WWW, the users
of UGC platforms and their content spreads beyond their home platforms [49, 145]

1.3 Challenges of User-Generated Content

UGC platforms allow users to easily create and share content. Studies have shown however
that there is a large variance in content quality on UGC platforms [6, 68], with quality
ranging from meaningful information that is valuable knowledge, to unwanted content
such as spam. This variance can be attributed to the users having varying expertise and
reliability [93].

Thus, there is a need for the moderation of content on UGC platform in order to
ensure a healthy density of good content [124] in order to avoid noisy data [155] that
could taint the integrity of UGC platforms [109]. The ease of accessibility however creates
a large constant flow of diverse content, structure and quality onto the WWW [50]. The
traditional approach to content curation by human moderators is no longer feasible and
efficient to handle this high volume of content.

In this following subsections, we outline the main challenges to content curation on
UGC platforms as our research problem before we delve deeper into the three selected
platforms. These challenges motivate our research to improve content management on
UGC platforms by overcoming these challenges.

1.3.1 Varying Information Quality of Content

The content generated by users of UGC platforms varies greatly in quality – with some
contributions being better quality than the other [111] for the same topic or on the same
issue. Content of high information quality is valuable for the consumption of other users;
whereas content of low information quality can be distracting noise. Thus, there is a
need to be able to estimate the information quality of user generated content in order to
recognise good content and filter out bad content.

Definition 4 (Information Quality). A measure of the significance, completeness, validity,
accuracy, consistency, availability and timeliness of content [121] on information systems.

The services of expert editors and moderators are required for the curation of content.
The number of users, however, far outnumbers the available experts especially on larger
platforms. Thus, many UGC platforms are self-moderated (aka peer-moderated) by the
community leveraging the WotC with tools such as votes, flags, reports and ratings. This
research argues that this approach to moderation is still in its infancy with room for
improvements due to the following:

• Not every member of the community is reliable and UGC platforms are unable profile
the users [152]. Judgement from unreliable users or users of low expertise could
negatively affect the collective judgement of the community especially on platforms
which weights all users the same. Noise from the unreliable contributions would
often muffle the good contributions from reliable users.
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• The intentions of UGC platform users are unclear. There exist malicious users such
as spammers who can deliberately disrupt the effort of the community in moderating
the platform [109, 155].

This research tries to infer and possibly predict the information quality of user-generated
content on UGC platforms. Good content is boosted or weighted up for retrieval and con-
sumption by the users; whereas bad content is filtered out from the platform or identified
to prevent the spread of false information.

This research aims to estimate user expertise based on the features of UGC platform.
It is then possible to leverage the user expertise to weight user moderation differently
according to users’ reliability to improve the peer-moderation strategy on UGC platforms.

1.3.2 Unstructured Content

This research argues that there is a need to acknowledge the highly varied and unstructured
nature of content on UGC platforms that complicates processing for information systems
and applications. These variations include:

• Diversity in writing style with different vocabulary of terms. This could include
memes, abbreviations and colloquialisms.
• Different formats of content on the WWW such as textual, hyperlinks (reference to

other resources) and multimedia content.
• Presentation styles of content unlike conventional documents. For example, discus-

sions between users on UGC platforms can be threaded.
• Dynamic content which changes over time with subsequent user contributions.

To account for this, we focus on content-agnostic approaches for the estimation of
information quality for user-generated content. This research investigates readily available
features (such as temporal information, user interaction history and user votes) found on
UGC platforms to develop of the content-agnostic approaches. Our findings from Part I
to III of the thesis found success in achieving good estimation performance while being
efficient without the need for expensive content processing.

1.3.3 Lack of Content Metadata, Description and Classification

The large amount of content on UG platforms calls for an improved organisation for re-
trieval that is both effective and efficient. The diversity of user generated content (partic-
ularly the content format which ranges from text to hypertext and multimedia) challenges
current automated approaches of content classification. Often, this content comes without
accompanying metadata for organisation. On the other hand, traditional classification ap-
proaches using manual ontologies defined by experts are unable to keep up with the rapid
growth of new data such as new interest domains (for example Reddit’s AskMeAnything12,
FunnyGifs13, AwwwPhotos14).

Fortunately, the hypertext nature of the WWW does bring together the content. User
annotations such as tags on collaborative tagging platforms enable us to describe and clas-
sify other content. Such possibility motivates us to investigate the information potential
and the reliability of annotations from CT platforms in Part I of the thesis.

12https://www.reddit.com/r/AMA/
13https://www.reddit.com/r/funnygifs
14https://www.reddit.com/r/aww/
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1.4 Research Questions

This research is motivated by the information potential of user-generated content (Section
1.2) and acknowledges the challenges present to leverage and organise these content as a
research problem (section 1.3). Thus, it is the objective of the research to bring order to
user-generated content on the WWW. We identified several main research questions that
helped guide our research towards the objective.

1.4.1 Can Information Quality be Estimated through Content-Agnostic
Means?

There have been numerous attempts by researches in the past to estimate the information
quality of user-generated content using content-based approaches [153, 157, 159] such as
classification and sentiment analysis. Content features such as the length of the content,
sentence structure (grammar) and typing mistakes provide indications of information qual-
ity as well. We argue that analysing and processing UGC content is expensive due to the
amount of unstructured content on UGC platforms.

Therefore, the first task of the research is to explore the possibility of estimating infor-
mation quality through content-agnostic approaches:- Do the features on UGC platforms
contain sufficient signals for the estimation of information quality of content without look-
ing at the content itself? Due to the diversity of UGC platforms, this would need to be a
robust solution as well (discussed further in Section 1.4.6)

Upon answering this research question, the estimated information quality of content
can be applied to enhance UGC platforms such as:

• Re-organising content where greater importance is given to content that is of higher
information quality. This would improve retrieval performance by promoting high
quality content that meets the information need of the users better.

• Filtering out noisy content that is of low information quality. This would allow the
UGC platforms and their information systems to scale better with a high density of
good content.

1.4.2 Is there a Relation between User Expertise and the Information
Quality of their Content?

A challenge discussed earlier is the constantly high rate of content being created and shared
on UGC platforms. This challenge contributes to the scalability concerns for information
systems to manage, curate and process this content. For our research, we asked the
following question – As users are the creators of content, is there a relation between the
user expertise and the information quality of their generated content [18]? If so, are we
able to infer the information quality of the content produced from the estimated expertise
and reliability of the user?

Definition 5 (User Expertise). A measure of a user’s capabilities to make significant
contribution towards content creation or curation. User expertise is domain or topic
sensitive.

This research investigates the relation between user expertise and the information
quality of their generated content on the selected three UGC platforms:

• Are expert users able to describe and annotate content on the WWW better? This
is studied in Part I in the context of annotation-based retrieval.
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• Are expert users able to produce answers that solve the questions of other users
better? In Part II, we explore and evaluate the prediction of answer quality inferred
from the estimated expertise of the answerers [18].

• Are expert users able to make significant contributions towards the discussion of a
shared content or comments by other users? Many of the current UGC platforms
facilitate discussions between users for shared contents such as content aggregation
platforms discussed in Part III. This research evaluates how the curation of discus-
sions could enhance shared contents.

1.4.3 Can User Expertise and Reliability be Estimated on UGC
Platforms?

There is a diverse set of users on UGC platforms – ranging from reliable users (some-
times elected as moderators) and expert users who make good contributions, to active
consumers of content and even malicious users who deliberately produce contents with
low information quality [109, 155].

Users are valuable entities for UGC platforms, arguably more than the platforms’
contents as both creators, consumers and curators of content. Thus, there is a need for
UGC platforms to manage their users:

• Recognize and encourage expert users to contribute high quality content on the
platform. Having high quality content on the platform attracts more consumers to
the platform itself.

• Identify and respond to the threats from malicious users. UGC platforms need to
avoid these malicious users from disrupting the other users’ experience with the
platform which would be detrimental [109]. For example, spammers could reduce
the information density of a discussion board by introducing unrelated advertorial
threads to the ire of other users or even harass the other users.

• Improve the self-moderation system for the community [135]. Currently, UGC plat-
forms provide tools such as votes, ratings, reviews, reports, flags, dispute and many
other tools for peer moderation. In addition, the community (or the platform itself)
could elect key reliable users as moderators. The ability to estimate the reliability
of each user would also enable the UGC platform community to better moderate
itself by acknowledging the judgements of users with high reliability and reducing
the impact of unreliable or malicious users (including bots).

1.4.4 Can User-Generated Content Describe and Classify Content
Better?

Annotations are often used to describe content. On UGC platforms, users annotate WWW
resources such as text, web pages and multimedia to better describe, organise and classify
the content [132]; thus providing additional metadata for the content. These user generated
annotations are however unstructured, unmoderated and are of varying quality with some
annotations being better descriptors for the resources than others [111].

In Part I of this thesis, we attempt to estimate the expertise of users; then use the
estimated expertise to infer the information quality of user annotations. The improved
content descriptions can be applied to improve categorisation and classification of complex
web resources [111, 132] or can be used for improved retrieval such as annotation-based
retrieval [17, 28].

As highlighted in Section 1.3, the unstructured nature of user-generated content moti-
vates the research to estimate user expertise through content-agnostic approaches by not
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processing the annotations themselves. Instead, the user expertise would be estimated
through signals from features of collaborative tagging platforms.

1.4.5 Can We Predict the Information Quality of User Generated
Content?

To the best of our knowledge, many of the current UGC platforms still rely on peer
moderation through WotC and moderators to curate content on their platforms as modern
information systems still struggle with the unstructured nature of the content. This current
approach however faces several challenges:

• A cold start issue: considerable time may be required before the peer moderation
system is able to correctly judge and moderate content. This temporal gap is un-
wanted in UGC platforms – (1) in CQA platforms (Part II), the questioner would
need to wait for a considerable time before knowing which is the responding answer
(by user votes) that meets the information need; or (2) in A platforms (Part III),
the visibility of unwanted content could spiral out of control.

• High amount of data that overwhelms the moderation team. Studies have found
that users display positional bias [107, 118] and temporal bias [156] due to the large
amount of content being generated on UGC platforms. Consequently, the community
is not able to self-moderate the content on UGC platforms effectively.

This research proposed the prediction of information quality for content. The predicted
weights can be used to then initially arrange and organise content on UGC platforms for
user consumption. For the purpose of this, we evaluate the:

• Prediction for best answers to questions (Part II). Often, the questioner desires a
single good answer that meets the information need. Unlike normal retrieval, the
required content that meets the users’ information need is yet to be created [95].
The received answers can be ranked according to the predicted answer quality for
the consumption of the questioner or serve as a warning to the questioner to not
trust a possibly harmful answer.

• Prediction for the number of votes a comment will receive in thread discussions
(Part III). Unlike a question-answering environment, a discussion would require the
aggregation of various user contributions together for a complete narrative.

A by-product from resolving this research question is the profiling of users with their
expertise. Here, the proposed approaches could identify domain experts to encourage
further contributions while limiting the influence of disruptive and malicious users.

1.4.6 Are the Approaches Robust Across Platforms?

In Section 1.1, we have seen a diverse categorisation of UGC platforms. The platforms
differ from one another with their own distinct features, targeted audiences, content,
structure and organization. Thus, the proposed approaches to achieving the research
objective need to be robust and yet also be able to leverage on the unique key features of
each platform to improve performance. This is true for the three selected UGC platforms
visualised in Figure 1.1.

The common entity in all of the UGC platforms is the users as both the consumers
and the contributors of content. Thus, the estimation of user expertise is the main focus
of the research; which is then be used to infer information quality of content. For the
selected UGC platforms explored in the research, we evaluate the performance of various
estimation approaches proposed on applications such as:
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• CT platforms.
User generated annotations for the description and categorisation of available WWW
resources. The inferred information quality of annotations are used for annotation-
based retrieval.

• CQA platforms.
User generated answers as to solve the problems raised by questioners. The inferred
information quality of answers are used to predict the best answer to meet the
information need expressed by each question.

• CA platforms.
User generated comments in contributing towards the discussion and the critiquing
of shared content. The vast quantity of comments can be organised to enrich the
original content for the consumption of other users.

1.5 Thesis Organisation

The thesis is organised into the following three main parts followed by a conclusion in
Chapter 9. Each part is dedicated to the investigation of a single UGC platform category
to answer the research questions raised. Subsequent parts are often built upon the findings
and discoveries from an earlier part. Each part contains between two and three chapters
with discussions on:

• Introduction.
• An exploration on structure and representation.
• Information potential of content on the platform.
• Challenges faced on the platform.
• An investigative study on a UGC platform of the chosen category.
• Current approaches for the estimation of user expertise on the platform.
• Proposed approach for the estimation of user expertise.
• Inferring information quality from user expertise.
• Evaluation framework for the proposed approaches.
• Results, findings, discussion and analysis.
• Conclusion.

The main parts of the thesis and their chapters are as summarised in the following
subsections.

1.5.1 Part I: Collaborative Tagging (CT)

Part I of the thesis deals with collaborative tagging platforms. On CT platforms, users
are able to bookmark, organise and share various WWW resources through the use of
annotations. User annotations are short terms, descriptors, keywords or tags attached to
WWW resources on the platform [1].

In this part of the thesis, we attempt to improve the retrieval performance for WWW
resources through the use of user annotations that they are associated with [60, 99].
Chapter 2 outlines the current state of classification and retrieval with CT platforms; all
of which are based-on the content processing of annotations [2, 55, 104, 126]. We instead
proposed an alternative – a content-agnostic approach which infers the information quality
of user annotations according to the expertise of the annotators. Our approach is discussed
and evaluated in Chapter 3. The findings from this part was published in:
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Wern Han, Lim and Mark James Carman. Annotator Expertise and Infor-
mation Quality in Annotation-based Retrieval. In Proceedings of the 22nd
Australasian Document Computing Symposium (ADCS ’17). ACM, 2017.15

1.5.2 Part II: Community Question-Answering (CQA)

In Part II of the thesis, we evaluate the modern information retrieval potential from CQA
platforms that allows users to perform IR with natural language questions instead of
keywords; thereby allowing them to meet information needs [159] that could not otherwise
be satisfied by traditional search-based IR [95].

First, we present an overview of the previous and current work done on CQA platforms
in Chapter 4. Answer retrieval are often based on question similarity [26, 153] and expert
search [93] to direct suitable answerer. Our study on the Yahoo! Chiebukuro 16 dataset
enables us to better understand CQA platforms; enabling us to leverage a new feature in
user votes for user expertise estimation.

The contributors of CQA platforms are diverse in expertise and reliability [93], resulting
in a high amount of low quality answers [6, 159] (up to 30% [124]). Thus, in Chapter 5,
we adapted the graph-based approaches from Part I to CQA platforms for the estimation
of user expertise in order to infer answer quality. Our work would improve expert search
and answer retrieval as a content agnostic approach that could further supplement the
literature. The findings however motivated us to explore a new direction of user expertise
estimation which we present in Chapter 6 – a novel pairwise comparison approach with
competitive features. Findings from this part of the thesis was published:

Wern Han Lim, Mark James Carman, and Sze-Meng Jojo Wong. Estimating
Domain-Specific User Expertise for Answer Retrieval in Community Question-
Answering Platforms. In Proceedings of the 21st Australasian Document Com-
puting Symposium (ADCS ’16), pages 33-40. ACM, 2016.17

1.5.3 Part III: Content Aggregation (CA) and Social Curation

The final part of the thesis investigates into the CA platforms where content is aggregated
from the WWW with the additional functionality of discussion for its users. Modern CA
platforms such as Reddit allow users to create and contribute their own content for sharing
[92, 130]. Contents on such platforms are usually organised according to popularity [91]
and peer recommendation [64, 74]. Contents of high popularity were however found to
be of higher quality than less popular content [134]. The part begins with the study of
current CA platforms and their evolution towards social curation in Chapter 7. This is
aided by an investigative study of Reddit 18 to better understand the features and content
management strategy of CA platforms.

The focus of our research is on user behaviours and content management by information
quality for CA platforms, particularly the high amount of user comments within each
discussion thread. Unlike the CQA platforms where we seek the single best answer (Part
II), we attempt to identify and organise multiple user comments in shared content and
discussion to enrich the platform for user consumption [134]. Furthermore, CA platforms
allow users to contribute multiple content within the same discussion thread unlike the
single answer on CQA platforms. In Chapter 8, we propose and evaluate an extension
of the competitive pairwise comparison model to predict the information quality of user
comments in Reddit threads. We published our findings from this part of the research at:

15DOI: https://doi.org/10.1145/3166072.3166075
16https://chiebukuro.yahoo.co.jp
17DOI: https://doi.org/10.1145/3015022.3015032
18https://www.reddit.com
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Wern Han Lim, Mark James Carman, and Sze-Meng Jojo Wong. Estimating
Relative User Expertise for Content Quality Prediction on Reddit. In Proceed-
ings of the 28th ACM Conference on Hypertext and Social Media (HT ’17),
pages 55-64. ACM, 2017.19

19DOI: https://doi.org/10.1145/3078714.3078720
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Part I

Collaborative Tagging (CT)
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Chapter 2

Classification and Retrieval with
Collaborative Tagging (CT)

Collaborative Tagging (CT) platforms allow users to store and share WWW resources.
These are organised by the users with the use of annotations – short terms, keywords or
tags attached to WWW resources [1]. Examples of CT platforms on the WWW include:

• Bookmark platforms such as Delicious1 and Pinterest2.
• Image sharing/ hosting sites such as Flickr3, Instagram4 and Imgur5.
• Video hosting and sharing sites such as Youtube6 and Dailymotion7.
• Audio streaming site such as Last.FM8 and Soundcloud9.

The user annotations on CT platforms have the information potential to enhance the
performance of information systems [105]. The annotations can be used to describe the
WWW well [13] or to classify the resources [151]. We look at the information potential
of user annotation in Section 2.2 and how user annotations have been used to enhance
information retrieval through annotation-based retrievals in Section 2.3.

In this chapter, we first outline the general structure and representation of a CT plat-
form in Section 2.1. We introduce the three main entities that are of focus for our research
in a CT platform – the users, the WWW resources and the annotations. This research
proceeds to obtain and study data from the Delicious social bookmarking platform, a
popular CT platform in Section 2.4. The highlights from the section are the studies on
(1) how the WWW resources bookmarked in Delicious provide good representation of
the WWW; and (2) how the user annotations in Delicious are suitable for use as query
keywords for annotation-based retrieval. The chapter concludes with a summary, leading
us to the estimation of user expertise and performance evaluation in annotation-based
retrieval in Chapter 3.

1https://delicious.com/ or https://del.icio.us/
2https://www.pinterest.com/
3https://www.flickr.com/
4https://instagram.com/
5http://imgur.com/
6https://www.youtube.com/
7http://www.dailymotion.com/
8http://www.last.fm/
9https://soundcloud.com/
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Resource 01  
:http://www.anandtech.com/tag/skylake 

Tag 01  
:Intel 

Tag 02 
:Skylake 

Tag 03 
:processor 

User 01 
:Aeco 

User 02 
:Nota1L 

Resource 02  
:www.reddit.com/r/DotA2/ 

Tag 02 
:cloud9 

Tag 02  
:esport 

Tag 04 
:gaming news 

Tag 03 
:gaming 

User 03 
:EEnvy 

Figure 2.1: The structure of a general collaborative tagging (CT) platform.

2.1 Structure and Representation

CT platforms consist of three main entities – (1) the users of the platform, (2) the WWW
resources that are stored, shared or organised; and (3) the user annotations. We visualise
an example of a CT platform in Figure 2.1. In the figure, we observe that:

• A WWW resource can be annotated with one or more annotations where each an-
notation can be of a single keyword (tag) or a sequence of keywords (phrases). A
single resource can be annotated with the same annotation multiple times, by dif-
ferent users.

• A WWW resource can be saved, shared or organised by one or more users. The same
user can annotate a resource multiple times but only with a different annotation each
time.

• A user is free to save, share or organise any WWW resource. Often, these actions
are accompanied by user annotations of the user’s choice.

A CT platform as illustrated earlier in Figure 2.1 can be modelled as a tripartite graph
[86] with the assumption that each user and each WWW resource are unique entities on
the platform. The tripartite graph (see Figure 2.2) consists of the three main entities for
a CT platform that we shall discuss further in the following subsection.

2.1.1 User

Users play important roles on CT platform beyond being the consumers of content on CT
platforms. Firstly, they are the discoverers of interesting WWW resources [86] which they
save and share with the other users. Through user annotations that they attach to the
WWW resources on the platform, they help to describe and organise the WWW resources.
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Tag 01

Resource 

01

Tag 02

Tag 03

Tag 04

Resource 

02

User 

01

User 

02

User 

03

Figure 2.2: A tripartite representation of a collaborative tagging platform.

In our study of CT platforms, we assume each user to be unique within each platform,
having a unique user ID. Each user has a different level of expertise (see Definition 5) which
could affect their judgement of WWW resources and also their capabilities to attach good
annotations to the resources.

2.1.2 Resource

The resources on CT platforms are from the WWW. Users would navigate through the
WWW and then add the references (Uniform Resource Locators, URLs) to interesting
resources via tools provided CT platforms. As they are WWW resources, they are diverse
and can be of any format such as text documents, dynamic web pages or multimedia
content.

Just like the users, each resource is unique within the tripartite graph representation
of CT platforms; identified by their URL. Alternatively, CT platforms may assign each
resource with a unique ID. Each resource can be of different information quality (see
Definition 4) with one resource being better than the other on a particular topic [80, 109].

2.1.3 Annotation

Annotations are a core component for CT platforms for the users to share and organise
content [139]. As discussed earlier, any user of any expertise is able to annotate any
WWW resources. User annotations are as defined in Definition 6 and can be made up of
a single keyword (a tag), W or a sequence of keywords (phrases).

Definition 6 (Annotation). Annotations are short brief descriptions of the resources that
they are associated with [60, 99]. On some platforms, annotations are interchangeable with
tags.

The users select keywords from their own unrestricted vocabulary to what they think
best describes or categorises the WWW resources. As such, annotations are not unique for
the users or resources. A user’s personal repository or vocabulary of annotations however
can be personalised and is known as a personomy [65, 77].
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Definition 7 (Personomy). Personal vocabulary made out of terms used by the user for
annotating resources [77, 147].

User annotations on CT platforms have a great information potential to enhance in-
formation systems within and beyond CT platforms. This thesis explores and discusses
the information potential in Section 2.2.

2.2 Information Potential of User Annotations

User annotations are the user-generated content in focus for collaborative tagging plat-
forms. Their primary use is for the users to describe, share or organise WWW resources.
Being short and condensed for efficient processing, user annotations hold vast information
potential [105].

2.2.1 Rivalling Experts

As discussed earlier, any user is able to annotate any resource on CT platforms; some or
many of whom are non-experts. Research has has often shown that the user annotations
of non-experts are very similar to the experts [17] on CT platforms such as Last.FM and
Delicious. When aggregated together to reach consensus, the user annotations from non-
experts are able to rival in quality with the experts’ [132], with each annotation being able
to increase the information quality [111] in describing WWW resources. On the other
hand, the increase in redundant annotations does not reduce the description effectiveness
[111].

With this in mind, there is no need for expert annotators to manually review or
annotate large amounts of WWW resources on their own; a task seemingly impossible
given the vast and ever increasing number of resources on the WWW. Instead, collection of
user annotations from the large user community of CT platforms can be used to overcome
this problem to attain a high and up-to-date coverage of the WWW [43].

2.2.2 Describing WWW Resources

User annotations are good descriptors of WWW resources – being able provide a reasonable
summary of content [13]. In fact, user annotations were found to have a high overlap with
both the title and content of WWW resources [60]. The short and condensed nature of
annotations are more efficient to be processed than the actual large and varied content of
the WWW resources themselves.

2.2.3 Organising WWW Resources

A common use case for user annotations is in the task of categorisation. As user annota-
tions were found to be popular, frequent and stable [1], they can be used as features for
classification tasks.

A notable information potential of user annotations is for the annotations to be used
as categorisation classes directly without the need for content or feature processing. The
Open Directory Project’s (ODP10) [151] was able to successfully replace the use of tradi-
tional categorisation classes and ontologies.

10http://www.dmoz.org/ or updated to http://dmoztools.net/ as of March 2017.
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2.3 Annotation-based Retrieval (AR)

Traditionally, users make use of web search engines to perform information retrieval on
the web; retrieving WWW resources relevant to a given query. The retrieved resources
are then ordered or ranked at query time based on their relevance to the query – often
measured based on the similarity between query and content of resources [56].

Definition 8 (Query). User queries are formulated by the users to describe their infor-
mation need; based on the users’ vocabulary and domain knowledge [144]. They are an
approximation of users’ information need during a specific information retrieval session
[36].

The information potential of annotations provides us with an alternative to traditional
IR. Annotations are short descriptors usable as features for similarity computation [60] or
directly as classification classes [151]. In general, an annotation-based retrieval (AR) task
would require:

• User query.
User queries are as defined in Definition 8. User queries are unstructured and could
contain some degree of ambiguity especially when the queries are short. Such char-
acteristics are similar to that of user annotations.

• User annotations for WWW resources.
User annotations are good descriptors of the WWW resources that they are attached
to [60] on CT platforms. Such descriptors could provide an understanding of the
WWW resources and their capabilities to meet the information need of the users.
Alternatively, information seekers are able to explore and discover the WWW re-
sources with a particular annotation of the seekers’ choice without the need for a
query formulation step.

An AR platform would measure the similarity between user queries and the annotations
which describes the associated WWW resources. Just like in traditional IR, this similarity
can be measured using word terms as there is a high overlap between the keywords or terms
of user annotations and that of user queries [17, 28]; making them particularly useful for
retrieval. In the following subsections, we discuss the current approaches to AR and also
introduce a possible approach to AR from our research.

2.3.1 Current Approaches

Over the years, many annotation-based retrieval (AR) approaches were explored [8] to
leverage the information potential of user annotations. The current approaches can be
grouped into three distinct categories:

Simple Term Matching

The simplest approach would be the traditional method of matching terms between user
queries and annotations attached to WWW resources. Any similarity measure can be used
such as the highly successful Okapi BM-25 [120]. A key advantage of the simple approach
is that the approach can be applied directly and adapted to any CT platform.

Annotation Context

Annotations are diverse especially when used on a wide variety of content; thus the con-
textual information of annotations can be used to improve annotation-based retrieval [2].
The annotations can be processed according to the:
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• Co-occurrence of annotations.
If two or more annotations are used in combination with each other (thus co-occur),
then there exist some kind of semantic relationship between them [104]. Applying
this same concept for user queries, then one could then better measure the similarity
between user queries and the annotated WWW resources.

• Order of annotations.
It is possible to estimate the context of annotations by considering the sequence of
user annotations [126].

• Clustering of annotations.
By grouping annotations together, it is possible to better measure the term similarity
between annotations [119] or terms between user queries and annotations. In their
work on the GroupMe! platform where users are able to group resources, Abel et al.
[3] found that the grouping of annotations provided valuable semantic information.

• Annotations as features for topic models.
Annotations could be processed to discover topics that categorise the user queries
and the WWW resources [55] with algorithms such as the Latent Dirichlet Allocation
(LDA).

Personalisation

There are also the personalised information retrieval (PIR) approaches to AR. In the PIR
variant to AR, the user profile is taken into account for the relevance matching between
WWW resources that the user queries [31, 78]. The user profiles are often built without
asking the users for their personal information explicitly [108]; based on a user’s personomy
from their annotations [115] or the annotations of resources that they have spent time with
[7].

Definition 9 (Personalised Information Retrieval, PIR). An IR approach which takes
into account a user’s profile; for a tailored result that better understands and meets the
information needs of the user [88].

2.3.2 Proposed Approaches with Information Quality

Our research proposes a novel approach to annotation-based retrieval. By estimating the
user expertise (Definition 5), it is possible to infer the information quality (Definition
4) of their annotations or the WWW resources which they have interacted with (saving,
sharing and organising). The inferred information quality can be directly incorporated into
similarity measure calculation or resource scoring during retrieval as – (1) Score modifiers;
or (2) Rank aggregation [5].

In Chapter 3 of the thesis, we explore the estimation of user expertise and how it can
be used to infer the information quality of user annotations or WWW resources on CT
platforms. By inferring the information quality of WWW resources, we are able to provide
good WWW resources to the users to meet their information needs. Alternatively, we can
leverage on the information quality of user annotations to better understand the content
of WWW resources for an improved similarity measure between user queries and WWW
resources.
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Figure 2.3: A screenshot of Delicious homepage. Web page visited on 19th July 2015.

2.4 Delicious Social Bookmarking Platform

In this section, we explore and study a collaborative tagging platform to better understand
its structure, representation and features. Delicious11 (or del.icio.us as it was formerly
known) is a CT platform which provides social bookmarking services to its users. On
Delicious, users are able to bookmark, organise or share WWW resources for the discovery
of other users. A screenshot of the Delicious homepage is shown in Figure 2.3.

Delicious is chosen as the CT platform of choice for the research due to the following
reasons:

• There are a wide variety of WWW resources on Delicious. On Delicious, the users are
able to annotate any WWW resource with a URL to that resource regardless of the
format or content. This differs from other CT platforms that are more specialised,
such as Soundcloud12 that only contain audio files or Flickr13 for images.

• Delicious is an established CT platform that is widely used by its community; record-
ing high quantity of annotations on its bookmarked WWW resources [103]. The an-
notations found in Delicious were also verified to be rich in contextual information
that are suitable for information systems [55].

• At the time of the research in year 2012, it is possible to view and obtain public user
annotations on the platform as illustrated in Figure 2.6. The service was however
terminated on 1st June 2017 upon acquisition by Pinboard14.

2.4.1 Design and Structure

Delicious is designed to help users explore interesting WWW resources as discovered by
other users. This exploration can be done through their social feed on Delicious or through
specific tags that are of interest to the user (see Figure 2.4).

11https://delicious.com/ or https://del.icio.us/
12https://soundcloud.com
13https://www.flickr.com
14https://pinboard.in/
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Figure 2.4: Screenshot of Delicious trend page. Web page visited on 19th July 2015.

On Delicious, the users are able to bookmark any of the WWW resources and share
them on their social feed (see Figure 2.5). Users are able to annotate these bookmarks
with user annotations such as tags or comments; from their unrestricted vocabulary which
the users think best describe the WWW resources or for their own understanding and
consumption.

2.4.2 A Delicious Dataset

A Delicious social bookmarking platform dataset was collected for the research – crawled
for collection between 9th April 2012 to the 19th April 2012. While there exist public
collaborative tagging datasets (such as those from Delicious) at the time of our study,
these datasets were either outdated15; lacked the temporal information required16 for the
various explored approaches (to be discussed in Chapter 3); or were otherwise not suitable
for our research17. The crawling was done through random sampling of the Delicious

15Delicious has undergone several changes over the years.
16Many of the datasets either contain only the user information or the tagging information [122].
17For example having a low number of users [25].
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Figure 2.5: Bookmarking a World Wide Web (WWW) resource on Delicious. Web page
visited on 19th July 2015.

Discover-100 pages which acted as the seed. The crawled public18 bookmarks of the
WWW resources were then downloaded and stored. The resulting dataset includes:

• 34, 458 unique WWW resources bookmarked.
Each of the WWW resources were identified according to their unique URL as stored
in its Delicious page as shown in Figure 2.6. These resources were used for the
retrieval tasks in Chapter 3.

• 191, 624 unique users profiled.
Unique users were identified according to their user ID such as user @gerrypower in
Figure 2.6.

• 84, 380 unique annotation terms identified.
The unique annotation terms are annotated by the users to describe or organise
WWW resources. In figure 2.6, these terms include ‘.en’, ‘open-data’, ‘tool’ and
‘refine’. The annotation terms are vital as features for annotation-based retrieval.

18No personal user information was collected.
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Figure 2.6: Metadata (user annotations and comments) on a World Wide Web (WWW)
resource, bookmarked on Delicious. Web page visited on 20th June 2013.

• 256, 262 unique canonical phrases discovered.
The phrases are attained from the sequence of annotation terms; where the terms
in sequence have been sorted alphabetically to highlight the co-occurrence between
terms. From the example in Figure 2.6 again, the phrases are ‘refine, from Twit-
ter’, ‘seo’ and ‘.en, open-data, freebase-gridwords, tool, outfit, freebase, nettoyage,
cleaning, data, donnees’.

This dataset is used for our study of CT platforms. Firstly, we explore how representa-
tive is the WWW resources of Delicious is for the WWW in Section 2.4.3; and also if user
annotations are suitable to be used as queries for annotation-based retrieval in Section
2.4.4. Later in Chapter 3, the same dataset is used to evaluate the performance of AR
with the explored algorithms.

2.4.3 Study: How Representative is Delicious?

To the best of our knowledge, there is no study on the representativeness of the WWW
resources bookmarked on Delicious. Here, we ask the following question – Do the book-
marked WWW resources on Delicious provide a reasonable representation and coverage
of the WWW as a whole; or are these resources just niche WWW resources?

From the mined dataset, we determine if the URL of bookmarked WWW resources
overlap with those on the standard 2012 ClueWeb19 via the ‘url − > docno mapping’.
ClueWeb has a large collection of web pages that is often used in information retrieval
research. From 503, 903, 810 WWW resources in the ClueWeb collection, we recorded

19http://boston.lti.cs.cmu.edu/clueweb09/wiki/tiki-index.php?page=ClueWeb09%20Wiki
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6, 358 WWW resources from our dataset. This can be interpreted as 18.45% of WWW
resources from our dataset that are found within the ClueWeb collection. Thus, the
crawled dataset of Delicious can provide good coverage of the vast WWW since a large
number of resources can be found in both datasets.

2.4.4 Study: Are Annotations Suitable for Queries?

In our discussion of the information potential for user annotations, we noted that others
have observed that annotation terms have a high overlap with user query terms [17, 28].
This observation motivates our exploration into annotation-based retrieval later in Chapter
3 where the annotations from our crawled dataset of Section 2.4.2 would be used.

In this section, we compare the terms of the user annotations collected from the dataset
with the terms of real world user queries provided in the TREC One Million Query Track
(1MQ) of 200920. This is the most recent 1MQ TREC available publicly at the time of
the research with a total of 40, 000 queries; and is commonly used in the exploration of
ad-hoc retrieval on large collections.

The annotation and query terms are pre-processed with the removal of stop words and
reducing terms to their root using word stemming [98]. The overlap between query terms
and annotations are assessed based on the following criteria:

• Exact annotation-query term match.
For a WWW resource r with annotations a1, a2, ..., a|r| and each annotation having
terms w1, w2, ..., w|ax|; all terms must overlap with all terms of the query w1, w2, ..., w|q|.

• Single annotation-query term match.
For WWW resource r with annotations a1, a2, ..., a|r| and the resource can be de-
scribed using k annotation terms w1, w2, ..., wk; at least a single term must overlap
with the query terms w1, w2, ..., w|Q|.

We found that the annotation terms from the bookmarked WWW resources in the
Delicious dataset is a valid representation of real world queries due to the following:

• There are 2, 055 (5.14%) exact matches between WWW resources bookmarked in
the dataset with the queries in the TREC OMQ 2009.
• There are 34, 347 (74.74%) single matches between WWW resources bookmarked in

the dataset with the queries in the TREC OMQ 2009.

2.5 Summary

In this chapter, we covered at the structure and representation of CT platforms; usually
modelled as a tripartite graph (Figure 2.2). User annotations on CT platforms have the
information potential to enhance information systems and are widely used for annotation-
based retrieval – where the diverse WWW resources ranging from textual content to
multimedia content that can challenge traditional content-based IR; can otherwise be
described with annotations and retrieved effectively through annotation-based retrieval.
We saw earlier that the bookmarked WWW resources can be a good representation of the
WWW and there are sufficient user annotations to describe them.

In Chapter 3, we further explore the information potential of user annotations and their
application for retrieval. This research aims to infer the information quality of annotations
through the estimated user expertise of the annotators; as the inferred information quality
can then be incorporated to improve AR.

20http://trec.nist.gov/data/million.query09.html
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Chapter 3

Annotation-Based Retrieval with
User Expertise and Information
Quality

Motivated by the information potential of user annotations from collaborative tagging
(CT) platforms in describing WWW resources; this research delves deeper into annotation-
based retrieval (AR). In our exploration of AR, the user query terms are used for the
similarity measure with the associated annotations of WWW resources [17, 28]. This is
a content-agnostic approach as AR systems do not need to process the actual content of
the WWW resource itself but could instead, rely on the annotations. Hence, making the
technique suitable for the unstructured and unmoderated nature of the WWW.

First, we investigate some of the similarity measures that can be used for AR in
Section 3.2 particularly the Okapi BM-25 similarity measure [120]. This research does
not aim to improve on the current known similarity measure algorithms. Instead, the
novel contribution of this research is the incorporation of estimated user expertise and
inferred information quality to improve any similarity measure for retrieval. While there
exist many different approaches to incorporate such measures (such as rank aggregations
[5, 40]), the simple aggregated composite approaches explored here allow this research to
best gauge the impact of such estimated additions.

To estimate the expertise of users, our research considered graph-based approaches.
Section 3.3 outlines the graph model as a representation of CT platforms including the
Spamming-resistant Expertise Analysis and Ranking (SPEAR) algorithm [109] in Section
3.4. This research expands on SPEAR with a Credit Graph model and several credit
functions; discussed in Section 3.5.

An evaluation is then conducted on the proposed algorithms against the baselines –
starting with a training phase for the algorithms in Section 3.7 and then followed by a
testing phase discussed in Section 3.8. The observations and findings from the evaluation
are then presented. Finally, we conclude this chapter and Part I of the thesis with a
conclusion in Section 3.9.

3.1 Research Questions

In this chapter, we expand on the research questions from Section 1.4 for CT platforms.
These research questions guide our research in this chapter for annotation-based retrieval.

27
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3.1.1 Can the Information Quality of User Annotations be Estimated
through Content-Agnostic Means?

On CT platforms, user annotations are used to describe the WWW resources that they are
associated with. In Section 2.2, we saw the information potential of user annotations. The
unstructured nature of UGC platforms however affects the reliability of user annotations
as discussed in Section 1.3. Thus, this research attempts to infer the information quality
of user annotations in describing WWW resources.

In this chapter, we explore the task of annotation-based retrieval (AR) using an evalu-
ation framework outlined in Section 3.8. Given a query, AR algorithms attempt to retrieve
relevant WWW resources according to their associated user annotations. If the user anno-
tations are of higher quality in describing the WWW resources, then AR algorithms should
be able to predict the resource relevance better. As user annotations are unstructured and
vary according to the users’ vocabulary [77], it can be a challenge to process these user an-
notations directly through content-based approaches based on natural language processing
(NLP).

In our research, we attempt to estimate the expertise of the annotators themselves and
then use their estimated expertise to infer the information quality of their annotations.
Besides that, we attempt to infer the information quality of the WWW resources that
they have interacted with.

3.1.2 Can User Expertise be Estimated on CT Platforms through
Content-Agnostic Means?

The unstructured nature of UGC content challenges content-based approaches that have
been traditionally used to profile users [31, 78] such as the processing the user content
[24, 38]. This research instead attempts to leverage on the features of CT platforms to
estimate the expertise of its users.

We have discussed in Section 2.1 the structure of a CT platform that could be modelled
as a tripartite graph as illustrated in Figure 2.2. This graph representation of CT platforms
can be used to calculate the authority of users on CT platforms for the estimation of user
expertise, many of which we explore in Section 3.3. Inspired by the SPEAR algorithm
[109], this research proposed the credit graph model in Section 3.5 model and with credit
functions to weight user-resource links. The credit function variants introduced in Section
3.5.1 enable us to identify and evaluate possible CT platform features as signals for user
expertise. We then study the user authority as a potential user expertise estimate.

3.1.3 Do Expert Users Better Annotate WWW Resources?

Following up on the estimated user expertise, this research attempts to infer the informa-
tion quality of user annotations (in describing and categorising WWW resources) from the
expertise of the annotators. We assume that the higher the user expertise, more likely the
user would describe each WWW resource better with precise annotations. We study this
impact by applying user expertise directly into the AR process – weighting the annotation
terms according to the expertise of the annotators for similarity calculation during AR in
Section 3.7 and Section 3.8.

3.2 Similarity Measure for Annotation-based Retrieval

Similarity measures provide a common strategy in IR – for attempting to predict the
relevance of a document with respect to a user query [98]. The documents are ranked
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according to their predicted relevance with the highest few presented to meet the user’s
information need. The same can be applied to WWW resources.

The earliest and simplest form of similarity measure is the Boolean model approach.
In this model, a WWW resource is predicted as relevant to the user query if all terms from
the query are found within the resource. On CT platforms, this is often used by default
for the users to explore tagged WWW resources discovered by other users [13].

Often times, the annotation terms are cleaned through pre-processing for improved
performance [98]. Terms which do not hold meaningful information are removed through
stop word removal and terms are reduced to their root word through stemming. It should
be noted, however, that the unstructured nature of annotations such as unwanted typos,
colloquial terms and non-standard abbreviations could hamper the cleaning of annotation
terms.

The bag of words model [160] can also be applied to the user annotations associated
to WWW resources on CT platforms or the user query terms. Each WWW resource is
described by the collection of words or terms in the bag; and then used to measure the
similarity between resource and user query.

Often, the bag of words model is used with the Term Frequency Inverse Document
Frequency (TF-iDF) approach to similarity matching [14]. The significance of a term in
a collection is quantified as inversely proportional to the number of documents in which
it occurs [71]. In this research, we incorporate two common [98] TF-iDF based similarity
measures:

• Cosine Similarity [131] used to measure the similarity between user annotations on
WWW resources for the Similarity Credit Function discussed further in Section 3.5.1.

• Okapi BM-25 [120] used to measure the similarity between user queries as annotation
terms and user annotations on WWW resources for AR in Section 3.6.

Both approaches assume no interdependence between terms (or that the dependence
between terms is not necessary) [98]. We acknowledge that modelling the dependency
between annotations could be used to improve AR performance [104, 126]. But since this
research aims to explore the impact of estimating of user expertise and inferred information
quality, using a simple approach for retrieval enabled us to explore their impact better.

3.2.1 Cosine Similarity

Cosine similarity is commonly used to measure the similarity between documents, or the
similarity between user queries and documents for retrieval [131]. It is a vector space
model where each document is represented as a vector [125] and the cosine of the angle
between the vectors indicates the similarity between documents.

In the context of our research, the cosine similarity can be used to measure the similar-
ity between user-annotations by representing each user annotation action a ∈ A as a vector
over annotation terms W ; according to Equation 3.1 for annotation ax and annotation ay.

Similarity(ax, ay) =

∑|W |
i=1 Weight(wi, ax)Weight(wi, ay)√∑|W |

i=1 Weight(wi, ax)2
√∑|W |

i=1 Weight(wi, ay)2
(3.1)

The weight for each annotation term w ∈W in an annotation action a is measured as
the product of the term frequency (TF) and inverse document frequency (iDF) as shown
in Function 3.2.

Weight(w, a) = TF(w, a) · iDF(w) (3.2)
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Since user annotations are unstructured and vary according to a user’s vocabulary [77],
we perform log transformation on the term frequency values for the calculation of TF as
seen in Function 3.3 with Freq(w, a) for the frequency of an annotation term w in a user
annotation a.

TF(w, a) = log(Freq(w, a) + 1) (3.3)

The iDF as shown in Function 3.4 measures the significance of an annotation term
– the more common the term w is across all user annotations in the collection |A|, the
less significant the annotation is. This is relevant for the unstructured and unmoderated
nature of UGC platforms which is vulnerable to spam.

iDF(w) = 1 + log
|A|

1 + |{a ∈ A|w ∈ a}|
(3.4)

3.2.2 Okapi BM-25

The Okapi BM-25 [120] is a simple and effective similarity measure approach for proba-
bilistic information retrieval [98]. In our study, the BM-25 is used to measure the similarity
between user annotations attached to the bookmarked WWW resources on CT platforms
and the annotation terms in user queries – higher similarity means higher relevance. This
value is measured in a normalised range of [0, 1]; which can be used in conjunction with
additional estimates such as resource popularity, information quality and user expertise
(that is to be introduced in Section 3.6).

Function 3.5 details the function used for the Okapi BM-25 similarity measure for the
relevance of resources in Collection R, given a user query with the following annotation
terms (w1, ..., w|W |). The iDF function as shown in Function 3.6 is used to adjust the
significance of each annotation term.

BM25(r,W ) =
∑
w∈W

iDF (w) · Freq(w, r) · (k1 + 1)

Freq(w, r) + k1 · (1− b+ b · |r|avgrl )
(3.5)

where:

• W is the query consisting of a sequence of terms (w1, ..., w|W |).
• Freq(w, r) is the frequency of the term w amongst the user annotations for resource
r.
• avgrl is the average resource length (in annotation words) for the collection.
• Free parameters values k1 = [1.2, 2.0] and b = 0.75 are generally adopted as rea-

sonable parameter values in the absence of optimisation [98]. We however optimize
these values in the training phase of the research in Section 3.7.

iDF(w) = log
|R| − |Rw|+ 0.5

|Rw|+ 0.5
(3.6)

• |Rw| is the number of resources in the collection R that annotated with the term w.
• |r| is the total count of annotation words for resource r (i.e. the size of the document).
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3.3 Graph Representation of Collaborative Tagging Plat-
forms

As discussed in Section 2.1, CT platforms such as the Delicious social bookmarking can
be modelled as a Tripartite graph (Figure 2.2) composing of the following entities – the
bookmarked WWW resources, the users and their annotations. This graph representation
enabled us to utilise various graph algorithms for key information [142].

Here in our research, we employ graph algorithms to estimate user expertise and then
infer the information quality from their interactions. In the past, graph algorithms have
been successfully used to measure the authority of graph entities particularly in IR [98] such
as Google’s PageRank [112] and the Hyperlink-Induced Topic Search (HITS) algorithm
[80]. The approach consists of two main steps, which is to be discussed in the following
subsections that can be adapted for CT platforms.

3.3.1 Entity Relationship

The tripartite model of CT platforms discussed in Figure 2.2 allows us to model the
relationship between entities. These relationships between the entities can be weighted or
unweighted; and directed or undirected. In general, the three main entity relationships
are as followed:

User-User Link

User-user relations are typically used in graph algorithms for the estimation of authority-
based user rankings. For example, the user-user relation can be used to measure the co-
authorship consistency between document authors of similar experience [37]. Depending
on the CT platform, it is possible for a user to directly interact with the other users in an
explicit relation or indirectly in an implicit relation:

• Direct or Explicit Links.
Many of the current CT platforms allow one user to follow another user directly, for
example when a user is subscribed to another user on Youtube. Alternatively, the
users could collaborate with one another for document co-authorship [37]. The first
interaction can be modelled as a directed link, whereas the second be modelled as
an undirected link.

• Indirect or Implicit Links.
Indirect relations can be built through the identification of similar interactions be-
tween users. For example, if two users have recently interacted with the same WWW
resources or added the same annotations [155], an implicit relation can be built be-
tween these users. Besides that, one could leverage on various signals to discover
latent relations between users such as the topical information similarity between
users or if two users are from the same organisation [37]. Based on the tripartite
graph visualised in Figure 2.2, we could form implicit user-user links as shown in
Figure 3.1 and Figure 3.2.

Resource-Resource Link

Like the user-user relations, the resource-resource relations could be built for the WWW
resources on CT platforms. Traditionally, it is common for graph algorithms to be used to
rank resources such as web pages [112] or research documents [37, 142]. Links can be built
directly when a web page hyperlinks to another or when a research paper cites another.
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User 
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Figure 3.1: Example of indirect user-user link from similar annotated resources.

Links between WWW resources on CT platforms are often indirect – build through
the similarity in the users who interact with the resources or described with the same
annotations. Referring to the scenario from Figure 2.2, indirect relations can be built
between resources if interacted by the similar users or annotated with the same annotation
term giving us an undirected relation between Resource 01 and Resource 02.

User-Resource Link

Relationships can be established based on user interactions with WWW resources. If
a user discovers, shares, annotates, rates or comments on a WWW resource; there can
be a relationship between the user and that resource. Such relationships hold valuable
information such as earlier on the author-paper relation for research publications [37].
Here, the authors were able to show the inferred expertise of an author (a user in a
bibliography system) is consistent in quality with that of the paper authored.

A graph-based approach which we explore deeper is the Spamming-resistant Expertise
Analysis and Ranking (SPEAR) algorithm [109]. User-resource relation are built when a
user bookmarks or annotates a WWW resource with an annotation. Under this model,
links can be built between the user and the WWW resources as shown in Figure 3.3.

3.3.2 Link Analysis

The link analysis step leverages on the relations built between entities on the graph model
such as the ones discussed in Section 3.3.1. It is a crucial step where the relation links,
weighted or unweighted between entities can be used to determine various entity measures
[80, 94] including:

• Impact of journals or research publications [37].
• Authority of a WWW resource [112, 162].
• Influence of users on social networks [53].

Link analysis is performed based on the random surfer model [72] which measures
the probability of visiting an entity from another random entity [112]; otherwise known
as a random walk [164]. This random walk is used to propagate values iteratively until
convergence. If there are more than a single value being measured, then mutual recursion
can be used [123] where the values mutually reinforce each other [16]. A common example
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Figure 3.2: Example of indirect user-user link from similar tag used.

is the mutual recursion used to relate the hub and authority score of WWW resources
in the HITS algorithm based on the assumption that a good hub would always lead to a
WWW resource of high authority.

3.4 SPEAR Algorithm

The graph approaches explored in this research are inspired by the Spamming-resistant
Expertise Analysis and Ranking (SPEAR) algorithm [109]. It is a link analysis algorithm
based on the Hyperlink-Induced Topic Search (HITS) algorithm [80] for mutual reinforce-
ment – each user acts as a hub to determine the authority (or quality) of resources. In
this section, we describe the SPEAR algorithm for the estimation of user expertise and
WWW resource quality.

3.4.1 User-Resource Entity Relationship

The SPEAR model relies on the user-resource entity relation where links are built between
the users and the WWW resources that they have bookmarked [97] similar to that of Figure
3.3. This relation is based on the following assumptions:

• There is a direct mutual reinforcement relation [16] between user expertise and the
WWW resource quality. Under this assumption, we can infer that the quality of a
WWW resource should increase as the number of expert users who share or annotate
it increases. Likewise, the expertise of a user should increase if that user share or
annotate many high quality WWW resources.

• Users of high expertise do bookmark, share and annotate a large collection of WWW
resources that are of high information quality. They tend to add more WWW
resources that are of high quality than lower quality ones.

Relation Weights

The edges in the user-resource relations can be weighted. The weights are used for the
propagation of values that determines the expertise of users and the quality of WWW
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Figure 3.3: Example of user-resource links based-on user interactions.

resources. In SPEAR, the weights assigned for the relation are based on the Discover-
Follower assumption that expert users are early discoverers of high quality or popular
content, instead of just following the discovery of others [155]. Thus, user-resource relations
for early users as discoverers are weighted higher than that of later users.

Based on the Discoverer-Follower concept, an interaction ix that is used to build the
user-resource relation between user u and resource r (with interactions I) can be weighted
according to Function 3.7. The function assigns a value for each user interaction after
interaction ix (performed at time t) where these subsequent interactions it+1, it+2, ..., it+k
are performed by the followers. Thus, interactions by users as early discoverers would
receive a higher weight than the later interactions1.

Weight(ix) =
√
|{i ∈ I|Time(i) > Time(ix)}| (3.7)

In Section 3.5.1, we explore several other ways to weight the user-resource relation –
known as the Credit functions for how much credit should a user gain towards his or her
expertise from that interaction. The implication from the Discoverer-Follower concept is
then validated against the other credit functions in Section 3.7.

3.4.2 User-Resource Mutual Reinforcement with Links

The weighted user-resource links are then used for the mutual reinforcement of user ex-
pertise and WWW resource quality estimation. For SPEAR, the propagation of values
is similar to the propagation between hubs-and-authority [80] of the HITS algorithm –
expert users acting as hubs to locate WWW resources that are of high quality [109]. The
user-resource relations in the graph model of CT platforms are stored in a user-resource
adjacency matrix M ; where the value for each cell in the matrix is 0 if the user has not
interacted with that resource and is the weighted value from Function 3.7 if the user has.

1Note that user interactions performed at the same time t are not regarded as subsequent interactions.
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The value propagation used here is that of a mutual recursion [123], a recursion for
the mutual reinforcements of two attributes with each other [16] – the user expertise and
the WWW resource quality. The relation for the propagation are as shown in Equation
3.8 for user expertise e and WWW resource quality q.

~e← ~q ·MT ~q ← ~e ·M (3.8)

The propagation process is then repeated until the user expertise and WWW resource
quality values converge. At each iteration, normalisation is performed according to Equa-
tion 3.9 for the user expertise eu and resource quality qr. The square of the values would
sum to 1 to ensure convergence [80].

êu =
eu√∑
u′
e2u′

q̂r =
qr√∑
r′
q2r′

(3.9)

3.4.3 Algorithm

The entire process for the SPEAR algorithm can be described according to the Algorithm
1. The algorithm allows us to estimate user expertise and resource quality for collaborative
tagging platforms.

Algorithm 1 Basic SPEAR Algorithm

Require: Users U = {u1, u2, ..., u|U |}
Require: WWW Resource R = {r1, r2, ..., r|R|}
Require: Set of interactions I = {i1, i2, ..., ih, ..., i|I|} ∈ (U ,R,A, T )|I|

Set ~e to be the vector (1, 1, ..., 1) for user expertise
Set ~q to be the vector (1, 1, ..., 1) for WWW resource quality
M ← GenerateAdjacencyMatrix(I, Credit(I))
for iterate = 1 to convergence do
~e← ~q ·MT

~q ← ~e ·M
~e← ~e

||~e||

~q ← ~q
||~q||

end for
L← Sort users by their expertise in ~e

return L

3.4.4 Analysis: WWW Resource Popularity vs Inferred Quality

The popularity of WWW resources is often used to measure the quality of WWW resources
[140] – higher probability means greater presence, authority [143] and influence on the
WWW. For CT platforms, the popularity of a WWW resource can be quantitatively
measured by the number of user interactions – bookmarking, sharing and annotating.

Definition 10 (Popularity). A state of content expressed by the amount of activity on
or with the content itself [140].

From the SPEAR algorithm, it is possible to infer the information quality of WWW
resources as a by-product of the user expertise estimation. However, are both measures
the same? To understand the relation between the popularity of WWW resources and
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Figure 3.4: A bookmarked WWW resource example.

the inferred quality from the SPEAR algorithm, this research measures the correlation
using the Delicious social bookmarking collected as detailed in Section 2.4.2. The findings
include:

• Pearson’s correlation coefficient of 0.19.
• Spearman’s correlation coefficient of 0.78.

The findings from this quick study indicate that the popularity of WWW resources
exhibits a strong but highly non-linear relationship with the inferred information quality
of the resource. This relation can be generalised as an observation that a large number of
popular WWW resources are of high quality. It should however be noted that there are
high quality WWW resources that received average to high popularity. Besides that, we
also find the several popular resources that are inferred to be of low quality.

One would of course expect that popular WWW resources would be of higher quality
on average than less popular resource. Our findings however discover unpopular resources
that are of good quality. Having established this relation, this research now explores the
impact of these two measures on annotation-based retrieval in Section 3.8.

3.5 Credit Graph Model

Inspired by the SPEAR algorithm [109] discussed in Section 3.4, this research proposes the
Credit Graph (CG) model for CT platforms. In general, the CG is a graph that connects
all users in the platform to the WWW resources which they have interacted with. These
interactions include bookmarking, sharing and annotating. The user-resource relation (see
Section 3.3.1) are weighted according to the credit function of choice which measures the
impact, significance or the contribution of that particular interaction.

Consider a CT platform scenario presented in Figure 3.4. The credit graph represen-
tation for this scenario is shown in Figure 3.5. The links are weighted based on the default
Discoverer-Follower concept described in Section 3.4.1, given by the Function 3.7.

When all of the users and WWW resources on the CT platforms are accounted for, the
resulting credit graph in Figure 3.6 is built based on the user interactions. In the following
Section 3.5.1, we discuss several approaches to weight the links (or edges) of the model.
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Figure 3.5: User-resource relation with SPEAR weights.

3.5.1 Credit Functions

The credit function Credit(I) measures the contribution or significance of each user in-
teraction with WWW resources on CT platforms. The measure is used to weight the
user-resource relation built based on the user interaction for the credit graph. This weight
acts as the credit which a user would receive during the mutual reinforcement propagation
(see Section 3.4.2) towards a higher expertise rating.

The credit function is inspired by the SPEAR algorithm [109] where user bookmark
interactions are weighted based on the Discover-Follower concept (Section 3.4.1) as shown
in Function 3.7. Here, credit is given based on the temporal ordering of the user inter-
actions for a WWW resource with the earlier users receiving more credit as a discoverer
(to be discussed further in Section 3.5.1. Following this, we explore several other pos-
sible variants for the credit function such as a popularity variant in Section 3.5.1 and a
similarity-based variant in Section 3.5.1.

Optimisation of Credit

This research also explores the introduction of an optimisation parameter for the credit
function in order to control the impact of the credit attributed to each user interaction.
The credit exponent α is incorporated into Function 3.10 for the credit of an interaction
i. For the original SPEAR algorithm, the authors chose a value of α = 0.5 but did not
disclose the reason for it or if any optimisation steps are taken.

Credit′(i) = Credit(i)α (3.10)

Alternatively, we explore the logarithmic transformation of the credit function to ob-
tain a less skewed distribution of credit for a WWW resource, as shown in Function 3.11.

Credit′(i) = log Credit(i) (3.11)

Popularity Credit

The popularity measure of WWW resources can be considered as an indicator of authority
for retrieval [143] where resources of high quality are desired. Extending from this, we
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Figure 3.6: A Credit Graph model.

propose a credit function based on the popularity of WWW resources on CT platforms –
users who have interacted with popular or well received WWW resources have a higher
tendency to be experts themselves. Thus, these users should be given a higher credit for
discovering and interacting with popular resources.

In the context of our research on CT platforms, the number of user annotations that a
WWW resource received can be used as a signal for a popularity measure [140]. Alterna-
tively, for social bookmarking CT platforms like Delicious, this can be also signalled via
the number of unique users who have bookmarked a WWW resource. Thus, this research
proposes a popularity variant of the credit function (Pop) that counts the number of in-
teractions in a resource as the credit score. This is formulated as Function 3.12 for the
user interaction i performed on WWW resource r with I user interactions.

CreditPop(i) = |I| (3.12)

Unlike the other credit variants to be discussed later, the popularity variant would
only require simple Boolean information – if users have interacted with a resource to
assign credit without further processing. It is an approach which is content-agnostic of
user interactions, thus suitable for platforms where user privacy is a concern or which are
of limited access. Besides that, it is not challenged in scarceness of user interactions on
some WWW resources as this scarceness denote lower popularity.

Temporal-Ordered Credit

Unlike the earlier popularity credit function, the temporal-ordered credit function requires
user interactions to contain temporal information. If such information is available, it can
be leveraged to improve the credit weights of user-resource links.
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The credit function for the SPEAR algorithm [109] is temporal-based with the assump-
tion that expert users are early discoverers of popular documents [155] – captured as the
Discoverer-Follower concept discussed in Section 3.4.1. Thus, the function weights user-
resource relations of early discovery higher than that of later ones. For a WWW resource
r with user interactions I, the credit gained for interaction ix ∈ I can be determined
according Function 3.13. It is possible to not directly process the temporal information
of user interactions by just storing the order in which the user interactions are performed
on the resources, maintaining a content-agnostic approach.

CreditTemp(ix) = |{i ∈ I|Time(i) > Time(ix)}| (3.13)

Similarity Credit

While the earlier discussed two credit function variants are content agnostic for user in-
teractions, the similarity credit approach utilises the additional information of annotation
terms from the interactions to weight the user-resource relation. Here, this research mea-
sures the agreement between a user’s annotation in the interaction with that of a general
consensus in annotations of every other user interactions of the same WWW resource.
The consensus is based on the ‘Wisdom of the Crowd’ [135] for user annotations as the
ground truth.

A user contribution to the community through discovery and organisation with an-
notation needs to be in agreement with the community’s judgement on the same WWW
resource. Being just an early discoverer would not be sufficient to achieve high credit if
the interaction does not agree with the community especially if the user annotations are
spam. The proposed Function 3.14 measures the agreement of user interaction ix with the
user interactions I (with ix ∈ I) by other users on WWW resource r.

CreditSim(ix) =
∑
i∈I

Similarity(ix, i) (3.14)

This agreement can be obtained through any content-based similarity measure. For
our exploration, this research measures the agreement using the cosine similarity approach
discussed in Section 3.2.1.

3.6 Annotation-Based Retrieval Algorithms

The information potential of user annotations discussed in Section 2.2 enables annotation-
based retrieval. In the scope of our research, AR relies on the relevance measure between
user query terms and the annotations associated to WWW resources [28] without the need
to process the content itself. This content-agnostic retrieval approach can be performed
using simple similarity measures like the Okapi BM-25 (see Section 3.2.2) used in this
research for retrieval [98].

Using this simple but effective AR approach, this research evaluates the impact of
estimated user expertise, inferred WWW resource quality and information quality of user
annotations during retrieval. These measures are incorporated into the similarity measures
as to be discussed in the later subsections. We acknowledge other available approaches
to aggregate new measures to AR such as rank aggregation [5, 40] but wish to employ
simpler approaches to better gauge the direct impact of the proposed measures.

3.6.1 Baseline: Okapi BM-25 Ranking

The simple but effective Okapi BM-25 [98, 120] ranking algorithm is used as the baseline
for our evaluation. We detailed the algorithm in Section 3.2.2 and it will be used to predict
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the relevance of WWW resources according to their attached user annotations given a user
query. The BM-25 is chosen as our baseline for AR on CT platforms due to the following
reasons:

• An effective approach for probabilistic IR [98].

• The inclusion of an inverse document frequency component helps to identify common
or popular user annotations. This is relevant for the unstructured and unmoderated
nature of UGC platforms that could be vulnerable to spam.

• It is expandable to include additional estimates directly such as WWW resource
popularity, information quality of user annotations and user expertise.

3.6.2 Baseline: Popularity Ranking

Popular WWW resources are often desired during retrieval [143], possible due to their
high authority [98, 140]. On CT platforms, the number of user annotations |I| associated
with a WWW resource r can be a signal of its popularity with Function 3.15. Within a
given collection, the popularity of WWW resources are often normalised.

Popularity(r) = |I| (3.15)

This research incorporates the popularity of WWW resources into the measure of
relevance during AR as a composite score that extends from the BM-25 score. A WWW
resource r would obtain a high rank in the results during retrieval if it is relevant to the user
query A or if it is of high popularity. The linear composition approach in Function 3.16
helps us determine the impact of resource popularity during AR as we shift the popularity
modifier β from one end to another. The resulting values are then normalised.

PopularityBM25(r,A) = (1− β) ·BM25(r,A) + β ·Popularity(r) (3.16)

We also explore a multiplicative approach for WWW resource popularity through
Function 3.17. Under this approach, a WWW resource would need to be both relevant to
the query and be of high popularity to be ranked higher during retrieval. The exponent β
allows us to control the amount of influence the popularity measure for the resource has
on the baseline BM-25 score.

PopularityBM25(r,A) = BM25(r,A) ·Popularity(r)β (3.17)

3.6.3 Proposed: Inferred Quality Ranking

The quality of WWW resource is a by-product from the link analysis of user-resource
relations from SPEAR algorithm [97] and by extension, the proposed Credit Graph ap-
proach discussed in Section 3.5. To the best of our knowledge, this is not explored in any
prior works due to the focus on user-user relations [155] with only the estimation of user
expertise alone.

During retrieval, WWW resources of high quality are desired to better meet the in-
formation need of the user [98]. On the other hand, WWW resources of lower quality
can contain misinformation due to the author’s negligence or malicious intent [155] on the
unmoderated environment of UGC platforms. Thus, relevant resources that are of high
information quality should be ranked higher.

Similar to the earlier approach for the composite popularity discussed earlier (Section
3.6.2), this research introduces the composite scores with WWW resource quality – a linear
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composition shown in Function 3.18 and a product composition in Function 3.19. These
variables incorporate the inferred quality of WWW resource r from the credit graphs for
the ranking of WWW resources during AR given the user query A.

QualityBM25(r,A) = (1− β) ·BM25(r,A) + β ·Quality(r) (3.18)

QualityBM25(r,A) = BM25(r,A) ·Quality(r)β (3.19)

3.6.4 Proposed: Expertise Weighed Annotation Ranking

For annotation-based retrieval, the relevance of WWW resources is measured according
to the similarity between user annotations associated to the resource and that of user
query terms [8] where the user annotations act as resource descriptors for the content-
agnostic retrieval. Similarity measures with user annotations do however face the following
challenges:

• User annotations from unreliable and non-expert users are noisy for information
systems [109, 155].
• Annotations terms are varied from the users’ unrestricted vocabulary.
• Term frequency could be unreliable due to – possible inflation of term frequency by

spammers [59] or manipulation by malicious users such as Trojans to mislead users
[155].

Given an estimation of user expertise, it is possible to weight the user annotations
according to the expertise of the annotators. Besides that, the inclusion of user exper-
tise would also carry forward an estimate of resource quality from mutual reinforcement
relation [16] between user expertise and WWW resource quality.

For this research, the estimated user expertise from the credit graph of Section 3.5 is
used in conjunction with the best credit function determined from Section 3.7 for AR. As
the value of user expertise Expertise(u) lies in the range of [0, 1], this research proposed
the Function 3.20 to weight annotation terms a in resource r with user interactions I based
on its annotator u. The user expertise Expertise(u) is scaled to a sum equivalent to the
total term frequency and parameter γ is introduced to control the effect of user expertise.

t̃f(a, r) =
∑

i=(u,r,a,t)

γ ·Expertise(ui) (3.20)

3.7 Annotation-Based Retrieval: Training Phase

In this section, we conducted training and evaluation of the various proposed AR ap-
proaches as seen in Section 3.6, including the possible credit functions introduced in Sec-
tion 3.5.1 for the credit graph. The methodology for the training phase of the research is
outlined in Section 3.7.1.

The training step enable this research to optimise, evaluate and discuss the values of
several parameters which include:

• Okapi BM-25 free parameters of k and b.
• Credit modifier α.
• Popularity or quality modifier β.
• Expertise modifier γ.
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3.7.1 Methodology

The training phase is modelled after an AR process – given a user query q, we need to
rank and retrieve relevant WWW resources from the collection. The user annotations on
WWW resources are used as user queries [8] which we found to be a good representation
of user queries in Section 2.4.4. The annotation terms are pre-processed with stop word
removals and also stemming to their root [98].

For each user annotation interaction i = (u, r, a, t) by user u at time t, the algorithms
try to retrieve the resource r using the user annotations a as the user query. The Mean
Reciprocal Rank (MRR) performance of the AR approaches are then evaluated.

From the collection detailed in Section 2.4.2, the cut-off date of 1st January 2012
was selected – user annotation interactions before the date is used to estimate the user
expertise and WWW resource quality through the credit graph variants. The remaining
user interactions are used to generate user queries with a total of 81, 441. This temporal
separation of the collection allows the research to model a real-world AR scenario.

Mean Reciprocal Rank (MRR)

The Mean Reciprocal Rank (MRR), a standard known-item-search evaluation measure is
used to optimise each of the explored AR approach. Higher MRR values correspond to a
better performance for retrieval. For each evaluated approach, the MMR performance is
calculated according to Function 3.21 for a sample of Q queries.

MRR =
1

Q

|Q|∑
n=1

1

Rank(r)
(3.21)

3.7.2 Optimisation of the Okapi BM-25 Parameters

The Okapi BM-25 [120] is used as the similarity measure for AR as discussed in Section
3.2.2. This research first determines the optimal values for the free parameters k and
b [98] with a parameter sweep over the training data. These values are usually set to
k1 = [1.2, 2.0] and b = 0.75 as reasonable values in absence of complex optimisation [98].
This research reports that the optimal values of the free parameters are k = 0.1 and
b = 0.1 giving a MMR performance of 0.0739 for the BM-25 retrieval on the dataset over
the MMR below 0.065 using the default values. This acts as the standard baseline for a
simple generic AR.

3.7.3 Optimisation of the Credit Modifier

The credit modifier α controls the impact of the assigned credit for each user-resource
link according to the users’ annotation relation as shown in Function 3.10 and Function
3.11. The credit modifier is optimised individually for each of the credit function variants
introduced in Section 3.5.1 in order to achieve the best performance.

The optimisation is based on the measured MRR performance for AR on the training
dataset. The optimisation process for the credit modifiers also considers the other param-
eters such as the quality or popularity modifier β via a parameter sweep. For example, the
optimisation for the temporal-ordered (Temp) credit function discussed in Section 3.5.1 is
visualised in Figure 3.7.

To the best of our knowledge, the credit modifier was not discussed in the SPEAR
algorithm [109] with the authors using a square root transformation (credit modifier value
of α = 0.5). From this finding, we saw that the best MRR performance of 0.0776 can
be obtained with a log transformation for the credit modifier instead of explored value of
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Figure 3.7: Mean Reciprocal Rank (MRR) against quality qodifiers (linear combination)
for Temporal-Ordered (Temp) credit function.

α = 0.5 by the authors [109] with several other credit modifier values outperforming the
default values suggested by the authors.

To summarise, we found that the logarithmic transformation performs the best for the
credit variants based-on the linear combination approach with varying quality modifiers
for each of the credit function variants. Such observation can be attributed to the less
skewed distribution of credit on WWW resources from the varied user interactions.

• β = 0.2 with the Popularity (Pop) credit function for a MRR performance of 0.0739.
• β = 0.7 with the Temporal-Ordered (Temp) credit function for a MRR performance

of 0.0776.
• β = 0.1 with the Similarity (Sim) credit function for a MRR performance of 0.0739.

3.7.4 Optimisation of the QualityBM25 Parameters

The inferred WWW resource quality Quality(r) can be incorporated into AR as discussed
in Section 3.6.3 – through a linear combination (Function 3.18) or a product combination
(Function 3.19) with the Okapi BM-25 similarity measure. Following the optimisation
of the free parameter in Section 3.7.2, we set the values of k = 0.1, and b = 0.1 in the
optimisation of this QualityBM25 approach. The choice of credit modifier is set to the
optimal logarithmic transformation from the findings in Section 3.7.3.

The baseline here is the approach with only the similarity measure from the Okapi BM-
25 between the user query terms and the user annotations of WWW resources without
any quality aggregation i.e. when the value of the credit modifier β = 0 in the linear
combination. The results for the quality modifier optimisation with the linear combination
aggregation are as plotted in Figure 3.8.

We also evaluate the performance of the product combination between the similarity
measure and inferred WWW resource quality in Figure 3.9. As discussed earlier, the
product combination requires both the similarity measure and the WWW resource quality
to be accurate as a direct influence towards the ranking.

In both the linear and product combination for similarity measure with inferred WWW
resource quality, we observe the temporal-ordered credit variant (Temp) to be the best



44 CHAPTER 3. AR WITH USER EXPERTISE AND INFORMATION QUALITY

0 0.2 0.4 0.6 0.8 1
0.02

0.03

0.04

0.05

0.06

0.07

0.08

Quality Modifier (Linear)

M
ea

n 
R

ec
ip

ro
ca

l R
an

k 
(M

R
R

)

 

 

Temporal−ordered (Temp) credit function

Popularity (Pop) credit function

Cosine Similarity (Sim) credit function

Figure 3.8: Mean Reciprocal Rank (MRR) against quality modifiers (linear combination)
for credit functions.

performing variant at different values of quality modifiers. This observation is discussed
further in the following Section 3.7.6 and 3.7.7.

3.7.5 Analysis: Baseline Okapi BM-25 vs QualityBM25 and Variants

Following the optimisation performed in the earlier sections, we analyse the impact in
the addition of inferred WWW resource quality towards annotation-based retrieval. Our
findings include:

• From the linear combination as seen in Figure 3.8, the MRR performance increases
with the inclusion of the inferred WWW resource quality using the temporal-ordered
credit variant – from 0.0739 (baseline without any quality) to 0.0776 when β =
0.7 (quality is dominant). The other credit function variants however recorded a
performance drop when the quality modifier increases (resource quality being more
dominant over the similarity measure). Overall, there is a positive impact for the
estimated resource quality obtained through the credit graph approach with the
Temp credit function variant on annotation-based retrieval performance over the
baseline similarity measure of BM-25 only.

• For the product combination approach to QualityBM25, we again observe that the
Temp credit function is the only credit function which performs above the BM-25
baseline. At the optimal quality modifier of β = 0.1, it performs at a MRR of 0.0773
above the baseline of 0.0739 by 4.6% indicating that Temp credit function is suitable
in the estimation of resource document quality over the other credit functions.

3.7.6 Analysis: Temporal Information and Interaction Content

As seen from the findings in both Figure 3.8 and Figure 3.9, the Temporal-oredered (Temp)
credit function outperforms the popularity-based (Pop) credit function and the Cosine-
Similarity (Sim) credit function at their optimal point. This finding can be interpreted
that:

• The count and/or the order of user interactions with resources are sufficient in esti-
mating WWW resource quality. We saw the performance of the linear combination
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Figure 3.9: Mean Reciprocal Rank (MRR) against quality modifiers (product combination)
for credit functions.

in Figure 3.8 for both the Temp and Pop credit functions when the influence of
quality increases. This content-agnostic estimation of credit through the temporal
feature is efficient without the need to process the annotation term similarity.

• The Sim credit function is however more stable when the impact of the similarity
measure between user query and user annotations of WWW resources is reduced as
seen in Figure 3.9. Besides that, it is able to outperform the Pop credit function in
the product combination while remaining competitive in the linear combination.

• The Temp credit function outperforms the Pop credit function in both combinations
by a notable margin. This suggests the need to differentiate user interactions de-
spite them having interacted with the same WWW resource. Our findings here in
fact support the proposed Discoverer-Follower concept of the SPEAR algorithm in
Section 3.4.

3.7.7 Analysis: Temporal Ordering of User Interactions

Following the findings in the improved performance with the Temp credit function over
the other credit function, this research asks the following question – Does the temporal
ordering of user interactions based on the Discoverer-Follower concept matter?

To answer this question, we introduced a new temporal-ordered variant in Function
3.22. This is the reversed temporal-order (-Temp) variant where the late followers are
rewarded with more credit over the early discoverers. Our observations found that this
variant significantly reduce the AR performance with values below the baseline. This vali-
dates the significance of the discoverer-follower concept proposed by the SPEAR algorithm
[109] and used in the Credit Graph.

CreditTemp(ix) = |{i ∈ I|Time(i) < Time(ix)}| (3.22)

3.7.8 Optimisation of the ExpertiseBM25

The research proposed a novel new approach to AR with user expertise, the ExpertiseBM25
approach detailed in Section 3.6.4. Here, the estimated user expertise of the annotators is
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Figure 3.10: Mean Reciprocal Rank (MRR) against quality modifiers for Temporal-
Ordered (Temp) credit function with ExpertiseBM25 for annotation weights and Qual-
ityBM25 for document scores.

used to score or weight annotation terms (see Equation 3.20) instead of the commonly used
frequency [98]. We present our preliminary training evaluation and optimisation in Figure
3.10; using the best performing Temp credit function, linear combination and parameters
from QualityBM25 discussed earlier.

We observe that the ExpertiseBM25 performs the best without the influence of inferred
WWW resource quality from the credit graph when β = 0. On the other hand, scaling
the impact of the estimated user expertise up by increasing the value of γ does improve
AR performance. We explore and analyse this further in Section 3.7.9.

3.7.9 Analysis: Term Weights with User Expertise

From earlier findings, we saw an increase in MRR performance as the expertise modifier
γ increases. In Figure 3.11 we looked to discover the optimal expertise modifier value and
found this value to be when γ = 191624 before a dip in MRR performance.

This value is found to be the same as the number of users in the training collec-
tion for the credit graph, a total of 191, 624 users. Recall that the user expertise value
Expertise(u) is normalised at each iteration of the algorithm (see Function 3.9), resulting
in the average expertise value of 1

|U | = 1
191624 . Thus, the expertise modifier of γ = 191624

will result in an average user expertise of 1 which is the same as the term frequency of
1 during retrieval. This supports the optimal expertise modifier γ value observed in our
optimisation.

3.7.10 Analysis: Baseline Okapi BM-25 vs Expertise

By using the user expertise of the annotations in the similarity measure instead of the
term frequency, the score of annotation terms are redistributed – higher score for user
annotations which better describe the WWW resources. This significantly reduces the
noise of bad descriptors and also the unwanted personalised terms from users of lower
expertise. Instead, the annotation terms from expert users are used to more reliably
describe the WWW resources.
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Figure 3.11: Mean Reciprocal Rank (MRR) against expertise modifiers for Temporal-
Ordered (Temp) credit function.

Consider a possible scenario below: A WWW resource about basketball annotated
by two users - an expert (Expertise(ux) = 0.00001) with annotations ‘Basketball, NBA,
Sport’ and a non-expert Expertise(uy) = 0.000001 with annotations ‘Game, Ball’. Using
γ = 191624, the terms annotated by ux will receive a weight of 1.916 (weighted according
to the expertise of the annotator) which is close to 2 whereas the terms annotated by uy
will receive a weight of 0.191624. We can see that the annotations contributed by user ux
is more meaningful and thus will better describe the WWW resource when a basketball
related query is given.

With that, we can deduce from our findings that the ExpertiseBM25 approach would
outperform the baseline Okapi BM-25 measure drastically with a MRR performance of
0.1487 against 0.0739 of the baseline. This is an improvement of over 200%. With this
finding, we conclude that the users of higher authority (expertise) are able to describe
WWW resources better and directly contribute to improved annotation-based retrieval.

3.7.11 Overall Result: Popularity vs Quality or Expertise

Taking the best performance of every AR approach discussed in Section 3.6 and their
variants, the AR performance can be summarised in table 3.1.

Approach MRR Statistical
Significance over

Baseline (P-value)

Baseline Okapi BM-25 0.074 Baseline

PopularityBM25, β = 0.1 0.076 0.028

QualityBM25 (Temp), β = 0.7 0.078 8.34e-06

ExpertiseBM25 (Temp), γ = 191624 0.156 2.2e-16

Table 3.1: Annotation-based retrieval (AR) performance: Mean Reciprocal Rank (MMR)
with statistical significance.

We observe that while the popularity approach (PopularityBM25) outperforms the
baseline where popular WWW resources are given higher ranks during retrieval, it still
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performs below the proposed QualityBM25 and ExpertiseBM25. A possible reasoning
for this is that popular WWW resources that are with high amount of user interactions
are interacted by a wider range of users – possibly more non-expert users than expert
users. These non-expert users may not describe the WWW resource well for AR. The
QualityBM25 takes this into account where the inferred WWW resource quality takes
into account the expertise of the users who have interacted with the WWW resource; and
the measure do differ from that of popularity as seen in Section 3.4.4.

On the other hand, the ExpertiseBM25 approach is able to rank less popular WWW
resources higher if the resources are of high authority; signalled by the experts who interact
with the resources themselves. These resources of higher quality could be discovered and
retrieved easier during retrieval. Thus, from the findings here, this research suggests for
the proposed approaches to be used for AR to better meet the information need of the
users better.

3.8 Annotation-Based Retrieval: Testing Phase

Following the optimisation performed in the training phase, this research evaluates the
annotation retrieval performance of the proposed approaches introduced in Section 3.6.
We outline the evaluation methodology and then discuss our findings.

3.8.1 Methodology

The Delicious dataset from Section 2.4.2 is used as the corpus collected for AR with the
AR algorithms discussed earlier. Each approach is optimised according to the findings
from the training phase in Section 3.7 for comparison.

100 user queries were randomly selected from the set of overlapping queries discussed
in Section 2.4.4 without any edits in order to emulate real world user queries for AR. The
queries were pre-processed for cleaning such as stop words removal and then stemmed to
their root terms. Example of the queries explored include:

• ‘health and fitness’
• ‘job search’
• ‘teaching resources’

For each query, WWW resources on the corpus are scored and ranked according to the
optimal AR algorithms explored. These retrieved resources are then manually evaluated
according to their relevance to the user queries as binary yes-no [98].

Precision Measure

The precision measure as shown in Function 3.23 is used as the evaluation measure for AR
algorithms. Here, we looked at the precision up to 10 results Precious@10 as users are
unlikely to look at search results beyond the first page [13]. The Precious@10 denotes the
fraction of retrieved resources that are relevant in a ranked list (created with the explored
AR algorithms) with the 10 best WWW resources for a given user query.

Precision =
|RelevantResource ∩RetrievedResource|

|RetrievedResource|
(3.23)

The precision measure used for the evaluation here is different from the MRR measure
used for the training phase in Section 3.7.1. Unlike the training phase where we attempt
to retrieve the WWW resources that a user has annotated using that user annotation
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as the query; we are using new real world queries2 which could result in multiple rele-
vant resources. Therefore, the precision measure is a more appropriate measure for our
evaluation than MRR.

3.8.2 Results and Discussion

The AR performance for the explored algorithms are presented in Table 3.2 – using the
Precious@10 measure, accompanied with a statistical significance of the results using the
Paired-2-Sample T-Test with α = 0.05, comparing the retrieval performance of the same
query on the same collection.

Approach Average Statistical
(Optimized) Precision@10 Significance over

(±Stderr) Baseline (P-value)

Baseline 0.706 (±0.023) Baseline
Okapi BM-25

PopularityBM25 0.717 (±0.022) 0.092

QualityBM25 0.732 (±0.023) 0.010

ExpertiseBM25 0.754 (±0.021) 2.802E-06

Table 3.2: Annotation-based Retrieval: Precision@10 with Statistical Significance.

It can be observed that all the explored AR approaches are competitive amongst
themselves with the ExpertiseBM25 approach as the best performer. All of the additional
proposed enhancements such as the WWW resource popularity, WWW resource quality
and estimated user expertise do improve the AR performance over the baseline Okapi
BM-25 approach. This finding is consistent with the observation in the training phase
(Section 3.7).

3.8.3 Analysis: Popularity Enhancements

By incorporating the WWW resource popularity into retrieval, it is possible to improve the
AR performance as the popular WWW resources are often desired by the users [140]. We
note that the PopularityBM25 only perform marginally better than the baseline BM25,
unlike during the training. The performance increase is not significant. This could be due
the wrongly inflated scores for popular WWW resources that are of lower relevance to the
user queries.

3.8.4 Analysis: Quality Enhancements

Similarly, the QualityBM25 does outperform the baseline Okapi BM-25 approach and the
PopularityBM25 approach. The inferred WWW resource quality from the credit graph
algorithm can better identify WWW resources to meet the information need of the users
better. We saw in Section 3.4.4 that the calculated popularity and the inferred quality
measure of WWW resources are different, but the finding here supported the notion that
the inferred quality measure could better meet the information need of the users. In
fact, we saw that the optimal QualityBM25 measure is achieved when the quality inferred
WWW resource quality is dominant with the quality modifier at β = 0.7.

2From TREC One Million Query 2009.
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3.8.5 Analysis: Expertise Enhancements

From Table 3.2, we observe that ExpertiseBM25 is the best performing approach to AR.
This performance is statistically significant over the baseline Okapi BM-25 algorithm while
outperforming the other approach by a comfortable margin.

The ExpertiseBM25 approach incorporated the estimated user expertise directly into
the similarity measure by having the user expertise weight the annotation terms instead
of frequency-based weights. As user annotation terms are used as descriptors for WWW
resources, weighing these annotations according to the expertise of annotators improves the
similarity measure as it is now able to better judge the content of a WWW resource – expert
users are better at describing content than non-expert users. Thus, WWW resources
with higher relevance to the user queries can be ranked higher through the improved
similarity measure. On the other hand, the other approaches such as PopularityBM25
and QualityBM25 are held back by the frequency-based similarity measure.

Besides, the ExpertiseBM25 indirectly incorporates the QualityBM25 strength as high
quality WWW resources have a high number of expert user interactions. This is reflected
during the similarity measure where the higher annotation term weights from expert users
increases the relevance score of these WWW resources.

3.9 Conclusion

We investigated the annotation-based retrieval (AR) for WWW resources. In AR, the
wisdom of the crowd is leveraged on through user annotations which has the information
potential (Section 2.2) to describe and categorise WWW resources on collaborative tag-
ging (CT) platforms. This enables the content-agnostic retrieval of diverse, complex and
unstructured WWW resources as user annotations are representative of user queries (see
Section 2.4.4). As user annotations are user-generated however they could be unreliable
as discussed in 1.3. Instead of changing how AR works through complex algorithms, this
research aims to improve the information quality of user annotations for AR and evaluate
the possible improvements.

This research looks to estimate the expertise of users on CT platforms; and then use
the estimated user expertise to better infer the information quality of their annotations.
A Credit Graph model is proposed in Section 3.5, inspired by the Spamming-Resistant
Expertise Analysis and Ranking (SPEAR) algorithm [109]. Our contribution here is the
introduction and study of possible features for user expertise estimation through credit
functions in Section 3.5.1. A by-product from our effort is the inferred quality of WWW
resources as well. This research then incorporates all of these measures into AR – which
to the best of our knowledge, there is no other works that explore such addition for AR.

The finding from the training phase in Section 3.7 provided our research with a few
insights. Firstly, the addition of information quality measure and user expertise estimates
into simple similarity measures like the Okapi BM-25 [98, 120] do improve AR performance.
The inferred quality of WWW resources can help identify relevant WWW resources to
meet the information need of the user better, even when compared to popular WWW
resources as these measures do differ (see Section 3.4.4).

On the other hand, the user expertise is directly used to adjust the weights of an-
notation terms during retrieval instead of the commonly used term frequency as not all
annotations are the same – where annotations of expert users are given a higher weight
when compared to non-expert users. This answered our research questions detailed in
Section 3.1 if expert users are able to describe or categorise WWW resources better.

The improved AR performance supports our explored approaches for the content-
agnostic estimation of user expertise where CT features can be leveraged on instead of
processing the user annotations themselves. We found that the temporal-ordering of user
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interactions does provide a strong signal for user authority, over the popular of the WWW
resource that they have interacted with or even the more complex processing for the agree-
ment checking in user annotations with the community. Indirectly, our work here validates
the Discoverer-Follow concept by the authors of the SPEAR algorithm discussed in Section
3.4.1. While this research found no improvement in the estimation of user expertise with
the additional information from the content processing of user annotations, we believe
that there is a potential in processing these information for the further enhancement such
as topic models. Finally, we discover that the user expertise values should be normalised
to a total average of 1 as we optimise the proposed ExpertiseBM25 approach.

The findings from the testing phase in Section 3.8 are consistent with the findings from
the training phase. We saw the positive impact from the proposed WWW resource quality
and user expertise measures towards AR over the baseline approaches.

It can be concluded that (1) it is possible to estimate the user expertise on CT platforms
through content-agnostic means; (2) the information quality of user annotations on CT
platforms can be inferred through the expertise of the users; and (3) expert users are able
to better describe and categorise WWW resources. The results from our early research
here motivates further work into the estimation of user expertise on other user-generated
content (UGC) platforms such as community question-answering (CQA) platforms in Part
II and content aggregation (CA) platforms in Part III of the thesis.
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Part II

Community Question-Answering
(CQA)
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Chapter 4

Retrieval on Community
Question-Answering (CQA)

Community Question-Answering (CQA) platforms enable the users to perform informa-
tion retrieval (IR) with natural language questions instead of query keywords; thereby
allowing them to meet information need that could not otherwise be satisfied by tradi-
tional search-based IR [95]. It is a user-generated content (UGC) platform where it is the
users as answerers that create and contribute information as a response to the questioner’s
information need. The known CQA platforms on the World Wide Web (WWW) include:

• Quora1

• Stack Overflow2 and the Stack Exchange3 network
• Yahoo! Answers4

CQA leverages the inherent wisdom of the crowd (WoTC) to retrieve quality infor-
mation from expert users amongst its community. Alternatively, since many users desire
answers that are similar to that of previously answered questions, CQA platforms can
also act as an excellent source of knowledge where traditional IR approaches are used to
retrieve from the CQA archive [27, 68, 159]. These two distinct approaches are currently
the commonly used approaches to IR on CQA platforms. The information potential of
user questions and answers on CQA platforms are discussed further in Section 4.2.

The emergence of CQA platforms on the WWW can be attributed to the willingness
of its users and the community to share their knowledge on the platform for the learning
of others [159]. Despite the anonymity of the users, the contributors on CQA platforms
[82, 84] include the expert users who are identified relative to the other users [113]. These
expert contributors do differ from the average users [101] but it should be noted that active
users regardless of their expertise are the main driving force of CQA platforms through
their generated content [95].

In this Section 4.1, we first outline the general structure and representation of a CQA
platform – the users with their generated questions or answers; and the user votes that
moderate the content. Previously, there have been numerous attempts to infer the quality
of user answers directly as discussed in Section 4.2.3. Alternatively, this research suggests
that answer quality can be inferred from the expertise of the answerer. Thus, in Section
4.3, we discuss and explore the past literatures and attempts in the estimation of user
expertise that have been applied for expert search [163].

1http://www.quora.com/
2http://stackoverflow.com/
3https://stackexchange.com/
4http://answers.yahoo.com/
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We then proceed to obtain and study a previously used CQA dataset in Section 4.4.1
– the Chiebukuro Data (2nd edition)5 that has been provided by the National Institute
of Informatics by Yahoo Japan Corporation. The first edition of the dataset was used for
the evaluation of Liu et al’s research [95]. This dataset (the 2nd edition) is used later in
Chapter 5 and Chapter 6 to evaluate the performance of our proposed approaches for the
estimation of user expertise and answer quality.

4.1 Structure and Representation

Contents on CQA platforms are usually based on the questions asked by the users of the
platform. Each question is accompanied by a list of answers (zero or more), contributed
by other users in their attempt to meet the information need of the questioner. Some CQA
platforms are more specialised such as StackOverflow for coding based question; whereas
other CQA platforms are more general with questions organised according to their topics
such as a question (stated with natural language) on Quora shown in Figure 4.1.

Thus, a CQA platform is generally consist of a community of users who are able to
state their information need as natural language questions. Each question retrieves a
set of answers produced by answerers in their attempt to solve the problem or meet the
information need of the questioner. Many of the modern CQA platforms allow the both
questions and answers on the platform to be voted – positive up-vote if the content is good
and negative down-vote otherwise. The best answer in a question is inferred to meet the
information need of the questioner [18] or as the gold standard [159], determined according
to the highest vote or selected by the questioner himself/ herself [95].

The structure of a CQA platform with two questions can be visualised as shown in
Figure 4.2. Relationships between the user, the question and the answer entity can be
represented with a graph structure. In the following subsections, we discuss each CQA
platform entity.

4.1.1 User

The users of CQA platforms U are important, playing the role of questioners, answerers or
both. The relations between CQA users are based on their question-answering interactions
on the platform. As questioners, users submit questions on the platform and other users
respond to the question with answers. For each question, a user can only play a single
role (questioner or answerer but not both).

The types of user roles on CQA platforms can be better understood in terms of the
bow tie structure [21] of the users connection graph as illustrated in Figure 4.3 with the
following components adapted for CQA platforms [158]:

• Core or the Strongly Connected Component (SCC). The core of CQA platforms are
its users who play both roles as questioners and answerers. The users are strongly
connected, often asking and answering questions amongst themselves. Studies on a
JAVA forum found this component to be small with only 12.3% of the users [158].
We regard these users as active users who contribute large amounts of content on
the platform and thus are our utmost priority for the estimation of user expertise.

• In. Users in this component usually play the questioner role. Their questions are
answered by other users especially users who are placed in the core. Unlike the
WWW, over half (54.9%) of the CQA platform users are here – telling us that there

5http://www.nii.ac.jp/cscenter/idr/en/yahoo/chiebkr2/
Y chiebukuro.html
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Figure 4.1: A screenshot of a natural language question asked on Quora. This is regarded
as a question thread. Web page visited on 27th November 2017.

is a large need for answers and these answers are usually provided by the core users
of the platform.

• Out. Users of the out component usually only the role of answerers. They would
usually answer question by users in the core or the tube. We can assume these users
to be expert contributors where they exist to meet the information need of other
users without the need to gain knowledge from the other users via questions. These
users are few by nature (only 13.0% of users) and further exploration found these
users to be extremely active in answering questions.

• Tendril. Here, the users would answer the question by users from the in component
only and thus is not connected to another user component. They made up around
17.5% of the community and can be regarded to be of low activity with little answers
contributed.

• Tube. Users in the tube component are questioners who have their questions answered
by the answerers of the out component and not by any other user. Only 0.4% of the
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Figure 4.2: Example of a CQA structure with two question thread.
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Figure 4.3: The Bow Tie structure.

users are found in this component [158] with their questions not answered by the
core community. This can be due to the difficulty of their questions.

• Disconnect. The remaining 1.9% of CQA users are disconnected. These users are
questioners where their questions are not answered by any other users of the plat-
form, possibly due to – (1) badly asked questions; (2) difficult questions; (3) repeated
questions which have been answered before; or (4) spam.

The CQA community is similar to that of other UGC platforms with a skewed distri-
bution of user activity. There is a small amount of extreme active answerers with a high
amount of answers whereas the other answerers only produce a few answers [158]. The
same observation can be made for questioners.

User Expertise

The answerers on CQA platforms tend to answer questions that are asked by questioners
of lower expertise with the top answerers having a adequate expertise to answer everyone’s
question [158]. This question-answering dynamic relies on the following assumptions about
the users:
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• A user answers the questions of other users according to his/ her own capabilities
and expertise.
• A user knows the topic well if that user answers a lot of questions about the topic.

We however note that there is an exception for trolls and spammers with their low
community presence.
• A user knows the topic well if that user helps a large number of users for the topic.

This research aims to estimate the expertise of CQA users Expertise(U) as a quan-
titative measure for users as described in Definition 5. Users of higher expertise have the
higher odds to produce content of information quality [93, 113]. As a relative measure,
the user expertise enables the comparison between users for the following:

• Re-ranking user answers within a question to better meet the information need of
the questioner. As a relative measure, a user of higher expertise would produce
answers that are of higher information quality than that of another user of lower
expertise [18]. Thus, we can suggest the best answer to the questioner with greater
confidence.

• Identifying the expert users within the CQA community. Expert users could be
encouraged to produce more high quality content on the platform [101]. Besides
that, the identified experts could be directed to help questioners [93, 154] within
their expertise level such as answering a difficult question that otherwise could not
be answered or even discovered by other users.

4.1.2 Question

On CQA platforms, the questioners state their information needs with natural language as
user questions [27, 95] instead of keyword-based queries. Upon submission, the question
acts as a thread for a collection of answers by answerers in response to the question. Often
on CQA platforms, the questions are organised according to the topic of the question which
is selected the questioner himself/ herself [95] or determined automatically by the CQA
platform using a topic model [159]. This collection of answers for each question can be
beneficial to the other users who seek the same information as the questioners in future
retrieval. The classification of questions for question similarity can benefit future retrieval
tasks as discussed later in Section 4.2.2.

Definition 11 (Question). User query stated with natural language [27, 95].

4.1.3 Answer

Answerers generate answers in their attempt to meet the information need of the ques-
tioners. Answers of high information quality are able to meet the information need of the
questioners [159] as low quality answers are not able to do so [68]. We discuss the infor-
mation quality of answers further in Section 4.2.3 and show how we can infer it according
to the expertise of the answerers in Chapter 5 and Chapter 6.

As user-generated content, any user is able to play the answerer’s role, and not all
questions on CQA platforms are answered as discussed in Section 4.1.1. The information
quality of user answers does vary [68, 124] for each question; with up to 30% of the answers
in a question thread being unwanted [124].

4.1.4 Votes

A challenge for UGC platforms is the large amount of unstructured content and the un-
moderated nature of UGC content as discussed in Section 1.3. Thus, UGC platforms
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including CQA platforms rely on its community for content moderation [9]. Many of the
CQA platforms of today allow its users to collectively place votes on user questions and
answers as a measure of content quality [159]. These votes help the other users to identify
which question to respond to or which answers to trust [68]. Later in Chapter 5 and
Chapter 6, we shall look into how user votes can be used as signals for the estimation of
user expertise.

Definition 12 (User Vote). User’s judgement on the quality or contribution of a particular
content [9].

4.2 Information Potential of Questions and Answers

User questions and answers on CQA platforms contain vast amounts of content – generated
by a large community of users. This UGC has the information potential to meet the
information needs of its users as well as other non-participating users as discussed in the
following sections.

4.2.1 Generation of New Information

Unlike traditional IR which retrieves content from a corpus such as a crawl of the WWW,
users as questioners on CQA platforms play an important role in seeding the generation of
new content. Questions on CQA platforms encourage new information to be generated by
the answerers – which can then also be made available or retrievable through traditional
keyword-based search [95]. For example, many developers turn to Stack Overflow [9, 81]
for debugging new problems or bugs faced during development. Many of these new answers
that help the questioners could then be retrieved in the future by other users who faced
similar issues, leading us to the following discussion in Section 4.2.2.

4.2.2 Question Similarity

CQA platforms are rich repositories of information [159] suitable for retrieval especially
when users seek information similar to a previously answered question. In CQA plat-
forms, users state their queries as questions [95]; thus, meaningful information as valuable
knowledge can be mined from the CQA platforms by seeking similar questions and then
retrieving the answers of these questions for the users’ consumption [26, 67, 153].

Often, the literature on CQA platforms attempts to measure the similarity of user
questions – to organise and cluster similar questions together [27]; or to retrieve questions
[159] for their answers. It is a known challenge that classic similarity measures such as
the Okapi BM-25 [120] is not suitable to measure the similarity between questions due to
the type of natural language used by the questioners [27]. Synonyms in natural language
mean that there are few common terms between similar questions for language models
[159].

Resulting from the lexical gap [67] that is problematic for similarity measures in tradi-
tional information retrieval models [159], much of the previous works focus on the similarity
in the category of questions and answers [27, 79, 157]. The categorisation of questions and
answers are usually based on topic models [157], often through supervised learning [159].
Alternatively, language translation models can be trained [153] and further enhanced with
topic models [69] such as the latent topics from the Latent Dirichlet Allocation (LDA)
[22]. Modern approaches to bridging the lexical gap also often leverage on the metadata
of questions and answers [157, 159].
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4.2.3 Answer Quality

Like many other UGC platforms, content on CQA platforms is often unmoderated by
experts. This results in contents of varying quality on the platform which directly affects
the performance of tasks such as information retrieval (through question similarity for
example) that aims to leverage the knowledge on CQA platforms. The knowledge or
meaningful information on CQA platforms is predominantly obtained from the answers
that respond to questions; thus, answers with high information quality are desirable [159].
Similar question can be identified to leverage on the previously generated knowledge.

Studies have shown however that there is a large variance in answer quality on CQA
platforms [6, 68, 124] ranging from meaningful information (knowledge) to fake answers,
spam or noise. This can be attributed to the diverse user community as the main contribu-
tor of answers – with each user having different expertise and reliability [93]. As discussed
in Section 4.1.1 however, there is a high number of users with low expertise [158] which
results in a large portion of low quality answers [6] up to 30% [124] which further results
in a reduction of knowledge density on CQA platforms.

Following such findings, work has been done to estimate the information quality of
answers on CQA platforms [6, 32, 68, 96]. The authors aimed to identify low quality
answers for filtering [68], while high quality answers are instead promoted during retrieval
[136]. The improved estimate of answer quality can also be applied to improve information
management and knowledge curation by forming valuable best question-answer pairs.

The approach of choice for the estimation of answer quality is through the metadata
of the answers on CQA platforms as it is hard to process unstructured UGC content.
For example, the best answer in a question can be known if CQA platforms allow the
questioner to award the best answer [159] or by extracting the answer with the highest
user votes upon stability being reached [68]. The extracted metadata features can be
extracted to train answer quality models [128] or classifiers [6] to recognise good answers
and predict the best answers.

These approaches do however suffer from the cold-start problem [127, 161] in the
estimation of answer quality – for the user votes to stabilise as some answers are new
(termed as cold) or for the questioner to attempt all of the answers in order to know what
is the best answer. In our study of a CQA dataset in Section 4.4.7, we observe that it
takes a several days for the questioners to identify the best answer. Thus later in Section
4.3, we explore how the estimation of user expertise can lead to good prediction of answer
quality which overcomes the cold start problem.

Definition 13 (Cold Start Problem). A situation where insufficient evidence has been
obtained to ascertain the quality or topic of a new content or entity.

4.3 Estimation of User Expertise

The content on CQA platforms, both questions and answers are generated by the users
of the platform playing the role of either the questioner or the answerer. As the expertise
and reliability of each user differs [6, 68], the content generated by these users also differs
in information quality especially with the uncertainty in user motivations [82, 84]. Studies
have found a correlation between user expertise and the quality of their content, allowing
for the calculation of the latter to be based on the former [18].

Expert users are more likely to contribute good content on CQA platforms, thus they
are valuable in providing answers that meet the information needs of the questioners [113].
Besides that, the experts on CQA platforms are often the more active contributors [101].
While non-expert or users of lower expertise can be active as well, they tend to display a
higher frequency in asking questions than answering them [158] – making them valuable as
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a catalyst for new content to be generated. While we discussed the estimation of answer
quality that has been written in Section 4.2.3; this section discusses the estimation of
user expertise that would allow information systems to predict the information quality of
answers which would in turn overcome the cold-start problem in user voting.

The expertise of CQA users can be estimated from their interactions with the platform
[95, 154]. Simple approaches can be employed with basis statistics [18] such as:

• The count or ratio of questions asked.
• The number of answers contributed.
• The number of awards received such as the best answer award from the questioner.
• The number of votes received by the user from the community’s long review.

In fact, such simple approaches to user expertise estimation can outperform more
complicated approaches [18, 158] such as the graph-based approaches of the HITS algo-
rithm [80] which we explore further in Chapter 5. Alternatively, the knowledge of the
questioner-answerer relation enables direct comparison between user interactions such as
pairwise comparison approaches [95] to build complex networks between users [10].

Much work has been done in the field of expert search and discovery – largely in the
task of identifying and profiling [163] knowledgeable people for a given domain [34] within
the CQA platform [93] or the user’s social network [6]. Such approaches can be applied
to overcome the poor expertise matching between the question and the answerer’s domain
or ability as it could route the questions to suitable experts [93, 154]. Expert search and
discovery is a crucial component to improve knowledge creation by expert users on CQA
platforms for future information retrieval tasks which we would also discuss in Chapter 5
and Chapter 6.

4.3.1 Simple Approaches

It is possible to estimate the expertise of CQA platform users using relatively simple
measures. Despite the simplicity of the approaches, they are competitive in performance
with other more complicated approaches such as graph-based approaches [158].

Traditional Information-Retrieval (IR)

The estimation of user expertise is often treated as an information retrieval task commonly
known as expert search. User questioners are interpreted as user queries to search for the
other users who best match the questions – according to their constructed user profiles
[24, 38]. These user profiles are built by analysing mined user interactions on the platform
particularly the content created by the users themselves. The users are then ranked based
on the similarity between the questions and the user profiles [163]. Similarly, it is possible
to retrieve similar answers by the similar users.

Z-Index

The Z-Index approach to scoring user expertise [158] is a simple approach that is able
to outperform some complex graph-based algorithms and be competitive with the others
[23]. The Z-Index considers how many times more a user answers questions than asking
them. The Z-Index is based on the assumptions that:

• A user answers the questions of other users according to the user’s ability. This
ability corresponds to the user’s expertise.

• A user knows the domain well if that user answers a lot of questions in the domain –
with the exception of trolls and spammers. Thus, the Z-Index may perform poorly
for platforms with high number of malicious users.
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• Novice users tend to ask a lot of questions. When compared to expert users in the
same domain, they have a higher probability to be asking questions. On the other
hand, expert users within a domain have a high tendency to answer questions from
the same domain.

• The expertise of an answerer is usually higher than the expertise of the questioner.
The probability of this being the case increases as the answerer’s answer gains more
votes or if the answer is selected by the questioner to be the best answer for the
question.

The Z-Index is suitable as a baseline approach for user expertise estimation due to the
assumption that a random user is just as likely to ask a question as to answer one. It then
calculates the number of standard deviations that the user’s answer count lies above the
expected value as described in Function 4.1.

Z-Index(u) =
|Answer(u)| − |Question(u)|√
|Answer(u)|+ |Question(u)|

(4.1)

where |Question(u)| denotes the number of times the user u has asked a question and
Answer(u) denotes the number answers contributed by user u.

Vote Scores

Modern day CQA platforms allow users to place votes on questions or answers or both.
These votes can be regarded as the community’s long-term review of content [9] which
can then be mined as a judgement of question and answer quality. Noting this character-
istic, the user votes can then be used to as a signal regarding the user’s contribution for
estimating user expertise (e.g. by normalising or averaging user vote count for each user
[95]).

Best Answer

A question thread can have one or more answers submitted by answerers. From these
answers, many of the current CQA platforms are then able to determine the best answer
after a period of time either from user votes or through selection by the questioners
themselves (in the case of the Yahoo! Chiebukuro dataset) [95]. The best answers can
then be used to estimate the user expertise score [18] by ranking users based on the number
of best answers contributed. Alternatively, a best answer ratio for each user can be used
effectively as a feature to predict the answer quality of answers contributed by that user
[6, 68, 96]. The best answer approach is suitable for estimating the expertise of inactive
users though outperformed by the state-of-the-art approaches in other cases [95].

4.3.2 Graph-based Approaches

Graph-based approaches have been successful in estimating the authority of entities such as
the authority of web pages [80, 112]. The same concept can be applied for the authority of
users as user expertise with the concept of peer assessments [158] through user interactions
such as explicit question-answering relations. In the graph approach, the estimated user
expertise of a user corresponds to the fraction of time a random walker would spend
visiting that user as the walker iteratively follows the user interaction links from one user
to another.

In the graph model, users are represented as nodes with directed edges from the ques-
tioner to the answerers in question threads [95]. The questioner acts as the hub to de-
termine the answerers’ authority [158] based on the mutual reinforcement between user
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expertise and answer quality [16]. Many of the previous approaches however rely on the
assumption that all answers are of equal quality. Once the user-user links are formed in
the graph representation of CQA platforms, the users’ expertise score are then propa-
gated until convergence by successive iterations [76] when the score difference is below a
set tolerance factor [112].

The earliest works on user expertise estimation with graph-based approaches focus on
user emails through the discovery that the structure of links between users do contain
more information than the content alone [24, 38]. This is a content-agnostic approach to
user expertise estimation without the need to process the content of the user emails in
order to generate the user profiles. Since then, graph-based approaches have been used
for the estimation of user expertise such as the ExpertiseRank [158], slightly improved
ExpertRank [70] from 2009 and the more recent 2013 version of ExpertRank [23]; each
improving several disadvantages that are often associated with the graph-based approaches
that will be discussed later in Section 4.3.2.

These newer graph-based approaches rebuke earlier findings of being outperformed by
simpler approaches to user expertise estimation [158]; possibly due to the following reasons
[10]:

• Different dataset behaviours and rule models.
• Improved evaluation methodology which we follow closely in this research.

Challenges for Graph-based Approaches

Graph-based algorithms faced several challenges when adapted for the estimation of user
expertise on CQA platforms [23] which we attempt to address in the proposed Credit
Graph approach to be discussed in Chapter 5. These challenges include:

• The assumption of transitivity between users (questioner-answerer) may not be valid
due to the diversity in user domains, topics or categories. These domains could
overlap for the answerers making the authority measure inaccurate.

• The quality of user content is not accounted for in the graph links of graph-based al-
gorithms which would then directly affect the propagation of authority. For example,
user-user graphs with links from the questioner to the answerer are built by treating
all user answers to be the same [158]. We attempt to overcome this challenge by
incorporating credit functions from Section 3.5.1, adapted for CQA platforms.

• The questioner-answerer (user-user) graph does not share the same intuition with
citations or web page reference links used in successful traditional graph algorithms
like PageRank [112]. Answerers can answer any questions regardless of their expertise
and most systems do not allow the questioners to select the best answerers [158].
Thus, the propagation of authority is not precise.

• Unlike hyperlinks between web pages, there are often more than a single link be-
tween two users because there can be more than one questioner-answerer relationship
between the two. These links can all be of different quality, weight or value.

Questioner-Answerer Graph

Responding to one of the challenges discussed earlier, the ExpertRank [23] approach mod-
els the multi-interaction between users and their questioner-answerer relations by aggre-
gating the links with a concept called QFactor. The QFactor attempts to capture the
familiarity between users in answering each other’s questions using CQA features such
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as answer votes, question-answer similarity and answer ranks (through learning to rank
approaches). This factor is then used to weight or score user-user links.

Alternatively, the questioner-answerer links can be weighted according to the number
of questions posted by the questioner that are answered by the answerers [154]. This
approach assumes that the answerers to a questioner of high expertise tend to be users of
high expertise as well. In the works of the authors for CQARank [154], the computed user
authority is topical with the introduction of the Topic Expertise Model (TEM) where a
random surfer would consider the topical similarity between users as well. Furthermore,
the topics are also considered for the teleportation step similar to that of Topic-Sensitive
PageRank [162] where the random surfer is more likely to teleport to other users of similar
topical interest and expertise.

Answerer-Answerer Graph

Unlike the earlier graph approaches which make use of the question-answerer relation,
there are works that look to extract answerer-answerer relations for the estimation of user
expertise. If it is possible to identify the best answerer in a question thread through user
votes or questioner’s award [18, 95], then a directed link can be built from every answerer
in that question to the best answerer of the question [10]. The limitation of this approach
however is the exclusion of the questioners themselves from the constructed graph.

4.3.3 Pairwise Comparison Approaches

Pairwise comparison approaches model the question-answering interaction as a compe-
tition between the answerers of the question to best meet the information need of the
questioner. This is possible through the implicit pairwise comparison between two an-
swerers as players that is implied through their answering performance [95]. The resulting
pairwise comparisons are then used in a competitive rating system or machine learning
for the estimation of user expertise. A challenge for pairwise comparison approaches is
the higher data requirement where user-user pairs are required to model the competition
field in order to learn and estimate the user ratings as expertise scores. Thus, pairwise
competition approaches are often not suitable for CQA platforms with high numbers of
users but with low activity [95].

A landmark work for the estimation of user expertise through pairwise comparison is
the competition-based approach of Liu et al. [95]. For each question thread, the user-user
competition pairs are established between the best answerer (as the winner) against the
other answerers and the questioner (as the losers) without any draws. The user ratings and
their rating deviation are then updated for the winner and the losers after each question.
The user rating is determined using the TrueSkill rating [57], a Bayesian skill rating system
used for calculating the relative skill level of players in multi-player or team-based games.
The rating system assumes that the performance of players follow a normal distribution
with the mean µu as the average player skill and the deviation σu as the uncertainty in
the player’s skill. As more data are obtained for the user (from more game outcomes), the
system is more certain of the player’s skill and thus the deviation decreases.

4.4 Yahoo! Chiebukuro

The Yahoo! Chiebukuro6 is a community-driven CQA platform. It is the Yahoo! Answers7

question-answering service for Japan. Similar to many other CQA platforms, it allows

6https://chiebukuro.yahoo.co.jp/
7https://answers.yahoo.com/
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Figure 4.4: A screenshot of the front page of the Yahoo! Chiebukuro platform. Web page
visited on 20th September 2017.

users to create question threads as questioners to state their information need. The other
users could then respond to the thread as answerers.

Unlike many specialised CQA platforms such as Stack Overflow, Yahoo! Chiebukuro is
a general CQA platform covering a wide range of topic domains. These topic domains are
organised as three major class levels – major, medium and minor determined by Yahoo!.
Each question thread belongs to either a medium or a minor class domain; selected by
the questioner on creation or automatically classified if not8. It should be noted that the
categorisation schemes for the topic domains are periodically revised by Yahoo! with the
current question threads moved accordingly.

Just like many of the other CQA platforms today, Yahoo! Chiebukuro is managed
through peer-moderation. Users are able to vote on answers according to their perception
of the answer quality – with the highest voted answer as the best answer for that question.
A unique feature of the platform however is the prioritisation given to the questioner in
determining the best answer for his or her question. The questioner has seven days to
select the best answer before opening the best answer selection to the user votes. Noting
this feature, we leverage the questioner-selected best answer as the gold standard for

8Automatic categorisation was introduced in 10 April 2017.
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Figure 4.5: A screenshot for a Question thread with answers on the Yahoo! Chiebukuro
platform. Web page visited on 20th September 2017.

our evaluation process later in Chapters 5 and 6. It should be noted that the question-
best answer pair on Yahoo! Chiebukuro are highly regarded as useful knowledge on the
platform.

4.4.1 A Yahoo! Chiebukuro Dataset

The Yahoo! Chiebukuro Data (2nd edition)9 provided to National Institute of Informatics
by Yahoo Japan Corporation is the CQA dataset for our research for the estimation
of user expertise and answer quality; where the 1st edition of the dataset is used for
the performance evaluation of the competition-based approach [95]. The dataset is in
Japanese, making it suitable for the evaluation of the content-agnostic approaches of our
research.

The dataset was collected between April 2004 and April 2009 over 411 topic domains.
It contained a total of 16, 257, 422 solved questions, ignoring unsolved questions. These
solved questions contained a total of 50, 053, 894 answers. From this dataset, we look to
use the newest questions for the dataset (when automatic classification for questions into

9http://www.nii.ac.jp/cscenter/idr/en/yahoo/chiebkr2/
Y chiebukuro.html
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topic domains were introduced). Thus, only using questions between April 2007 and April
2009, we have:

• 10, 045, 658 Questions
• 27, 495, 550 Answers
• 1, 667, 646 Users

This subset of the dataset is divided for training and testing in the evaluation of the
proposed algorithms described in Chapters 5 and 6. These questions are also used for
further analysis of the platform in the following studies.

Topic Domains

The questions in the dataset are organized into 411 separate categories (domain topics)
with each question belonging to only a single category. Thus this dataset eliminates the
need for topical component in the evaluated algorithms such as the Latent Dirichlet Allo-
cation (LDA) to determine the topics, domains or categories of the questions. Besides that,
this dataset allows the research to explore several proposed concepts and ideas consistently
without being affected by topical components in the algorithm.

Training Data

Questions (and their answers) over a yearly period are extracted for the training of the
proposed models that shall be discussed in Chapter 5 and Chapter 6. As we explore
domain-specific user expertise, the models would also be trained on questions of specific
domains – by randomly selecting 100 topic domains for the available 411. For our research,
we would train the models using data from April 2007 up to April 2008.

Testing Data

The testing data used for evaluation are the questions from the subsequent year of the
training data constrained to be in the same domain as the training data. For example, if
the model is trained with questions from year 2007 to 2008 in the given domain, then the
testing data built from the questions in year 2008 to 2009 of the same domain. For this
research, we used the questions from April 2008 up to April 2009 for evaluation.

As it is possible for users in the evaluating year who were not active (without any
interaction) in the training year, these users would be removed in the pre-processing stage
so that such users do not affect the model evaluations as their expertise were not estimated.

4.4.2 Study: Consistent User Contributions

A general concern for any UGC platforms is the possible lack of user interactions on
the platforms [15]. For CQA platforms, users are required to act as questioners in asking
questions and as answerers to contribute information on the platform. We plot the moving
average with a window of seven days for user contributions on the dataset in Figure 4.6.

From our dataset, each day has between 6, 572 and 25, 311 questions. There are a lot
of questions contributed daily with an average of 13, 742 questions and over half of the
days having at least 14, 292 questions. On the other hand, we found a greater variation in
the amount of answers posted daily – in the range of 957 to 62, 250. On average however,
we saw the that the number of answers contributed by users are over double that of the
questions contributed at 37, 257 answers.
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Figure 4.6: A moving average plot (7 days)) for the creation of questions and answers on
the Yahoo! Chiebukuro CQA platform between April 2007 to April 2009.

4.4.3 Study: User Activity in Topic Domains

In general, we found a healthy amount of questions being posted for each of the topics
– over three quarter of the Yahoo! Chiebukuro topics have at least 1, 398 questions and
over half have at least 8, 142 questions over a period of 2 years in our dataset. The largest
topic recorded a total of 518, 067 questions within the same period. Thus, there would
be sufficient user questions within each topic for our study. The questions for each of the
topics:

• Have between 1 to 3, 387 answers per question with an average of 2.44 answers for
each question across all topics.

• Receive an average of 1.1269 votes for per answer on average across topic. The
minimum vote for each answer in every topic is 0 votes. There is however a large
variation in the maximum number of votes received by answers across topics ranging
from 1 vote for a particular topic, up to 3, 750 votes for another (with a median of
34 votes).

• Require 10.21 days on average to solve for each question as an average across topic.
The time to solve a question is similar across topic – many of the topics have their
questions solved in 7 days as the fastest and 15 days as the slowest.

4.4.4 Study: User Votes

Yahoo! Chiebukuro allow its users to vote for answers under the condition that the
questioners do not select the best answer within seven days. Thus, user answers are only
open for voting by other users of the platform after the seventh day. In our analysis of the
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dataset, we found that a majority of questions are selected by the best answerer – resulting
in over half of the user questions having no votes with a median of 0 and mean of 1.189
answer votes for questions; and a average vote of 0.4118 for user answers. We however
noted that Yahoo! Chiebukuro does not allow users to negatively vote the answers on the
platform.

4.4.5 Study: Knowledge

As discussed earlier, the question-best answer pairs on Yahoo! Chiebukuro are highly
regarded as knowledge on the platform. From the user questions, expert editors on the
platform are given the authority to identify and award useful user questions for future
retrieval. From the subset, we saw that 1, 144 questions are selected as useful question on
the platform from a total of 10, 045, 658 questions. Thus, the useful questions are in fact
limited and of high value on the platform.

4.4.6 Study: Sufficient Answers

As the dataset contains only solved questions, we saw each question having at least one
answer. We however identified that there are more than half of the user questions with at
least two answers and a quarter of questions have at least three answers; with an average
of 2.737 answers per question. Thus, there are sufficient answers for the consumption of
the questioner. The high number of answers (maximum of 3, 387 in a question) would
however challenge the questioners in identifying the answers that meet their information
needs due to the varying answer quality as we shall discuss in Section 4.4.8.

4.4.7 Study: The Cold Start Problem

A motivation for our research is to overcome the cold-start problem in the recognition of
the best answer to meet the information need of the questioner. From the dataset, we
saw that the best answer for a question was only identified 10.13 days on average after
the question was posted; with questions being solved on the 6th day the earliest and most
questions solved from the 7th days onwards. In fact, there were more than a quarter of
user questions that were only solved after 2 weeks.

Later in Chapters 5 and 6, this research attempts to predict the best answer for a
question for the questioner’s consumption. This is accomplished through the estimation
of the answerers’ expertise.

4.4.8 Study: Answer Quality

Answers on CQA platforms are of varying quality and the best answer is desired by the
users of the platform [159]. From the questions collected, we saw the following types of
answer:

• 19.50% of the answers are selected by the questioner as the best answer that meet
their information needs. There is a remainder of 29.75% answers from the same
questions.
• 17.04% of the answers are the best answers as voted by the community. There is a

remainder of 30.95% answers from the same questions.
• 2.76% of the answers were revised by the answerer but these answers are still not

the best answer for the question.

A total of 36.54% of the answers on CQA platforms were able to meet the information
need of the users as answers of high information quality. Through the estimation of user
expertise, this research attempts to identify the users who are able to contribute such
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answers consistently and to do better than a guess for a best answer (well above the
success rate above).

4.4.9 Study: Users as Questioners

Users of Yahoo! Chiebukuro are active questioners. From 1, 667, 646 users recorded in
the dataset, we found a total of 1, 390, 636 (83.39%) of these users asked at least a single
question. This observation strongly suggests that many of the users are information seekers
with the questioners asking 7.224 questions on average – a large demand for information.
Half of the questioners asked a total of 2 questions throughout the 2-year period, many
over three thirds asking up to 4 questions. The remaining 25% of the questioners asked
between 4 up to 10, 159 questions, a heavily skewed behaviour.

We saw an increase in the number of questioners from April 2008 to April 2009 from
540, 422 questioners to 1, 066, 490 with 850, 214 of them being new questioners. This large
growth suggests all of the following:

• There is an increase in information need for the users.
• There is an increase in information need that is not easily found or available on the

WWW.
• There is an increase in preference for users to state their information needs with

natural language instead of keyword-based queries.

4.4.10 Study: Users as Answerers

Unlike the questioners, we saw a smaller number of answerers – 775, 773 (46.52%) of the
users having answered at least one question. Compared to the questioners however, we
also saw that answerers contributed more where they recorded a higher average answer of
35.44 answers with at least half of the answerers contributing at least three answers on
the platform. The active answerers are once again skewed just like the questioners with
between 12 to 34, 835 answers contributed.

Similarly, we observed an increase in answerers as well from 284, 609 to 600, 139 with
a total of 491, 164 new answerers in the second period. We noted that the increase of
answerers is not as significant as the questioners because of the users’ reluctance to con-
tribute answers rather than just consuming them – directly through question formulation
or from the currently available answers.

4.4.11 Study: The Selfish Questioners

Analysing further, we looked at a particular group of questioners that are often known
as leechers on many online communities. These questioners only asked questions without
answering any and they are aplenty with a total of 891, 873 users; making up 53.48% of
the user community or 83.39% of the questioners on the platform.

Over the periods, we saw an increase in the number of such questioners. Here, we
measured 599, 420 (67.21%) who continued to ask more questions, with an average increase
from an average of 0.8985 questions per questioner to 1.774 questioners. Only a small
number of questioners (29.75%) recorded a drop in the number of questions asked, possibly
due to them not returning to ask further questions once their information need has been
met.

As for the questioners who are active in both of study period, they are few with only
85, 600 (9.60%) questioners. An interesting observation can be made however, where there
is an even split in questioners who posted more questions and less questions in the following
period. Ignoring the extreme, many of such questioners posted either one additional or
one less questions than the period before.
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4.4.12 Study: The Helpful Answerers

On the other end of the spectrum, we have dedicated answerers – users who only answer
questions on CQA platforms without asking any. Many online communities highly regard
these users as the main contributors on their platform. From our dataset, we recorded
277, 010 of such answerers which make up 16.61% of users on the platform or 35.71% of
the answerers. This makes up a small subset of users unlike the questioners we saw in
Section 4.4.12. Thus, there is a greater demand for information on CQA platforms than
the supply of information from the community.

Similar to the questioners, we saw an increase in the activity of dedicated answerers
over the period from 71, 017 (9.15%) to 277, 010 (26.31%). For dedicated answerers who
are active during both periods, they are scarce with only 17, 410 answerers with many of
them answering more questions than the year before. Most of these users contributed up
to 33 answers each which is valuable on the platform.

On the other end, we saw 2, 923 answerers answer less questions than in the period
before with them contributing an average of 10.15 answers each! This is a big loss in
content creation for the Yahoo! Chiebukuro platform possibly due to – (1) Lack of moti-
vation to contribute answers; (2) Having struggle against disruptive users; or (3) Lack of
recognition for their contribution on the platform. Thus, this research attempts to identify
and acknowledge the valuable contributors of quality content on the platform.

4.4.13 Study: The Active Samaritan

From the dataset, we also noted 498, 763 (29.91%) users who contribute both questions
and answers on the platform. These users ask more questions than answering – a majority
asking up to 11 questions but only answering up to 3 questions. The activity of these
users between periods can be summarised:

• 317, 972 (63.75%) users have their activities increased between periods in asking more
questions and also answering more; majority up to 10 questions and 12 answers each.
Here, we note that these users tend to however ask between 1 to 8 more questions
in the current period than the period earlier; but only answer 1 more.

• 101, 389 (20.33%) users recorded reduced questioning and answering activity; with
the majority answering up to 9 less questions and only asking up to 7 less questions
each. These users do contribute a large amount of answers in the period before, up
to 11 answers each.

• 14, 176 (2.84%) users were found to be asking more questions but answering less
questions between period. On average, they asked 4.346 more questions each but
also answered 4.537 answers less. Many of these users (over 75%) did not answer
any question in the latter period but instead asked up to 7 more questions each.

• 42, 557 (8.53%) users did ask less (majority between 1 to 9 questions) but answer
more questions in the current period than the period before. Over half of these users
were questioners the period before, who then stopped asking questions in the current
period but instead answered them.

4.5 Summary

In Section 4.1 of this chapter, we looked at the structure and representation of CQA
platforms; with the addition of user votes as an indicator of content quality. As discussed
in Section 4.2, the user questions and answers on CQA platform have the potential to
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meet the information need of users that otherwise could not be met through traditional
IR approaches [95]. Such potential does however raise the challenge in content processing of
the user questions and answers. Thus, user expertise is often used to infer the information
quality of content on CQA platforms. We discuss the current approaches to the estimation
of user expertise in Section 4.3.

The Yahoo! Chiebukuro CQA platform is studied in Section 4.4 with a dataset pro-
vided to National Institute of Informatics by Yahoo Japan Corporation to better un-
derstand the content and user behaviours. In this study, we analyse the availability of
user contributions such as questions, answers and user votes; together with their value
as knowledge on the platform. Such content is of varying quality as discussed in Section
4.4.8. Besides that, we analyse the cold-start problem in Section 4.4.7 which motivates
our research to quickly identify the best answer for user consumption. Finally, we study
the user roles as questioners and answerers on the platform including their subgroups.

Later in Chapter 5, we first extend on the Credit Graph based approach proposed from
Part I of our research after an overview of the various state-of-art graph-based approaches
for user expertise estimation on CQA platforms. Their performances are evaluated ac-
cording to their capabilities in predicting and retrieving the best answer for a question.
Besides that, the approaches should be able to identify the experts in each topic domain
to overcome the challenges identified through our user study. This is then repeated in
Chapter 6 with a different direction – a competitive pairwise comparison approach.
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Chapter 5

Credit Graphs for User Expertise
Estimation

In Section 4.2, we discuss the information potential of CQA platforms in generating new
information to meet the questioners’ new information need [81], and also as a repository of
knowledge for user consumption from earlier similar questions [26, 27]. As UGC however,
the information quality of user answers does vary between users [68, 124, 159]. Thus, this
research attempts to infer the information quality of user answers from the expertise of
the answerers themselves; all without the need to process the textual content of the user
answers. Instead, we explore at the content-agnostic approaches for the estimation of user
expertise.

In this chapter, this research focuses on the graph-based approach for user expertise
estimation. We discuss the current state-of-the-art graph-based approaches which are all
based on user-user graph models [158] in Section 5.2. The approach relies on the concept of
peer assessments between users [158], based on their similarity through user interactions,
such as the explicit question-answering relationship.

Instead of extending on the user-user graph models, we extended the Credit-Graph
model (user-resource relation) presented in Chapter 3 for adaptation to CQA platforms
in Section 5.3. We argue that: (i) there is a need to account for the question difficulty
relative to the question’s domain, and (ii) the user’s contribution to solving the questions
matters where some answers are better than others.

Section 5.4 outlines our evaluation methodology as an answer retrieval task. Here, we
attempt to identify and retrieve the best answer in a given question thread to best meet
the information need of the questioner. The best answer can be predicted according to the
inferred information quality from the estimated expertise of the answerer. The proposed
Credit Graph approach is benchmarked against successful baselines – both simple [158]
and complex [23]. We observe and discuss our findings.

The estimated user expertise is also applied for expertise search. In Section 5.5, we
observe and analyse the capabilities of each user expertise algorithms in identifying expert
users that are of great value on CQA platforms; many of which differ from the usual
popular or active user groups. Finally, we conclude this chapter with a summary in
Section 5.6.

5.1 Research Questions

Expanding on the research questions proposed in Section 1.4, we propose these research
questions for our work into graph-based approaches for the estimation of user expertise,
answer quality and for the prediction of the best answer on CQA platforms.

75
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5.1.1 Can the Information Quality of User Answer be Estimated Through
Content-Agnostic Means?

User answers on CQA platforms are unmoderated and are of varying information quality
[6, 68, 124]. The users especially the questioners do however desire answers that are of high
information quality [159] to meet their information needs. However, the amount of high
quality answers on CQA platforms are limited as we illustrated earlier with our Yahoo!
Chiebukuro study in Section 4.4.8. Thus, this research aims to estimate the information
quality of user answers; ensuring that high quality user answers are consumed [136] while
filtering out unwanted noise on the platform [6, 68].

Current literature on the information quality of user answers attempt to infer answer
quality from the metadata of answers [68, 128] such as user votes. This is a content-
agnostic approach without the need to process complex unstructured user answers. Such
an approach does however suffer from the cold-start problem which we showed in Section
4.4.7 – with user questions taking 10.13 days on average to be solved. Thus, we explore
an alternative to the estimation of user expertise.

5.1.2 How well can Graph-based Approaches Estimate User Expertise
on CQA Platforms?

Users are of high importance on CQA platforms, playing the role of questioners, answer-
ers or both. Through these roles, the users generate content within their capabilities
[16, 18] – answerers who are of higher expertise answering the questions of questioners
with lower expertise [154, 158]. We study the diverse users and their behaviour of the
Yahoo! Chiebukuro CQA platforms in Section 4.4. Thus, much work has been done on
the estimation of user expertise as discussed in Section 4.3.

One approach to the estimation of user expertise on CQA platform is the graph-based
approach as discussed in Section 4.3.2. This is made possible by the representation of CQA
platforms as a graph which we elaborate later; exploiting the user-user relations from their
question-answering interactions [10, 23]. There has been disagreement however over the
effectiveness of graph-based approaches particularly with findings that simple approaches
are able to outperform or stay competitive with the more complex graph-based approaches
[158].

In this chapter, we explore several graph-based approaches to user expertise estimation
and their performance for the task of – (1) answer retrieval; and (2) expert search. Besides
the current state-of-the-art graph approaches, this research adapts the previously proposed
Credit Graph for CQA platforms as an alternative graph model with the inclusion of CQA
features such as user votes as studied in Section 4.4.4

5.1.3 Do Expert Users Produce Better Answers?

Studies often mentioned the correlation between user expertise and the information quality
of their generated content [18], particularly how users of low expertise are more likely to
produce content that are of lower information quality [6, 158]. In our research, we define
user expertise as a relative measure in Section 4.1.1; enabling us to compare the odds
where a user would produce better content than another according to their user expertise.
Content of higher information quality should be able to meet the information need of the
content consumers better [113].

In this chapter, we attempt to estimate user expertise through graph-based approaches.
The estimated user expertise is then used to infer the information quality of their gener-
ated content. In the context of CQA platforms, we attempt to compare the information
quality between answers within a question thread in meeting the information need of the
questioner; all according to the estimated user expertise of the answerers. Users of high



5.2. USER-USER GRAPHS FOR MODELLING CQA 77

Question1

User1

Question2User2

Answer1.1

Answer1.2

Answer1.3

Answer2.1

Answer2.2

User3 

User4 

User6 

User5 

Answer1.4

Best

Best

Figure 5.1: A CQA example scenario.

estimated expertise are then identified and encouraged to continue their contribution of
high quality answers on the platform. This is vital as we saw an increase in the number
of questioners as opposed to answerers in Section 4.4. Besides that, their contributed
answers can be ranked higher for easy identification and consumption of the questioner.

5.1.4 Can We Predict the Best Answer in a Question Thread?

Users turn to CQA platforms to satisfy their information needs that could not be met
through traditional IR, as such information were not available yet [9, 95]. Through the user
questions, answerers are encouraged to generate new content in their attempt to meet this
information need [159]. These new contents are however unknown and of varying quality
(see Section 4.4.8) to the questioners, thus challenging them especially when facing a high
number of answers (see Section 4.4.6).

Definition 14 (Best Answer). The answer that best meets the information need of the
questioner [18].

Modern CQA platforms attempt to guide the questioners through user votes in iden-
tifying the best answer for their desired consumption [68, 128]. Nonetheless, it takes time
for the user votes to stabilise, as illustrated earlier in Section 4.4.7, creating a delay for
the questioners to identify the best answer for their consumption. Thus, this research
attempts to predict the best answer within a question thread by comparing the relative
user expertise of its answerer as an answer retrieval tasks in Section 5.4.

5.2 User-User Graphs for Modelling CQA

The current state-of-the-art graph-based approaches to the estimation of user expertise
on CQA platforms are modelled as user-user graphs. Such graphs focus on the links
and relations between the users from their question-answering interactions. Consider the
example scenario illustrated in Figure 5.1 – the question-answering interactions by six
users on two questions. User-user graphs can be built according as the following – (1)
Questioner-Answerer [23, 154]; or (2) Answerer-Answerer [10].
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Figure 5.2: Questioner-Answerer graph model.

5.2.1 Questioner-Answerer Graph Model

The first graph model is the questioner-answerer model [23, 154] which models user roles
as questioners and answerers. In this model, there is a directed edge from the questioner
to the answerer based on the intuition that the answerers should be of higher expertise
than the questioner to be able to contribute an answer [23]. Thus, there is a reinforcement
in authority from the questioner to the answerer. Based on the earlier example in Figure
5.1, the following questioner-answerer graph can be built.

The directed edges can and should be weighted in a CQA scenario. As a user can
answer one or more questions from another user, the edges can be weighted according to
the number of answers that have been provided by the answerer to the questioner [154].
A variant of this is to just consider the questioner and the answerer with the best answer
[18, 54] instead of all of the answerers. This approach however, would not provide us with
the user expertise estimation for all of the users, because not all users would be represented
within the graph.

5.2.2 Answerer-Answerer Graph Model

An alternative to the questioner-answerer graph model is the answerer-answerer graph
model [10]. This graph model is used to represent the contribution of a user’s answer
in meeting the information need of the questioner in relation to the other answerers of
the same question. In this model, there is a directed edge from all of the answerers
of a question to the best answerer of the question. Thus, these answerers reinforce the
authority of the best answerer who displayed a higher degree of expertise in order to best
meet the information need of the questioner. The best answerer of a question can be
easily identified in modern CQA platforms by extracting the user votes for the highest
voted answer [159] or as selected by the questioner [95].

Unlike the earlier model however, the relation between the questioner and the answerer
is not accounted for. Instead, this model can be regarded as a competition-based model
between the answerers to produce the best answer within a question.
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Figure 5.3: Answerer-Answerer graph model.

5.2.3 Link Weight Variant

User-user relations can be weighted – where some relationships are stronger than others.
As discussed earlier, these relations are directed. In the user-user graph model, these
weights would determine the propagation of authority from one user to another. From
the literature, there are multiple ways to weight the annotations which we would discuss
further and would act as our baseline for the evaluation later in Section 5.4:

• Count. The links between users can be weighted according to the number of interac-
tions between them such as the interaction of – (1) one user answering the question
from another [154]; or (2) both answering questions within the same thread [10].

• Vote. As CQA platforms enable users to vote answers as an indicator of answer
quality, the user votes can be used to weight the user-user relations. If two users
provided answers in the same thread, then the links between them can be weighted
according to the difference in vote gained for the answers. This value would be
positive for a directed edge from an answerer to the best answerer of the question
[159]. The questioner-answerer graph model, the user questions themselves are often
unweighted. Thus, the weight from the questioner to the answerer can just the vote
of the answers themselves.

5.2.4 Transfer of Probability

Once the user-user graphs are built, the authority would be transferred between the users.
Traditionally, graph models would propagate authority on a global scale such as in the
PageRank algorithm [112] with a transfer probability of 0.5. Due to the sheer adoption of
CQA platforms amongst the users, these user-user graphs can be really large regardless of
the graph models. Thus, a smaller transfer probability can be used 0.05 for a more local
propagation or scope of the graph [23]. As user-user graphs are used as the baseline for
the evaluation of our research in Section 5.4, we study the performance of both the global
and local propagation.
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Figure 5.4: Proposed Question-Answerer credit graph model.

5.3 Credit Graphs for Modelling CQA

The current state-of-art graph approaches to the estimation user expertise as discussed
earlier are modelled according to user-user relations as discussed in Section 5.2. Our
research however proposes that the graph model should not only include the user-user
relations; but instead to also include user questions as a question-answerer graph model.
This proposed model is similar to the Credit Graph model introduced in Part I of the
research, inspired by the Spamming-resistant Expertise Analysis and Ranking (SPEAR)
algorithm [109] used to model user interactions (annotation) of bookmark-user relations in
collaborative tagging (CT) platforms. The proposed credit graph model is as illustrated
in Figure 5.4, for the same scenario in Figure 5.1.

The credit graph model’s inclusion of questions is motivated by the following assump-
tions which were not accounted for in the user-user graph models:

• There should be a direct mutual reinforcement between the expertise of the users and
the difficulty of the questions which they have answered. The answerer of a question
would require an expertise higher than that of the question difficulty in order to solve
it; with the best answerer having the highest expertise among the other answerers
and the questioner [18]. The current state-of-the-art graph approaches only focus
on the user-user relation without accounting for the difference between question
difficulty asked by users of varying expertise on CQA platforms.

• There is a correlation between the number of user answers and that of question
difficulty or importance. A question is deemed to be of higher difficulty or importance
where a large number of users are trying to work together in order to solve it, building
upon the earlier answers. As discussed in earlier sections, the aggregation of user-
generated content can rival that of expert content themselves [132]. Besides that,
expert users tend to contribute improved answers towards questions if the previous
answers for that question are poor [113].
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5.3.1 Credit Functions for Answer Contribution

Following the Credit Graph model introduced in Figure 5.4, each user’s contribution in
a question can be measured and weighted separately. This is unlike the earlier user-
user graphs where the edges are weighted according to the aggregated interaction scores
between users [23, 154]. To the best of our knowledge, the current state-of-the-art user-
user graph approaches regard each answer to be of the same contribution [23, 154] or only
the best answer to be different [10].

Thus, the proposed Credit Graph model treats each user interaction to be different, and
to also differ between questions. Each user interaction is modelled as a user-question link,
weighted according to the contribution of that interaction towards meeting the information
need of the questioner. It should be noted that each user is only allowed to interact
with each question once, and not contribute multiple answers for a single question. This
removes the need to aggregate the user-question relations in the graph. For the Credit
Graph model, we make the following assumptions:

• Each user answer is different in content, resulting in a difference in the level of
contribution towards solving the question and meeting the information need of the
questioner. This contribution is indicated by the number of votes received from the
other users [9, 95].

• The best answerer has the highest expertise amongst the other answerers of the ques-
tion, being able to produce the highest contribution towards solving the question.
The best answerer can be identified through the votes received or as selected by the
questioner. The questioner would meanwhile have the lowest expertise [18].

• Expert users are users who solve questions within the topic of their interest or
expertise. Their answers are often of high quality with very high user votes or the
best answer for the question.

As a result, this research proposed and evaluated various measures of user contributions
within questions; borrowing the concept of credits from the proposed Credit Graph model
in part I and adapting it according to the features on CQA platforms. We discuss the
credit functions in the following sections.

Voting-based Credit

Modern CQA platforms allow the users to vote for content on the platform as a measure
of content quality [159]. The user votes can be extracted as a signal of user contribution
for the credit functions in the Credit graph model. Thus, this research proposes a simple
vote-based credit function as an indicator of user contribution. For answer a in question
q, the vote gain can be represented as V (a) where the number of votes ranges from 0 to
infinity. If there are negative votes, the votes can be adjusted to be positive values by
shifting the scale so that 0 is the lowest value.

As the total number of user votes for user answers differs from question to question
V (q), we may need to normalise the votes as shown in Function 5.1. An optimisation
parameter, the credit exponent α is introduced to control the impact of the credit gained
by answers.

Creditvote(a) =

(
V (a)

V (q)

)α
(5.1)



82 CHAPTER 5. CREDIT GRAPHS FOR USER EXPERTISE ESTIMATION

Temporal-based Credit

The other credit function variant is the temporal-based credit function which accounts for
the temporal ordering of answers as credit. This variant is based on the assumption that
newer answers are of higher quality, thus deserving more credit because expert users tend
to contribute improved answers if the prior answers to the question question were not able
to meet solve the question [113].

The credit for answer ax in question q can be estimated by counting the number of
earlier answers in question q, Aa:T (a)<T (ax),Q(a)=Q(ax). Just like the earlier variant, an
optimisation parameter α is introduced to control the impact of the credit function.

Credittemp(ax) = |Aa:T (a)<T (aax),Q(a)=Q(aax)|
α (5.2)

5.3.2 Mutual Reinforcement Propagation

The user-question relations in the Credit Graph model are weighted according to the
selected credit variants discussed earlier. These calculated credits are stored in the user-
question adjacency matrix M , where the value of each cell is determined by the chosen
credit function if the user has answered the question or 0 otherwise.

The values in the matrix are then used for the propagation of authority with expert
users acting a hubs to locate question of higher importance or difficulty. Questions of
higher difficulty would require more expert users to answer. The propagation is similar
to that of the HITS algorithm [80] as shown in Equations 5.3 for user expertise e and
question difficulty d.

~e← ~d ·MT ~d← ~e ·M (5.3)

Normalisation is then performed at each iteration to ensure convergence as shown in
Equation 5.4 with eu as the expertise of user u and dq as the difficulty of question q.
The algorithm for the proposed propagation is as described in Algorithm 2. It should be
noted that this algorithm is similar to Algorithm 1 from Chapter 3 but adapted for CQA
platforms.

êu =
eu√∑
u′
e2u′

d̂q =
dq√∑
q′
d2q′

(5.4)

Algorithm 2 Basic Credit-Graph Algorithm

Require: Users U = {u1, u2, ..., u|U |}
Require: Questions Q = {q1, q2, ..., q|Q|}
Require: Answers A = {a1, a2, ..., a|A|}, ai ∈ (U,Q, V, T )

Set ~e to be the vector (1, 1, ..., 1) for user expertise
Set ~d to be the vector (1, 1, ..., 1) for question difficulty
M ← GenerateAdjacencyMatrix(A,Credit(A))
for iterate = 1 to convergence do
~e← ~d ·MT

~d← ~e ·M
~e← ~e

||~e||
~d← ~d

||~d||
end for
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5.4 Answer Retrieval Evaluation

CQA platforms are valuable as a rich source of information which leverage on the knowl-
edge of its community. Users of CQA platforms are able to formulate queries using natural
language in the form of questions [95], to retrieve future information from experts when
they answer the questions. Alternative, the users can seek information from currently
available answers on the platform by identifying the similar answered questions from the
past [26, 67, 153, 159].

Both approaches discussed earlier rely on the user generated answers as the target for
retrieval. Thus, the evaluation for this part of the research is set-up as an answer retrieval
tasks to – (1) infer the information quality of answers; and (2) predict the best answer
amongst the answer without a cold-start. This can be achieved by estimating the expertise
of the answerers which is then used to infer the information quality of their answers. The
estimated expertise can be both general and domain-sensitive (to a topic); both of which
are explored further in this evaluation.

5.4.1 Dataset

The CQA dataset collection (see Section 4.4.1) is separated into two sets from 100 ran-
domly selected topic domains for evaluation. These two sets are used for training where
the user expertise is estimated, and testing where the user expertise are used to infer the
information quality of their answers to then predict the best answer of each question.

Training

The first set includes questions from April 2007 to April 2008 as the training set which
estimated the expertise of answerers in the period. In total, there are 3, 027, 450 ques-
tions which are used to estimate the expertise of 492, 888 active users using the various
approaches to be introduced later.

Testing

The following set of questions from April 2008 to April 2009 is then used as the testing set
for evaluation. This set includes questions from the same domain for a total of 1, 230, 461
questions. Pre-processing is performed on this set to remove inactive users without their
expertise estimated from the training set. Besides that, questions without any ground
truth for the best answer (see Section 5.4.2) are removed as they would not be used for
evaluation. This leaves us with the following remaining questions with meets the ground
truth requirements:

• All questions: 53, 871 questions.
• Questions with at least 3 answers: 17, 609 questions.
• Questions with at least 5 answers: 5, 057 questions.

As the application of user expertise for inferring answer quality is of greater importance
for questions with large amount of answers, we prioritize the performance of models on
questions with at least five answers.

5.4.2 Evaluation Criteria and the Ground Truth

The Yahoo! Chiebukuro CQA platform enables questioners to select the best answer. The
questioner’s selected best answers are used as the ground truth for evaluation because these
answers are manually selected by the questioner to be the best answers which meets the
questioner’s information need best without room for misinterpretation (unlike user votes
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which relies on the judgement of other users). Thus, it is often used as the gold standard
[159] for evaluation. Besides that, many of these user expertise estimation approaches are
built upon user votes. A different measure as the ground truth would further challenge
these models during evaluation.

5.4.3 Evaluation Measure

The Mean Reciprocal Rank (MRR) is used for evaluation where we model the question-
answering process of CQA platforms as a information retrieval (IR) problem. Users submit
queries in the form of questions Q, true to the nature of CQA platforms. The questions
would retrieve answers posted by answerers. Thus, we rank the answers according to the
user expertise for our evaluation to predict and retrieve the best answers for each question
(from the ground truth as abest) for evaluation. The MRR measure for evaluation is as
shown in Equation 5.5.

MRR =
1

Q

|Q|∑
n=1

1

Rank(abest,qn)
(5.5)

The evaluation considers the pre-processing performed earlier for the testing set of
questions; and considers the varying number of answers for the question. This research
notes that the difference in the measure MRR performance is significant even when the
value is little as it is harder to get significant improvement if evaluation is done on a large
dataset [101] like ours where all questions are considered before being filtered towards
questions with more answers.

5.4.4 Evaluated Approaches

This research evaluates several approaches towards the estimation of user expertise. These
approaches have been discussed earlier – (1) simple approaches introduced in Section 4.3.1;
and (2) graph-based approaches in this chapter.

Baseline: Z-Index

The main baseline of choice is the Z-Score discussed in Section 4.3.1 which is regarded to
be an algorithm that is competitive to complex algorithms [158]. Thus, we employ the
Z-Index for users according to the number of questions which the users have both asked
and answered.

Baseline: Vote Scores

Many CQA platforms support user voting. Thus, a simple baseline algorithm which
utilizes such votes to estimate user expertise would be used. We apply the simple baseline
in Equation 5.6 to obtain the expertise of user u at time t with β as the optimisation
parameter to control the impact of votes.

etu =
∑
a∈A

V (Aai:(uai=u)∧(tai<t))
β (5.6)

State-of-the-Art: User-User Graphs

Graph algorithms are widely used as the state-of-the-art approaches for the estimation
of authority such as user expertise. The current state-of-the-art graph models for CQA
platforms are user-user graphs as described earlier such as the questioner-answerer graph
(Figure 5.4) and the answerer-answerer graph (Figure 5.3).
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For our evaluation, the answerer-answerer graph [10] model is used. The answerer-
answerer graph model can estimate the expertise of most if not all of the users on CQA
platforms; which is not possible with the questioner-answerer model due to the lack of
in-degrees for the answerers. This selected model considers the credit function variants
with both global transfer probability (= 0.5) and local transfer probability (0.05):

• Count where the weight of the edge scales with the number of interactions between
the two users.
• Votes where the weight of the edge scales with the difference in normalised votes

between the users for the same question they have answered.

Proposed: Credit Graphs

The proposed credit graph model is discussed in Section 5.3. For our evaluation, we
consider the credit function variants with the credit modifier of α = 0.5.

• Temporal-based. Newer answers to receive higher credit due to assumptions that
newer answers are only posted if the question do not already have a good answer
[113].
• Vote-based. Answers with higher votes to receive credit proportional to the votes

that the answers receive.

5.4.5 Results: Answer Retrieval

The answer retrieval performance for the evaluated approaches is shown in Table 5.1.
We drilled down the retrieval performance down to questions with at least three answers
and at least five answers. The performance was compared against the baseline Z-Index
approach. The results showed that it is possible to predict the best answer in a question
by inferring the information quality of answers according to the estimated user expertise
of the answerer; performing well above a random guess of answers (1/ number of answers).
It should also be noted that these approaches are all content-agnostic.

If the estimated user expertise is not domain-sensitive, the simple Votes Scores ap-
proach as the estimated user expertise performed the best for all question. When drilled
down to questions with at least five answers, it recorded a MRR performance of 0.4885
which is a 4.81% improvement over the baseline. This performance was followed by graph-
based approaches with the proposed Credit Graph approach performing better than the
state-of-the-art user-user graphs.

The findings showed that the estimated user expertise should be domain-sensitive with
performance improvements over each of the general domain-less variants. The best per-
forming approach is the proposed Credit Graph model with a MMR performance of 0.4950
and an improvement of 6.19% over the Z-Index baseline. It is the best performing approach
in the prediction of the best answer through the estimated user expertise. Such improve-
ment was however found to not be statistically significantly better than the baseline than
the baseline (t = 2.750, p = 0.00615, df = 602)1.

In the following parts of this sections, we would analyse the performance of each of
the explored approaches with respect to the research questions raised in Section 5.1.

5.4.6 Analysis: Inferring Answer Quality with User Expertise

The findings from this evaluation step answered the research questions proposed in Section
5.1 – that it is possible to infer the information quality without processing the answers

1Using a Paired-2-Sample T-Test with Bonferroni [39] correction for multiple comparisons (α =
0.05/#comparisons = 0.00217)
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themselves. We achieved this by inferring the information quality of answers from the
estimated expertise of the answerer themselves, with the expert users producing better
answers. Thus, this enabled us to then predict the best answerer in a question by just
identifying the answerer with the best expertise.
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Table 5.1: Mean Reciprocal Rank (MRR) performance for the evaluated approaches with questions from April 2008 to April 2009. Best
performer bolded for each category.

Approach Topic Mean Reciprocal Rank (MRR)
/ Model All Questions At least 3 Answers At least 5 Answers

Selected vs Baseline Selected vs Baseline Selected vs Baseline

Z-Index (Baseline) General 0.9439 0% 0.7008 0% 0.4661 0%
Votes Score General 0.9452 +0.14% 0.7077 +0.98% 0.4885 +4.81%
User-User (Count, Global) General 0.9438 -0.02% 0.7000 -0.12% 0.4691 +0.64%
User-User (Count, Local) General 0.9438 -0.02% 0.6999 -0.13% 0.4677 +0.34%
User-User (Votes, Global) General 0.9438 -0.02% 0.7000 -0.12% 0.4700 +0.84%
User-User (Votes, Local) General 0.9441 +0.02% 0.7017 +0.12% 0.4736 +1.60%
Credit Graph (Temporal Credit) General 0.9439 -0.01% 0.7003 -0.07% 0.4674 +0.28%
Credit Graph (Votes Credit) General 0.9447 +0.08% 0.7046 +0.54% 0.4829 +3.60%

Z-Index (Baseline) Topical 0.9442 +0.02% 0.7020 +0.16% 0.4798 +2.93%
Votes Score Topical 0.9439 0.0% 0.7008 0.0% 0.4889 +4.90%
User-User (Count, Global) Topical 0.9453 +0.14% 0.7079 +1.01% 0.4851 +4.07%
User-User (Count, Local) Topical 0.9455 +0.16% 0.7082 +1.05% 0.4803 +3.83%
User-User (Votes, Global) Topical 0.9452 +0.14% 0.7077 +0.97% 0.4884 +4.78%
User-User (Votes, Local) Topical 0.9455 +0.17% 0.7084 +1.08% 0.4866 +4.38%
Credit Graph (Temporal Credit) Topical 0.9458 +0.20% 0.7109 +1.43% 0.4779 +2.53%
Credit Graph (Votes Credit) Topical 0.9420 +0.21% 0.6904 -1.49% 0.4950 +6.19%
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5.4.7 Analysis: User Expertise Should be Domain-Sensitive

Our findings here suggested that the estimated user expertise should be domain-sensitive
with each of the approaches performing better than their general non-topical counterparts
though some improvements were minor. The improvement in performance was most no-
table for questions with at least five answers. This finding is consistent with the notion
that users are not experts in every topic or domain [69]; but instead specialises in certain
domains and topics which they are interested in. Users are then able to make significant
contribution (content of higher quality) in these domains. Thus, there is a need to identify
and differentiate the domains which the users are specialised in instead of a single expertise
measure.

The challenge however lies in identifying the domains or topics for the users’ question-
answering interactions. This would often require some form of content-analysis and models
if the questioners themselves do not select the topic, domain or category of the question.
For such occasion, CQA platforms such as the Yahoo! Chiebukuro platform would resort
to automatic classification according to the content of the questions. While the goal
of this research is towards the content-agnostic approaches; the algorithms explored in
this research can be incorporated, complimented or enhanced with topic models for an
improved domain-sensitive user expertise estimation.

5.4.8 Analysis: Information Requirements

All of the approaches towards the estimation of user expertise would require prior user
interaction information. Often, there is a correlation between the amount of information
available for the approaches and the performance of the approaches; where additional
information would help to train better models for the estimation of user expertise. There
are more question-answering interactions available for the estimation of user expertise if
the expertise is non-topical.

We however observe that despite having access to fewer user interactions for the esti-
mation of user expertise, the evaluated approaches do estimate user expertise better when
it is domain-sensitive. It is likely that user interactions which are of different domain or
topics turned into unwanted noises for the user expertise estimation process. Still, all of
the models performed consistently well for all of the 100 domains evaluated.

5.4.9 Analysis: Are Graph Approaches Needed?

Table 5.1 shows the performance evaluation of simple approaches against the more complex
graph-based approaches. Our findings here are consistent with earlier findings that simple
approaches are competitive in performance to that of more complicated graph approaches
[158]. This observation can be made for both the estimation of general and topical expertise
of the users:

• General user expertise. The simple Vote scores approach is the best approach,
outperforming the current state-of-the-art user-user graph approaches. It can also
be observed that there are occasions where the graph algorithms performed below
the baseline Z-Index although by a marginal amount. The proposed Credit Graph
approach does however perform better than the state-of-the-art graph algorithms
and is thus more competitive against the best performing voting-based approach.

• Topical user expertise. The simple algorithms remained competitive to the state-of-
the-art algorithms for the topical models as well, especially with the voting-based
approach outperforming all of the User-User graph models for questions with at
least five answers. We note however that the proposed Credit Graph approach
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does produce the best performance over both the simple and state-of-the-art graph
approaches for questions with at least five answers, a situation where answer ranking
is needed. Still the performance improvement is still minor and insignificant when
compared to the simple approaches.

5.4.10 Analysis: User-User vs Credit Graph

The findings suggest that the proposed Credit Graph model for CQA platforms outper-
form the commonly used state-of-the-art User-User graph model baseline and also the
simple approaches [158]. Each user interaction (asking a question or answering a ques-
tion) provides a different in contribution; and moreover, the questions themselves are of
varying difficulty, importance and domain. Thus, the generalized graph introduced with
the Credit Graph appear to be more suitable for modelling CQA platforms.

5.4.11 Analysis: Significance of User Interactions

User interactions on CQA platforms can be good indicators for the estimation of user
expertise in the prediction of answer quality. Introduced with the Credit Graph model, the
credit functions weights each user interaction according to their contribution in answering
the question. A contribution of this research is identifying user interaction features that
indicates contribution – (1) user votes; and (2) temporal order of user answers.

Findings from Table 5.1 showed that the user votes gained by the user answers can be
indicators of contribution; as the community review of the content [159]. The user votes
gained are used directly as a measure of user expertise2 or as a measure of contribution
significance3. We do however note that the user votes may not reflect the correct assess-
ment of content due to the possible temporal bias during the voting process [156] where
newer answers are only submitted after votes have been assigned to earlier answers. This
possibly explains the inconsistency or drop in some of the explored user votes variants.

Thus, we also introduced the use of an answer’s temporal ordering in a question to infer
the significance of the answer. The findings suggest that the temporal ordering of answers
as a structural information of CQA platforms is useful to estimate both the general and
domain-sensitive relative user expertise where we observed the temporal-ordered credit
function performed well. This validates the earlier assumptions introduced in Section
5.3 that newer answers would be of higher quality as users especially experts exhibit the
behaviour of answering questions that do not already provide a good answer [113].

5.4.12 Conclusion

The findings from this section suggests that it is possible to infer the information quality
of user answers according to the answerers’ expertise for answer retrieval. The best answer
retrieval performance measured with the mean reciprocal rank (MRR) solely according to
the estimated expertise of the answerer is well above a random guess for the best answer,
even for questions with high number of answers4.

This research explored several state-of-the-art approaches in the estimation of user
expertise through content-agnostic means; while also proposing new additions and adap-
tation for CQA platforms such as the credit graph. User answering interactions have
the information potential to reflect their expertise by measuring the contribution of their
answers as indicated by features such as user votes and temporal order.

2Vote score approach, user-user graphs with vote scores and the vote-based credit graphs.
3Z-Index approach.
4Questions with at least five answers.
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5.5 Expert Search Study

Expert search is the task of identifying and profiling [163] knowledgeable users on a given
domain [34]. By identifying reliable experts on CQA platforms, questions can be routed
to suitable experts within the questions’ domain [93] for improved matching in getting
answers that meets the information need of the questioners. This approach is unlike the
common practice of retrieving information from previously answered questions based on
question similarity. The benefit of such practice includes:

• Increase in question response rate where questions can be directed quickly to reliable
experts instead of waiting for the question to be discovered by the suitable experts
themselves; especially when there is a large amount of user activity on the platform.
Besides that, this can be expanded for the questioners themselves to be directed
straight to the suitable experts or their past content which would be of interest.

• Better effectiveness in meeting the information need of the questioners, where the
questions can be answered directly by reliable experts in the domain of the problem.
Furthermore, the matching can be adjusted to identify suitable experts within a
difficulty range which is suitable for the questioner’s consumption as the research’s
proposed user expertise is a relative measure between users. For example, questions
from a novice user should be answered by reliable users who are of close to the
expertise level of the questioner instead of a high level expert user whose answers
may be too convoluted for the questioner.

• To the best of our knowledge, current answer retrieval approaches on CQA platform
only measure the similarity between a new question and previously answered ques-
tions on the platform as discussed in Section 4.2.2 without considering the difficulty
of the question. Plus, the expertise of the questioner is not considered in identify-
ing the similar questions. With the estimation of user expertise, it is possible to
better measure the similarity between questions by considering the expertise of the
questioners and the answerers who respond to the questions.

The challenge lies in identifying the topical experts on CQA platforms. In Section 4.3,
we discuss the many attempts in user profiling and estimation of user expertise. Earlier
in this chapter however, we showed that user expertise can be estimated through content
agnostic means and then be successfully utilised for answer retrieval – where users with the
higher expertise providing a higher probability in contributing good answers that meet the
information need of the questioner. Thus, we further explore the estimated user expertise
from earlier sections for the task of expert search.

5.5.1 Methodology

This research explores the user expertise estimation for expert search as a follow-up to the
answer retrieval evaluation discussed in Section 5.4. The topical models are trained based
on the data between year 2007 and year 2008 of the Yahoo! Chiebukuro corpus (Section
4.4.1 for a total of 100 randomly selected domains. The evaluation and analysis are then
performed on the data between year 2008 to year 2009 for the same domains used during
training. In the topical expert search study, the models explored here are the same as the
ones explored for the answer retrieval evaluation earlier.

Study Measures

The main measure of this study is the Pearson Correlation [114] which measures how well
two sets of data are related. This research fixed the first set of data to be the estimated
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relative user expertise (from the model in the previous year) and the other to be the
measures obtained from the dataset (in the following year):

• Total answer posted.
This measures the activeness of a user in answering questions on the CQA platform.
The correlation between the estimated user expertise and the activeness of the user
would provide us with a better insight on the behaviour of identified experts through
each algorithm.

• Selected best answer.
The selected best answer is the answer credited by the questioner himself/ herself
that best meet the questioner’s information need. The correlation here measures the
relationship between the estimated user expertise and the ability of the user to meet
the information need of the questioner.

• Voted best answer.
The voted best answer measure is the answer with the highest votes for the question.
The correlation here measures the relationship between the estimated user expertise
and the contribution of the user as judged by the community.

• Effectiveness of selected best answer.
Measuring the correlation between the estimated user expertise and the count of the
best answer contributed by that user is not sufficient not every user is equally active.
Thus, this correlation measures the effectiveness of the users in provided the best
answers as selected by the questioner by accounting for the total number of answers
provided by the users.

• Effectiveness of voted best answer.
Like the above, for the best answers voted by the community instead of questioner
selected best answers.

• Effectiveness of best answer. This measures the relation between the estimated
user expertise from each model with the ability of the users to contribute answers
that best meet the information need of the questioner or deemed to contain the
highest contribution.

5.5.2 Findings

The findings of the measures from the study detailed earlier are reported in Table 5.2.
We then proceed to analyse the findings from the study for each of the user expertise
estimation approaches.

5.5.3 Observation and Analysis: Z-Index

We observe that the user expertise estimated from the Z-Index model have the highest cor-
relation with the number of answers posted. These experts, identified through the Z-Index
model are active contributors of answers towards questions. This finding is consistent with
the Z-Index approach which calculates the ratio of answers contributed against the ques-
tions posted [158]. Thus, these estimated experts were active in the year prior (during
the training year) to deserve high expertise estimate from the model and continue to be
active in the following year (evaluation year).

Despite the large number of answers contributed by the model estimated experts, we
observe a healthy amount of these answers can meet the information need of the other users
especially the questioners themselves with the best recorded correlation for the effective
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selected best answer. A high number of these best answers were however from questions
with low number of answers (situations which answer retrieval is less important), consistent
with the earlier findings from Section 5.4.

We however do note that these estimated experts are already active users and thus
would be contributing towards the platforms and their community without the need to
identify, search and encourage these users to further participate on the platform.

5.5.4 Observation and Analysis: Votes

It can be observed that unlike the Z-Index model, the inferred experts from the Vote Score
model do not have a high correlation with their activeness in the evaluation year. This is
possibly due to the model relying on the votes which the users garnered instead of only
the number of answers provided; an approach that do not penalized inactive users unlike
the Z-Index model.

Despite recording the lower correlation with the number of best answers selected and
voted for their contributions, the experts inferred were slightly more effective in meeting
the information need of the users especially the community (high effective best answer
votes). This is further supported from the earlier answer retrieval findings that the Votes
Score approach is competitive for questions with high amount of answers explored in
Section 5.4. With the same efficiency but lower number of answers posted; the identified
experts from the model could be encouraged to participate actively and contribute more
towards the improvement of the platform.

5.5.5 Observation and Analysis: User-User Graphs

The performance of the User-User graph models varies according to the variants. Gener-
ally, the inferred experts from the model perform similar to the experts inferred from the
Votes Score approach where the identified experts are not active in the evaluation year
but are as effective with their answers. The finding here is also consistent with the an-
swer retrieval performance for questions with at least five answers of these state-of-the-art
User-User graphs being competitive with the Votes approach for user expertise estimation.

5.5.6 Observation and Analysis: Credit Graphs

Despite performing the best during the answer retrieval evaluation (Section 5.4), the ex-
perts estimated from Credit Graph models recorded low correlation with the user activity
of answer posted in the evaluation year. Thus, it is natural to encourage the identified
experts to contribute more towards the platform and its community.

This study however shows low effectiveness in identifying the users that produce the
best answers. Such behaviour is possible as the Credit Graph approach only performs
well above the competition for questions with at least 5 answers – a scenario where an-
swer search is important (possibly difficult questions) which are not dominant on CQA
platforms. Thus, we can utilise this approach to locate inactive users who are yet able to
provide good answers in a competitive environment.
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Table 5.2: Study of Pearson Correlation between the Estimated User Expertise from the Approaches/ Models and User Contributions on Yahoo!
Chiebukuro.

Approach Pearsons Correlation between User Expertise and:
/ Model Total Selected Voted Effectiveness of Effectiveness of Effectiveness of

Answer Posted Best Answer Best Answer Selected Best Answer Voted Best Answer Best Answer

Z-Index (Baseline) 0.6530 0.6254 0.5845 0.0462 0.0292 0.0569
Votes Score 0.2680 0.2756 0.2672 0.0421 0.0349 0.0582
User-User (Count, Global) 0.2299 0.2220 0.2099 0.0353 0.0263 0.0466
User-User (Count, Local) 0.2536 0.2447 0.2299 0.0354 0.0273 0.0474
User-User (Votes, Global) 0.2452 0.2118 0.2042 0.0385 0.0291 0.0511
User-User (Votes, Local) 0.2343 0.2445 0.2394 0.0402 0.0326 0.0551
Credit Graph (Temporal Credit) 0.2083 0.2136 0.2091 0.0144 0.0111 0.0193
Credit Graph (Votes Credit) 0.1856 0.2179 0.2271 0.0204 0.0171 0.0283
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5.5.7 Conclusion

The explored user expertise estimation approaches can identify expert users who are able
to contribute good answers in the future. The findings suggest that the Z-Index baseline
approach is able to identify expert users who are active, whereas the other approaches
are able to better identify inactive expert users which is a greater feat as there are less
information about these users. In fact, these experts are highly effective in providing the
best answers in meeting the information need of the questioner.

Despite the credit graph approach achieving the best answer retrieval performance
(in Section 5.4) and it being able to identify inactive experts; the identified experts were
found to not be effective enough in providing the best answer when compared to the
baseline. Once again, we saw that the simple approaches are competitive in terms of
performance with that of the state-of-the-art graph-based approaches for the estimation
of user expertise. Thus, this drives our research to explore a new direction – the estimation
of user expertise later in Chapter 6.

5.6 Summary

In this chapter, we explore several approaches to estimate user expertise on CQA platforms
with a focus on graph-based approaches. As discussed in Section 5.2, the current state-
of-the-art approaches to user expertise estimation models CQA platforms as user-user
graphs and propagating authority as user expertise; according to the questioner-answerer
or answerer-answerer relations.

Our research proposed an alternative graph model in Section 5.3 – the credit graph
model which accounts for the difference in user answering relations; which is adapted
from our earlier success in Part I. This is overlooked in the user-user graph models which
assumes each user answering interaction to be the same when aggregated as the user
relation weights. We argued that user questions are of varying difficulty and thus require
a need for a mutual reinforcement between user expertise and question difficulty; instead of
considering each question and answering action to be the same. Thus, providing the better
answer in a difficult question should reward the answerer with a greater expertise measure.
In order to do so, the credit graph model each user answering interaction as a user-question
relation. These relations would however need to be weighted. Our research explored how
answerers’ contribution can be measured by extracting content-agnostic features on CQA
platforms; presented as credit functions in Section 5.3.1.

The estimated user expertise of answerers is then used to infer the information quality
of their answers; relying on the assumption that expert users have a higher probability
in contributing better answers that meets the information need of the question [18]. In
Section 5.4, we showed how the information quality of answers can be inferred directly from
the expertise of the answerers without processing the answer content directly as a content-
agnostic approach to the problem. All of the explored approaches were competitive in the
prediction of answer though we note that simple approaches such as the Z-Index and Credit
Scores are in fact competitive to the more sophisticated graph-based approaches (both
User-User graphs and Credit graph); consistent with earlier findings from the literature
[158]. Besides that, we identified features such as user votes and the temporal ordering of
answers as signals for the estimation of user expertise.

This chapter concludes with a study on expert search – how experts can be identified
and retrieved [163] according to their estimated expertise from the discussed approaches.
Our study showed that the simple approaches to the estimation of user expertise such as
the Z-Index approach is suitable to estimate the expertise of active users; with the more
complex approaches otherwise. Despite the good answer retrieval performance, the credit
graph approach were not performing better than the single approaches for expert search.
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This leads us to explore new approaches to the estimation of user expertise in the following
Chapter 6.
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Chapter 6

Competitive Pairwise Comparison
for User Expertise Estimation

Graph-based approaches to user expertise estimation on CQA platforms propagate au-
thority according to users’ answering interaction; with higher propagation if the answer
is of greater contribution according to the mutual reinforcement between user expertise
and answer quality [16]. In the earlier Chapter 5, these approaches are successful in es-
timating user expertise for answer retrieval (Section 5.4 for best answer). In performing
expert search (Section 5.5), we saw these approaches being able to identify experts of
lower activity; though the identified experts from the Credit Graph approach were not as
competitive as the User-User graphs in identifying effective experts.

In this chapter, we explore the alternative to graph-based approaches in utilising the
CQA features for the content-agnostic estimation of user expertise with the goal of ad-
dressing the research questions raised in Section 6.1. If the answerers’ contribution can
be measured, then it can be compared between answerers – with the answerer of higher
expertise being able to contribute better answers. In hindsight, this is the motivation
for the user-user graphs where authority is propagated from an answerer to be better
answerer in the answerer-best answerer graph and from the questioner to the answerer in
the questioner-answerer graph.

Thus, it is possible to form user-user pairs for performance comparisons; often known as
pairwise comparison approaches used in many domains such as sporting competition [129].
Here, the implicit pairwise comparison between two answerers is implied through their
answering performance1 [95] and these users are rated within a rating system as a measure
of expertise which can be easily updated unlike the earlier graph-based approaches. We
discuss this approach further in Section 6.2 of this chapter. Many of the current state-
of-the-art pairwise comparisons are only concerned in the outcome and not the actual
performance difference; similar to that of real-world sports like tennis. This research argues
otherwise in Section 6.3 through a proposed competitive pairwise comparison model with
the addition of win-margins and temporal rating period.

To evaluate the performance of expertise estimation approaches, this research once
again sets up the same answer retrieval task used in Section 5.4 as the evaluation method-
ology in Section 6.4. Similarly, we perform the same study for expert search in Section
6.5. Finally, we conclude this chapter and our study on CQA platforms with a summary
in Section 6.6.

1How well their answer meet the information need of the questioner.
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6.1 Research Questions

Further expanding on the research questions introduced in Section 1.4 and accounting for
the answered research questions from Section 5.1, the following research questions guide
our research into the pairwise comparison approach to the estimation of user expertise on
CQA platforms.

6.1.1 Can User Expertise be Estimated on CQA Platforms Through
Pairwise Comparison Approaches?

In Section 4.3.3, we saw that user expertise can be estimated on CQA platforms with
graph-based approaches. In this chapter, this research attempts to perform the same
with pairwise comparison approaches; exploring how to best do so for CQA platforms –
how to best build the comparison pairs from user answering interactions on the platform
and which features are suitable to be used as the performance measure. We present our
proposed pairwise comparison approach in Section 6.3 with several key enhancements to
the current state-of-art approaches.

Similar to player rating in sports, user ratings can be used to indicate the expertise
of users; where users of similar expertise perform the same [101]. Unlike the expertise
measure from graph-based approaches, user ratings are able to account for the change
in user expertise over a temporal period [150]. Besides that, the expertise rating can be
updated directly between the users in the comparison pairs going forward.

6.1.2 Do Expert Users Produce Better Answers?

The estimated user expertise is once again used to infer the information quality of their
answers as a content-agnostic approach. This is motivated by the observation that users of
higher expertise tend to produce content which meets the information needs of consumers
[113, 158]; enabling the questioners to quickly2 identify the good answers amongst a large
amount of sub-par answers3.

Unlike Chapter 3, we now estimate user expertise through several pairwise comparison
variants. Our goal here is to better estimate user expertise for an improved answer re-
trieval performance later in Section 6.4 when compared against all of the earlier explored
approaches. Besides that, we also study the effectiveness of identified experts for answer
contribution as an expert search task in section 6.5.

6.1.3 Can We Predict the Best Answer in a Question Thread?

Just like Chapter 3, this research attempts to predict the best answer that could meet the
information need of the questioner even when there is large amount of answers of varying
quality in the question thread itself. As the estimated user expertise are still relative
measures between the users, we can infer the information quality of their answers as a
relative measure in order to suggest the best answer during answer retrieval in Section
6.4.

6.2 Pairwise Comparison Approaches

Pairwise comparison approaches on CQA platforms do model the question-answering inter-
action of its users as a competition between the answerers. Each answerer would attempt
to perform best to meet the information need of the answerer. This enables pairs to

2See Section 4.4.7 on answer cold-start.
3See Section 4.4.8 on varying answer quality.
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be formed between answerers in each question thread and these answerers are compared
according to their answering performance [95]. Depending on their performance, the ex-
pertise of these answerers would be estimated – with the better answerer having a higher
expertise analogously how we evaluate a tennis player’s performance during a match.

6.2.1 Rating as Expertise

Rating systems are commonly used for competitive sports and games to rank their players.
One of the earliest notable rating systems is the Elo rating system which builds a simple
statistical model which estimates the ability levels (or commonly known as the skill) of its
players [41]. Elo is initially used for chess [47] and then expanded to many other sports4

and games5. Elo has then evolved over the years with the introduction of newer rating
systems such as Glicko [48] and TrueSkill [57]. Many of these ratings are relative measures
which enable the comparison between users.

With user ratings, it is possible to predict the outcome of a match by considering the
difference in ratings between two competitors. A higher rated player is expected to win
when matched against another player of lower rating. Thus, modern rating systems such
as Glicko and TrueSkill are used to improve matchmaking that puts players or teams of
similar skill levels together for a satisfying competitive experience [51]6.

Definition 15 (User Rating). A measure of strength to reflect a user’s true capabilities
[46].

The user ratings are updated according to the outcome of matches such as the work of
Liu et al. [95] with the Trueskill rating system for CQA platform. These matches are the
pairs formed between the answerers as a competition within each question thread; with
the outcome determined according to their answering performance. For both Glicko and
TrueSkill, a player’s performance follows an approximately normal distribution according
to the player’s average skill (mean µu) with an uncertainty factor (deviation σu). These
measures are then updated for the winner and the losers after each question. A user’s
expertise can be inferred as Function 6.1 as a conservative estimate of user skill [95].

Expertise(u) = µu − 3σu (6.1)

6.2.2 User Pairings

For pairwise comparison approaches, user-user pairs are needed to compare the users
according to their performance. This is akin to a match between players and the outcome
of the match is then used to update the user ratings which we consider to be user expertise.
In the literature, user-user pairs are formed according to the user interactions within a
single thread, usually between the answerers and the best answerer of the thread (for rating
with TrueSkill) [95] similar to the edges on answerer-best answerer graph [10]. Recall the
scenario earlier from Figure 5.1 with two questions involving six users. User-user pairs
can be formed within each question, with the best answerer as the winner in a pair:

• Question1.
3 user pairs between User3 as the best answerer against User2, User4 and User5.
• Question2.

A single user pair between User6 as the best answerer against User5.

4Notably the National Football League (NFL).
5Notable Magic the Gathering, World of Warcraft and League of Legends.
6Notably Glicko in Guild Wars 2 and TrueSkill in the Halo franchise.
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The motivation for such pairing is due to the ease in identifying the best answerer
on CQA platforms through the highest voted answer [159] or questioner’s best answer
selection (as seen on Yahoo! Chiebukuro). Besides that, such pairing is favourable for the
result oriented approach to pairwise comparisons with the best answerer as the ultimate
winner.

6.2.3 Result or Outcome Oriented

Many of the current user rating systems are only concerned with the outcome of a match
as an indicator of user performance. The higher rated user should perform better than
the lower rated user, coming out on top in the match. If the outcome is not as expected,
then it is an upset. The actual performance or win-margin which resulted in the outcome
is not considered when the user rating is updated. For example, in Glicko, the winner
will receive an outcome score of 1 for winning and the loser a score of 0; both receiving
a score of 0.5 if a draw occur. As we discussed earlier that the user-user pairs are built
to always include the best answerer, there is a winner and a loser with no possibility of a
draw occurring.

6.2.4 Ratings Update

User ratings are updated according the outcome of a match [41] or a pairwise comparison
in our context. Often, the user ratings are updated directly after a match [95] which is
also known as a live rating. This is often the preferred method as it enables the ratings
to self-correct as soon as possible for the next match, especially when the user ratings are
used for matchmaking [57]. Alternatively, the user ratings can be updated at the end of
a competition – after a series of matches especially when there is a temporal gap between
the competition to account for the potential user growth [101].

6.3 Competitive Rating Approach

The competing rating is this research’s adaptation of the pairwise comparison approach for
the estimation of user expertise on CQA platform. It is based on the competition approach
discussed in Section 6.2 with several changes which we shall discuss in the later sections.
The proposed competitive rating approach is modelled according to the following:

• Each question is a competitive tournament organised by the questioner as the user
who open the question thread for answerers to participate. As the organiser, the
questioner will not be participating in the competition, thus not having their exper-
tise estimated or updated. Our reasoning for this model is due to the difference in
intention between the questioner and the answerers of the question which prevents
reasonable comparison7.

• The participants of the competitive tournament are the users who chose to answer
or respond to the question. These users as answerers would be judged and have their
expertise estimated or updated.

• The performance of each participant is correlated with the number of votes received
by their answer. This would be collected after a certain period of time as user
votes can be regarded as the community’s long-term judgement of content [9], as
a measure of the user’s contribution towards meeting the information need of the
questioner. User performances are comparable within the same competition and the
best performing user is the best answerer within the question thread.

7Unless we were to model the questioner as the ultimate loser.
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• The user expertise level does not change much within the short period of time [95,
101]. Thus, their answering performance is consistent according to their capabilities
for questions within the same period.

6.3.1 Glicko-2 Rating

Pairwise comparison approaches have used TrueSkill as a measure of user expertise on
CQA platforms [95]. It is a Bayesian skill rating system used for calculating the relative
skill level of players in multi-player or team games such as the Halo franchise. It is patented
[58] and limited to use by Microsoft.

To incorporate the competitive scores and the rating period into our competitive rating
model for user expertise estimation, we explore the Glicko-2 [46] rating model, an extension
on a previous Glicko [48] model. Glicko-2 uses a logistic distribution unlike the Gaussian
distribution of TrueSkill which is similar in application and is computationally efficient for
pairwise comparison between two users. Besides that, Glicko-2 is able to handle the sudden
change in merits for the user rating and variance stochastically [46]. In the following
sections, we shall discuss Glicko-2 in greater detail.

User Rating

The user rating µu is a measurement of strength. In our application, the user’s strength
is regarded as the user’s expertise. The user rating is updated after each rating period as
shown in Equation 6.2 according to the outcome of matches between user ux and his/her
opponents during the same rating period t.

µt+1
ux =µtux + (σt+1

ux )2 ·
max∑
j=1

g(σtuy)(wuy − P (µtux , µ
t
uy , σ

t
uy)) (6.2)

In the traditional Glicko rating, wuy represents the total outcome (or scores) of the
pairwise comparison of user ux against user uy with each game producing a value of 1 if
ux won, 0.5 if it is a tie and 0 if uy won. As we introduced the competitive scores (Section
6.3.3), wuy represents the total aggregated win-margin scores of ux against uy in the rating
period t.

The strength uncertainty confidence, g(σ) distinguishes the uncertainty in a user’s
strength within the Glicko rating system. It is mainly used for measuring the opponent’s
strength (Equation 6.3). From the equation, we can see that the strength confidence
increases when the rating deviation σ is low. When applied into Equation 6.2, opponents
with lower rating deviation σuy amplify the outcome of the match to update the user’s
rating µux .

g(σ) =
1√

1 + 3σ2/π2
(6.3)

The approximate probability of user ux defeating opponent uy as a function of es-
timated strength is described in Equation 6.4. From the equation, we can see that the
probability of defeating an opponent is dependent on the difference in user rating µtux−µ

t
uy

where it would be a large probability if the difference is positive and a small probability
if the difference is negative. The uncertainty in opponent’s strength g(σtuy) is accounted
for as well.
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P (µtux , µ
t
uy , σ

t
uy)) =

1

1 + exp(−g(σtuy)(µtux − µtuy))
(6.4)

User Rating Deviation

The rating deviation σu is a feature of the Glicko algorithm as an extension of Elo. The
deviation can be used as a standard deviation which measures the uncertainty in the
user rating where a higher value signifies a higher uncertainty. The user rating and the
user rating deviation can be used together to estimate the strength (expertise in our
application) of the user better by reporting the 95% interval in the range of [µ− σ, µ+ σ].
We can take a conservative approach (similar to that of TrueSkill [95]) to take the lower
limit of the strength estimate.

Just like user rating, user rating deviation is updated only after each rating period with
the equation shown in Equation 6.5. If a user did not participate in the rating period, the
user’s rating deviation is updated as Equation 6.6.

σt+1 =

√(
1

(σt)2 + (φt+1)2
+

1

δ2

)−1
(6.5)

σt+1 =
√

(σt)2 + (φt)2 (6.6)

with the δ2 as the game outcome variance as shown below:

δ2 =

 m∑
j=1

(g(σtuy))2P (µtux , µ
t
uy , σ

t
uy)(1− P (µtux , µ

t
uy , σ

t
uy))

−1 (6.7)

The volatility component, φ is the main improvement of Glicko-2 over the original
Glicko rating system. It is this volatility which describes the change in merits where high
volatility φ denote sudden shifts. A higher volatility will result in a higher user rating
deviation which suits the goal of the Glicko-2 rating system. It usually starts at a default
value of φ0 = 0.06 and φ is updated by an iterative procedure [46].

6.3.2 Proposed: Formatted Pairings

Instead of only looking the answerer-best answerer pairs as discussed in Section 6.2.2, this
research proposes alternative pairs for comparison. We model each question thread as a
Round-Robin league, resulting in pairs between every answerer in the thread. Thus, from
the example scenario in Figure 5.1, we would form the following competitive pairs:

• Question1.
6 user pairs: User2-User3, User2-User4, User2-User5, User3-User4, User3-User5 and
User4-User5.
• Question2.

1 user pair: User5-User6.

The questioner is excluded from the competitive pairs, the User1 in Question1 and User
2 in Question2 because they are the organisers as introduced earlier for the competitive
model. This differs from the landmark approach [95], which models the questioner as the
ultimate loser in the question.
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It is possible to build the competitive pairs in many ways using various competition
model for a question such as Brackets, Double Elimination and Bubble Brackets. As
of now, our current research only focuses on the Round-Robin format to get every user
involved in order to secure enough user interactions for the estimation process. Without
sufficient user information, pairwise comparison approaches often struggle [95].

6.3.3 Proposed: Win-Margins

We discussed in Section 6.2.3 that many of the traditional approaches only consider the
outcome or the results of a match. These approaches [10, 95] only treat the best answerers8

as the winners and every other answerer as the losers without considering the actual
performance or match score which led to the outcome. This could result in two different
answerers with varying expertise being updated the same if they suffer a loss in the same
question thread. Furthermore, draws are often neglected as there are always winners as
long as the best answerer can be identified.

Many of the modern CQA platforms do allow users to vote. Thus, we propose the use
of votes as contribution scores for measuring the users’ performance in the competitive
pairs built according to Section 6.3.2. This enables us to compare the performance between
each answerer competitively through the votes gained by their answers in the question –
with the answerer who gained more votes as the winner of the match. But instead of only
focusing on the outcome of the match, we incorporate the user votes to determine the
win-margin as the performance difference between the users.

Definition 16 (Win-Margin). The performance difference that resulted in the observed
outcome.

Due to the varying number of user votes within a question thread, this research propose
a win-margin function to score the performance of the users in match as shown in Figure
6.8. This is inspired by the Bradley-Terry model which correlates the win probability of
a player in a game with the player’s real rating µx against the opponent’s rating µy to be
µx

µx+µy
(for winning) and

µy
µx+µy

(for losing) [20]. Function 6.8 can be adjusted to account
for the negative votes on some CQA platforms by rescaling the votes during pre-processing.

WinMarginqk(ux, uy) =
Vqk(aux)

Vqk(aux) + Vqk(auy)
(6.8)

6.3.4 Proposed: Rating Period

User ratings are often live – where the user ratings are directly updated at the end of every
match [95] or at the end of every competition (question in our CQA context). The user
expertise is updated live to immediate use particularly for matchmaking in competitive
games [57]. The challenge in estimating user expertise on CQA platform is that users do
enter CQA platform at different level of expertise. By observing user interactions over a
period, it is possible to approach even closer towards the true expertise of the users.

Users can also gain expertise over time with each user going through a different growth
rate [150]. It should however be noted that user expertise and behaviour do not change
much within a short period [83, 95]; with the user performance being relatively consistent
within the same period [101].

Thus, for efficiency purposes, this research proposes using a rating period tk where all
outcome within the rating period is collected before being used to update the user rating at
the end of the rating period. If users have multiple confrontations within the same rating
period, then their scores are aggregated; enabled by Glicko-2 treating matches within the

8Based on user votes or questioner selection.
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same period as matches occurring simultaneousness [46]. For our research, we explore a
number of rating periods for updating – live rating, one day, one week (seven days) and
one month (thirty days).

Definition 17 (Rating Period). The amount of time between competitions.

6.4 Answer Retrieval Evaluation

Having estimated user expertise using various pairwise comparison approaches, we put
the expertise value to the test for answer retrieval using similar evaluation methodology
to that detailed in Section 5.4. The estimated user expertise is directly applied to infer
the information quality of user answers in a question thread in order the predict the best
answer that would meet the information need of the questioner.

6.4.1 Evaluated Approaches

As we already observed that topical domain expertise is able to improve answer retrieval,
our evaluation process now focuses on the domain-specific expertise estimated with pair-
wise comparison approaches. All the evaluated approaches from Section 5.4.4 make their
return for evaluation here, using the Z-Index approach as the baseline again.

Proposed: Competitive Rating with Glicko

This research proposed some changes to the pairwise comparison approach for the esti-
mation of user expertise as the competitive rating approach, discussed in Section 6.3. For
our evaluation, we set-up the question threads from the dataset as a Round-Robin league
where each user will face each other once in their same question; and their performance
in the match is indicated by the number of votes gained by their answer.

The estimated user expertise are domain-specific; thus, the question threads are sepa-
rated according to their assigned topic9. The default volatility of φ0 = 0.06 is used for the
competitive rating approach. The explored variants are designed to compare the state-of-
the-art competition inspired pairwise comparison approach [95] using the Glicko-2 rating
system against our proposed competitive rating approach:

• Scoreless (competition) vs win-margin (competitive).
To the best of our knowledge, the current pairwise comparison approaches as dis-
cussed in Section 6.2.4 would update the user ratings according to the outcome of the
comparison without regard to the actual user performance which led to the outcome
– the winner getting a score of 1 and the loser a score of 0 or both getting a score of
0.5 when it is a draw. We introduced the win-margin outcome measure in Section
6.3.3 as an alternative where the actual user performance does matter in updating
the expertise rating of the users.

• Live update (competition) vs rating period (competitive).
User ratings of answerers are directly updated following the outcome of a match or a
competition (see Section 6.2.4), known as a live update. The proposed competitive
approach discussed in Section 6.3.4 would only update user ratings between rating
periods such as one day, one week and one month.

9See Section 4.4.1 for the topics in the dataset.
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6.4.2 Results

The answer retrieval performance for the best answer prediction of all evaluated approaches
and their variants are presented in Table 6.1. In this chapter, we focused on how pairwise
comparison approaches perform against the earlier explored approaches from Section 5.4
of Chapter 3. When compared against the baseline Z-Index simple approach for topic
sensitive user expertise, we saw all of the pairwise comparison approaches (both the state-
of-art and our proposed variants) performing very well – up to an improvement of 21.14%
with a MRR of 0.5646 for questions with at least 5 answers. This performance improvement
difference is statistically significant (t = 5.818, p = 9.65779E − 09, df = 602).

The various pairwise comparison approaches do also outperform all of the graph-based
approaches; including the best performing credit graph approach which was proposed
in Section 5.3. The credit graph approach obtained a MRR performance of 0.4950 with
6.19% improvement over Z-Index was not statistically significantly better than the baseline
(t = 2.750, p = 0.00615, df = 602) and is 14.06 worse than the best performing pairwise
comparison approach with the proposed competitive rating. In the follow sections, we
analyse the performance of pairwise comparison approaches further.

6.4.3 Analysis: Win-Margin Matters

The best performing pairwise comparison variants for all questions are the proposed com-
petitive rating variants with the win-margins instead of the ones without win-margin or
scoreless outcome-focused variant [95]. The win-margin variant detailed in Section 6.3.3
accounts for the actual user performance which led to the outcome of the pairwise com-
parison; providing additional essential information to the relative nature of user expertise
– how much better is a user compared to another. Such additional information to better
reach convergence in estimating the actual expertise of users; provided sufficient user in-
teractions are available within rating periods (one day or one week) and not overfit over
a long rating period.

6.4.4 Analysis: Periodical Rating Updates

The current state-of-the-art pairwise comparison competition approach with TrueSkill [95]
updates the user expertise as a live update. As discussed in Section 6.3.4, user expertise
does not change much within a short period of time [95] and produce content of similar
information quality within the same temporal frame [101]; motivating the introduction of
temporal period10 for the competitive rating. User ratings are only updated between rating
periods, aggregating the outcome from the same rating period. This provides the pairwise
comparison approaches with more user information for accurate user rating updates.

As presented in Table 6.1, the pairwise comparison variants with rating periods out-
perform the variants with live updates of user expertise. The performance difference is
around 5% over the baseline in the MRR measure for best answer prediction. From the
explored values for rating periods, we observe that the best performing rating periods are
one day and one week. The live update (zero days) would update the user expertise too
quickly, resulting in inaccurate expertise estimation from incomplete information. A long
rating period of one month is not suitable either, as it is not able to capture the change in
user expertise as the users grow over time [101, 150], since they consume more knowledge.

6.4.5 Conclusion

In Section 6.1, we ask if user expertise can be estimated on CQA platforms through
pairwise comparison approaches. Findings from the answer retrieval evaluation showed

10Which is already easily adjustable in Glicko-2 [46].
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that pairwise comparison approaches are in fact able to do so, even outperforming both
the simple approaches and also the more complex graph-based approaches. As a relative
measure, the estimated user expertise enabled us to compare the inferred information
quality of contributed answers to better predict the best answer for a question; based on
the assumption expert users do produce better answers.

This research suggests modelling question threads as a league, pitting answerers in
the question thread against each other in a Round-Robin league format. The outcome
from their matches are used to update their expertise rating. Instead of only looking
at the outcome of the match, we now compare the performance of these users which led
to the outcome as the user-user pairs are no longer built just against the best answerer
as the ultimate winner of the league; thus, enabling us to reach accurate user expertise
estimation quicker. The performance of each user against their opponent is measured
according to the win-margin introduced in Section 6.3.3 to estimate the competitive rating
of the users; improving performance over the competition outcome-based scoreless variants.
This rating is updated between rating periods, providing sufficient user information for
accurate updates while accounting for the potential user expertise growth of the user. The
combination of these suggestions does improve the user expertise estimation capabilities
of pairwise comparison approaches over the other explored approaches up to 21.14% over
the baseline Z-Index approach.
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Table 6.1: Mean Reciprocal Rank (MRR) performance for the evaluated algorithms for 53, 871 questions in year 2008-2009. Best performance in bold.

Approach Mean Reciprocal Rank (MRR)
All Questions At least 3 Answers At least 5 Answers

Selected vs Baseline Selected vs Baseline Selected vs Baseline

Z-Index (Baseline) 0.9442 +0.02% 0.7020 +0.16% 0.4798 +2.93%
Votes 0.9439 0.0% 0.7008 0.0% 0.4889 +4.90%
User-User (Count, Global) 0.9453 +0.14% 0.7079 +1.01% 0.4851 +4.07%
User-User (Count, Local) 0.9455 +0.16% 0.7082 +1.05% 0.4803 +3.83%
User-User (Votes, Global) 0.9452 +0.14% 0.7077 +0.97% 0.4884 +4.78%
User-User (Votes, Local) 0.9455 +0.17% 0.7084 +1.08% 0.4866 +4.38%
Credit Graph (Temporal Credit) 0.9458 +0.20% 0.7109 +1.43% 0.4779 +2.53%
Credit Graph (Votes Credit) 0.9420 +0.21% 0.6904 -1.49% 0.4950 +6.19%
Competitive (Scoreless, RatingPeriod 0) 0.9507 +0.71% 0.7366 +5.11% 0.5344 +14.65%
Competitive (Scoreless, RatingPeriod 1) 0.9514 +0.79% 0.7408 +5.71% 0.5597 +20.07%
Competitive (Scoreless, RatingPeriod 7) 0.9512 +0.77% 0.7397 +5.55% 0.5539 +18.82%
Competitive (Scoreless, RatingPeriod 30) 0.9512 +0.77% 0.7396 +5.53% 0.5626 +20.70%
Competitive (WinMargin, RatingPeriod 0) 0.9506 +0.70% 0.7362 +5.05% 0.5321 +14.16%
Competitive (WinMargin, RatingPeriod 1) 0.9516 +0.81% 0.7419 +5.86% 0.5646 +21.14%
Competitive (WinMargin, RatingPeriod 7) 0.9516 +0.82% 0.7419 +5.86% 0.5564 +19.39%
Competitive (WinMargin, RatingPeriod 30) 0.9513 +0.78% 0.7403 +5.62% 0.5590 +19.92%
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6.5 Expert Search Study

Similar to the user study in Section 5.5 of Chapter 5 for expert search, we study the
identified experts from pairwise comparison approaches and their variants. We follow the
same methodology and study measures. The goal from this study is to identify expert
users who would be effective in contributing high quality answers in the future; preferably
identifying expert users who are inactive for further encouragements to contribute on the
platform.

6.5.1 Findings

The user study findings are presented in Table 6.2 for the pairwise comparison variants,
aggregated with the other approaches from the earlier study of Table 5.2.

6.5.2 Observation and Analysis: Pairwise Comparison

Compared to the other explored approaches, the experts identified from the pairwise com-
parison approaches were found to have low correlation with the number of answers posted.
These users are hard to spot due to their limited user activity. But despite the lower num-
ber of answers contributed, these answerers were able to produce the best answer in a
question thread for answer retrieval as we saw in Section 6.4 especially when the questions
do have a higher number of answers. Thus, these expert users are wanted and should be
encouraged to contribute more on CQA platforms.

6.5.3 Observation and Analysis: Impact of Rating Period

The rating period for the proposed competitive pairwise comparison variant has a sig-
nificant impact on our expert search study. We saw that as the rating period increase,
the identified experts are more active; but still much less active when compared to the
experts identified through the simple and graph-based approaches. Besides that, identi-
fied experts from a long rating period of thirty days still perform really well for the best
answer prediction in answer retrieval – better than the other approaches while remaining
competitive with the other rating period.

Interesting observations can made for the effectiveness of the identified experts in con-
tributing the best answers. Despite the fact that identified experts are relatively inactive,
these experts are really effective when the rating period is set to thirty days. The effective-
ness of these experts decreases as the rating period decreases. The explanation for such
an observation is that the Glicko-2 rating decays the user ratings if the users were not
active within the rating period. This supports the earlier finding that pairwise comparison
approaches are not suitable for CQA platforms with high number of users but with low
activity [95]. A possible workaround for this in the future is to adjust the decay portion of
the Glicko-2 update functions in order to not penalise inactive users or use a longer rating
period to supplement a shorter one.
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Table 6.2: Study of Pearson Correlation between the Estimated User Expertise from the Approaches/ Models and User Contributions on Yahoo! Chiebukuro.

Approach Pearsons Correlation between User Expertise and:
/ Model Total Selected Voted Effectiveness of Effectiveness of Effectiveness of

Answer Posted Best Answer Best Answer Selected Best Answer Voted Best Answer Best Answer

Z-Index (Baseline) 0.6530 0.6254 0.5845 0.0462 0.0292 0.0569
Votes Score 0.2680 0.2756 0.2672 0.0421 0.0349 0.0582
User-User (Count, Global) 0.2299 0.2220 0.2099 0.0353 0.0263 0.0466
User-User (Count, Local) 0.2536 0.2447 0.2299 0.0354 0.0273 0.0474
User-User (Votes, Global) 0.2452 0.2118 0.2042 0.0385 0.0291 0.0511
User-User (Votes, Local) 0.2343 0.2445 0.2394 0.0402 0.0326 0.0551
Credit Graph (Temporal Credit) 0.2083 0.2136 0.2091 0.0144 0.0111 0.0193
Credit Graph (Votes Credit) 0.1856 0.2179 0.2271 0.0204 0.0171 0.0283

Competitive (Scoreless, RatingPeriod 0) -0.0005 0.0001 0.0003 0.0051 -0.0024 0.0021
Competitive (Scoreless, RatingPeriod 1) 0.0004 0.0005 0.0005 0.0020 0.0019 0.0029
Competitive (Scoreless, RatingPeriod 7) 0.0061 0.0014 0.0078 -0.0011 0.0016 0.0004
Competitive (Scoreless, RatingPeriod 30) 0.0069 0.0172 0.0173 0.0417 0.0327 0.0562
Competitive (WinMargin, RatingPeriod 0) 0.0004 0.0011 0.0014 0.0031 0.0010 0.0031
Competitive (WinMargin, RatingPeriod 1) -0.0005 -0.0005 -0.0005 -0.0020 -0.0019 -0.0029
Competitive (WinMargin, RatingPeriod 7) 0.0026 0.0057 0.0056 0.0144 0.0098 0.0183
Competitive (WinMargin, RatingPeriod 30) 0.0065 0.0164 0.0162 0.0405 0.0316 0.0545
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6.6 Summary

In this chapter, we explored an alternative method to estimate the expertise of users on
CQA platforms following our exploration on simple and graph-based approaches. This
alternative approach is the pairwise comparison approach which forms comparison pairs
between users in order to estimate the relative expertise between them. The goal in this
chapter is to estimate the expertise of the users in order for us to infer the information
quality of their answer contribution – with the user having the higher expertise producing
the better answers so that the best answer can be predicted for expert search. Our goals
are stated in the research questions of the chapter in Section 6.1 which we attempt to
answer.

First, we looked at the current state-of-the-art approaches to user expertise estimation
with pairwise comparison [95] in Section 6.2. User-user pairs are formed for comparison
if both users are answerer within the same question with one of the answerer being the
best answerer, similar to the answerer-best answerer graph model [10]. Each question is
regarded as a competition and each pair as a match; thus user ratings from statistical
rating systems such as Elo [41] and TrueSkill [57] can be regarded as the estimated user
expertise.

Our research proposed the competitive rating approach in Section 6.3, in our attempt to
improve the user expertise estimation process. The competitive rating approach includes
several differences from the state-of-art competition approach such as – (1) a Round-
Robin styled league for user pairs; (2) incorporating the performance of users in each
match measured from the win-margin of each match to update user ratings; and (3) only
updating user ratings between rating period. We justified the motivation between these
variants in order to improve the estimation process. The rating system of choice for
the proposed competitive rating approach is the Glicko-2 [46] rating system due to the
additional features suitable for our suggested variants and TrueSkill being patented [58].

In our answer retrieval evaluation with the task of best answer retrieval (Section 6.4),
we saw the pairwise comparison of all variants to perform really well. All the variants
outperformed the earlier explored simple and graph-based approaches with the our com-
petitive pairwise comparison approach with win-margins and rating period significantly
(p = 9.65779E− 09) outperforming the Z-Index baseline by 21.14% for answer retrieval in
questions with at least five answers. Besides that, the proposed win-margin extension does
comfortably outperform the outcome-focused scoreless state-of-art competition approach;
suggesting that the user performance which led to the pairwise match outcome do matter
to better estimate the true expertise of the users. The user ratings should not be updated
live as done in the competition approach but should instead be updated between rating
period; requiring a suitable temporal time frame where there is sufficient user information
for accurate rating updates (long enough period) without neglecting the potential user
expertise growth (but not too long).

For our expert search study in Section 6.5, we made several interesting observations.
Firstly, we found the identified experts from the pairwise comparison approaches are all of
low activity despite them being able to provide the best answer for our expert search. As
we increase the rating period for our competitive rating approach, the identified experts
were found to be more active. These experts are however much less active than the ones
identified through simple or graph-based approaches; suggesting the need to find and
motivate these users more. The second key observation made is that the effectiveness of
the identified experts increases as the rating period increases. User expertise are updated
between rating period with a decay for users who did not participate the period itself.
As the identified experts are often inactive, their expertise decay could result in a lower
effectiveness correlation and prevent us from identifying these experts. Thus, a potential
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future work is to explore the impact of decays towards the estimation of user expertise
especially for inactive users11.

11We incorporate this study later in Part III of the research.
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Part III

Content Aggregation (CA) and
Social Curation
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Chapter 7

Content Aggregation on the World
Wide Web

Content aggregation (CA) platforms are the one-stop-fits-all destination for information –
where quality content from the World Wide Web (WWW) is identified and curated for the
consumption of users. As such, many of the content aggregation platforms have prospered
since the beginning of the WWW, commanding a large amount of internet traffic [134].
Notable content aggregation platforms include:

• Slashdot1

• Digg2

• Reddit3

Over the years, these platforms have evolved with the loosening of responsibility from
hired editors to the user community of the platforms. Many CA platforms of today now
rely on users to identify and share interesting content from the WWW on their platform
for the consumption of other users [137]. This shift towards the social curation (SC) model
is discussed further in Section 7.1 through an overview of notable CA platforms.

Today, CA platforms have an undeniable impact on the WWW as presented in Section
7.2. Instead of just content curation, users are encouraged to generate and contribute new
content for the consumption of other users. The SC shift poses new challenges in the
organisation of large and diverse content on CA platforms; especially with user-generated
content (UGC) that are of varying quality. In Section 7.3, we look at content management
on the CA platforms of today and discuss the challenges faced as CA platforms are socially
curated by their users in Section 7.4.

One of such platform is Reddit, which has gained immense popularity over the years
[130] to the point where it is sometimes referred to as the “Front Page of the Internet”.
Today, Reddit has built its reputation as one of the most popular sites on the WWW
with an Alexa4 rank of 27 as of June 2016. We conducted a study of Reddit in Section
7.5 to better understand its structure (in Section 7.5.1) and content management on the
platform.

Our study in this chapter motivates our work in Chapter 8 where we attempt to predict
user contributions on Reddit in order to improve content management on the platform.
As with Part I and Part II of the research, we once again look to estimate the expertise
of CA users and then proceed to infer the information quality of their content.

1https://slashdot.org/
2http://digg.com/
3https://www.reddit.com/
4http://www.alexa.com/
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7.1 Shift Towards Social Curation

Just as the Web 2.0 of user-generated content evolved from the author-generated content
era; CA platforms evolved into their current state of collaborative-based social curation
from editor-based curation. This evolution moved from editors having full control over
the content of CA platforms (SlashDot) to editors determining the front-page (Digg) and
finally to its current form with the user community having full autonomy of content on
the platform (Reddit).

7.1.1 SlashDot

One of the earliest CA platform is Slashdot which began in the year 1997. On Slashdot,
editors would select, edit and aggregate content such as stories or news for the consump-
tions of the users on the platform [87]. The users could just consume or comment on the
threads created by the moderators, moderated through peer-assessments [117].

7.1.2 Digg

Following the success of Slashdot, Digg rise in popularity in year 2004. Unlike Slashdot
which relies on editors to aggregate content from the WWW to the platform, Digg allows
users to submit content to the platform [63]. The submitted content can then be voted on
the platform – actions coined as ‘Digging’ with a up-vote known as a ‘dig’ and a down-
vote known as a ‘bury’. These votes describe how interesting is a piece of content [89] and
when a user votes for a piece of content, the content is shared to the voter’s followers as
recommendations [61] sorted by in reverse chronological order.

Content on the highly visible front-page of Digg was still to a certain extend selected
and managed by the editors of Digg, with users competing for attention towards their
contributed content as voted by other users. Here, it can be observed the loosening of
responsibility in content curation from editors to the users.

7.1.3 Reddit

Recently, Reddit which started in year 2005 has gained popularity among users of the web
with approximately 450 million page-views in December 2014 alone [134]. The growth in
Reddit’s adoptions through a large migration of users from Digg (in year 2010 following
Digg v4) can be credited to the empowerment of its users on its platform with the capability
to create community (subreddits), aggregate and moderate content.

Users on Reddit are equal, unlike the segregated roles on Digg such as editors, mod-
erators, power users5, anonymous users and many more [91]. Each of these user roles
comes with their own privileges including number of votes possible and the magnitude of
the votes. Without such roles, it is up to the user community of Reddit to aggregate,
curate and moderate the content including determining which content are pushed to the
front-page of Reddit without the need for editors.

7.2 Information Potential and Impact on the WWW

As mentioned earlier, CA platforms of today have a sizeable impact on the WWW. They
are important to the Web 2.0 due to their large user base which commands a significant
amount of traffic to both CA platforms [134] and other platforms [29, 42]. CA platforms
affect the WWW by:

5who are viewed by users to be having too much power in Digg v4.
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• Identifying interesting and popular content on the web [134] that could meet the in-
formation need to the users on the platforms. The content are curated with increased
visibility [62] for popular and novel items [92, 149].

• Directing a large volume of user traffic to content on another platforms or webpages.
One of the terms coined for this is the Slashdot Effect – a Flash Crowd occurrence
[29] where websites linked from Slashdot’s stories receive sudden swell in traffic.
The servers of these websites could collapse under the heavy traffic if not prepared
to handle the surge in traffic [42].

• Playing a large role in the dissemination of information [44, 62], especially through
promotion by influential users [12] to great effect [49]. Their influence spreads beyond
their own platforms and linked sites; shaping how stories can be viewed, enhancing
content and creating new viral content such as memes [145]. Often, discussions on
Reddit are picked up by mainstream media and reported to the masses.

• From a sociological perspective, CA platforms give us a great deal of understanding
with regard to the interest and importance that the users place on different topics –
this characterises the internet zeitgeist.

Due to the large influence which CA platforms have on the WWW and its society today;
it is vital for their contents to be managed properly so that harmful false information does
not spread.

7.3 Content Management on Content Aggregation Platform

A very large amount of content exists on CA platform. For example, over 60 million
threads were submitted to Reddit between 2008 and 2012 [130] and we found that popular
subreddits such as the r/gaming have an average of 1, 257 threads submitted daily6. The
volume of data creates a need for the management and ordering of content on these
platforms for user consumption and peer-moderation.

The ordering of content matters. Users were found to have a positional bias for links
[35], where users were observed to display consumption patterns from the top of a web
page [33] or a list [73] before proceeding down to the bottom [92] – top items having
greater visibility for user consumption. Thus, the content on the users’ stream should be
sorted to better direct the users’ attention towards content of good quality [92].

Thus, it is preferred to have these contents organised according to their quality to
better direct the users’ attention towards content of good quality [92]. We do note that
a thorough study of how best to rank content on a user’s stream is currently lacking for
Reddit [134].

7.3.1 Peer Recommendation

Prior works on CA platforms mainly looked into the recommendation of content (particu-
larly on Digg) and focuses on analysing the visibility and attraction of shared content. All
contents competes for the general users’ attention to be on the front-page of the platform.

In Digg, recommendations are fed directly to a user’s followers’ content stream when-
ever the user votes for review of a piece of content [61]. The items are sorted according to
temporal order. The motivation for such a feed is from the discovery that users do follow
other users for content [90]; similar to many other social media platforms such as Twitter
[11, 66] which make use of follower-based recommendations [74]. Thus, researchers have

6Figure from our dataset in Section 7.5.3
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looked to improve on the recommendation performance of Digg with user models [64] for
identifying similar users. Users would then be pushed content that is highly rated by sim-
ilar users as personalised recommendation [91], via a peer recommendation process [92] to
better meet these information needs.

7.3.2 Content Popularity

A common approach in the ordering of content is to sort the content according to pop-
ularity. Studies have found that the popularity of items on Digg is largely influenced by
quality [91], with content of high popularity found to be of higher quality than less popular
content [134]. It should however be noted that the novelty of content does degrade over
time [149] and that the popularity of Reddit content does not equate to quality. For exam-
ple, popular image threads are often reposting images from earlier threads with identical
link that had previously been ignored by the community before achieving popularity [45].

Content popularity can be determined by looking at the number of votes garnered by
the content on the CA platform [89]. It is however difficult to predict the future popularity
of an item [138], particularly new content due to the cold-start problem, even by studying
early user reception [91, 116].

The only available data initially comes from the content itself such as the content title
with certain title leading to greater exposure with a positive effect on popularity [85].
These features are however weak features for prediction [30] and can be computationally
expensive.

7.4 Challenges for CA Platform with Social Curation

As CA platforms moved towards the direction of social curation without expert editors as
discussed in Section 7.1, content management on CA platform proved to be challenging
with many problems which we attempt to address later in Chapter 8. These challenges
include:

7.4.1 Managing High Amounts of Unstructured Content with Varying
Quality

Users are of different expertise levels and produce or submit content based on their capa-
bilities. This creates a diverse spread of content – some of which may not be suitable for
consumption. If not properly managed, such misinformation could spiral out of control
[12, 44, 145]. Thus, there is a need to infer the information quality of content for improved
content management.

7.4.2 Vulnerability to Malicious Users

As an open platform, new users are welcome to become part of the communities – to con-
tribute and help moderate the platform through peer assessment [92, 117]. The existence
of malicious users however can undo such efforts. For example, these users can game the
system by creating proxy accounts for self-promotion or coordinate attacks for propaganda
purposes [106]. Through early identification of such users, social curation platforms can
defend against such attacks.

7.4.3 Obtaining Sufficient User Interactions

As discussed earlier, a challenge faced by UGC platforms is in maintaining a healthy
amount of user interactions on the platform [15]. Often, traditional social platforms rely
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on the user’s personal motivation for contributing content [45] with the majority of users
only consuming content without submitting any content on Reddit [110].

The lack of user activity is always a concern for social platforms [15] due to the decrease
in data and information to work with [87]. For example, a CA platform would not be able
to obtain a good coverage of the web if there are insufficient users submitting content;
or if there is a lack of user votes making it difficult to judge a content’s popularity and
quality.

In our study of Reddit in Section 7.5, we see a high amount of user activity in creating
threads and commenting on them. While large subreddits are immune to this, smaller
subreddits and the community do suffer from the lack of user activity as the user inter-
actions are centred around the larger subreddits [130]. We also note from the same study
however that there are limited user votes for the moderation of content. This deficiency
in user review greatly affects the content moderation itself [89] on Reddit. Through the
estimation of user expertise of content authors, it is possible to predict the information
quality of the content despite the lack of user votes.

7.4.4 Vote Bias

User bias does exist on social platforms, particularly in the judging of content through
their votes. Users tend to vote for the content which they have viewed early [146] and
might not continue to browse the remaining content; resulting in the content not being
judged well when it is sorted by temporal order. Besides that, users can be biased by the
“herding” effect – where the community’s previous view on the content [118] (such as the
current votes gained by the content or an early swell in user votes) affects the behaviour
of other users in future voting [116].

7.5 Reddit

Reddit is a hybrid content-aggregation and discussion board platform – aggregating con-
tent for the users’ consumption while providing a platform for user discussion. Over the
years, it has gained popularity with an exponential growth to the point that it is sometimes
referred to as the Front Page of the Internet. As of 2nd February 2014, it was ranked as
the 69th most popular website in the world according to Alexa with 112 million unique
visits per month and over 60 million threads submitted between the year 2008 and the
year 2012 [130]. In December 2014, Reddit receives approximately 450 million page views
[134]. Figure 7.1 showed the front page of Reddit.

As a CA platform, Reddit is a suitable platform for our research into the estimation
of user expertise and information quality of UGC through the use of content-agnostic
approaches. Unlike our earlier work in Part I and Part II, the complex structure of
Reddit will further challenge the robustness of our proposed approaches. To the best of
our knowledge, there are not many studies conducted on Reddit [134] with earlier works
focused on earlier pure CA platforms without user discussions such as Slashdot and Digg.

7.5.1 Structure and Representation

Users are free to create threads on any user-defined topics or community, known as sub-
reddits. Threads are created with the submission of an external link or user written text
[130]. Once the thread is created, users of Reddit including the thread starter can then at
any time, participate in the thread discussions through comments, critics, questions and
many more.

As CA platforms evolve over time, the structure of each platform does differ. For the
discussion of this chapter and the following Chapter 8, Reddit will be used as the example
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Figure 7.1: A screenshot of the front page of Reddit. Web page visited on 20th November
2017.

structure of a CA platform. In the following sections, we discuss the key components of
Reddit.

User Community (Subreddit)

As discussed in Section 7.1, Reddit provides autonomy to the users. This enables the
natural building of communities on Reddit known as subreddits – each being indepen-
dent, dedicated to a specific topic and moderated by volunteers [130] such as the r/politic
subreddit in Figure 7.2. It is within these subreddits that users would create threads and
submit comments to.

The organisation of Reddit is based on the subreddits as shown below in Figure 7.3.
Users navigate through the subreddits via pages. Pages list threads sorted according to the
aspect chosen by the user such as the temporal ordering, number of votes, highest activity
and so on. One important note on the organisation of Reddit is that each Reddit thread
can only be in one subreddit but could appear in one or more pages of that subreddit as
the pages merely sort the subreddit threads according to the users’ requirements.

The distinction between subreddits is not clear however, especially with the ever-
increasing number of subreddits. Still, studies have shown that these communities are
diverse enough with submissions that aggregate content from all over the web. Besides
that, it should also be noted that some subreddits thrive on certain submission types; for
example, r/pics encourages link submission of images whereas r/ama7 encourages text-
based self-submissions.

Nonetheless, there is a clear distinction in user activity between the top subreddits and
the other subreddits [130]. For example, the top 20 subreddits make up more than 70%

7ask me anything
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Figure 7.2: A screenshot of the Politic subreddit (r/politic) of Reddit. Web page visited
on 20th November 2017.

of the user votes on Reddit. A similar observation can be made for the thread comments.
It should be noted that active users are in fact active on several subreddits and not only
on the top subreddits; benefiting more on social platforms.

Thread

User-created threads are the main source of content on Reddit and are organised according
to the related subreddits. A successful thread submission on Reddit must be of high
quality, with a good title which gives exposure and has a positive effect on popularity [85].

Unlike many other UGC platforms, Reddit allows users to directly reply to other user
comments in threads, creating a tree-like structure of various levels, depths and heights.
The general structure of a Reddit thread with multiple user interactions is as illustrated
in Figure 7.4.

These threads are created and submitted by users through two main processes:

• Link submission.
Thread starters can create threads by submitting a link to external sources such as
news articles or image hosting services. Such submissions make up the main popu-
lation of threads on Reddit; contributing towards Reddit’s role as an aggregator of
news, stories and multimedia. The link submissions are diverse enough to aggregate
content from all over thee WWW [130]; notably to Imgur8, an online image reposi-
tory that complements the text-based nature of Reddit as an image extension. An
example of a thread submission is shown in Figure 7.5

• Self-submission.
Reddit users can generate textual content for sharing or discussion with other Red-
dit users as displayed in Figure 7.6. Such content is often known as self-submissions

8https://imgur.com/
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Figure 7.3: Organisation of Reddit – subReddit, pages and threads.

which is then stored directly on Reddit itself. Over the years, Reddit has undergone
a transition from a heavy aggregation platform with link submissions to a hybrid
discussion board with the rise of a self-referential community with self-submissions
[130]. Self-submission content includes personal stories from users, user questions,
user opinions, user-written articles and even open-ended write-ups to inspire dis-
cussions amongst users of the subreddits. Such content often results in a higher
comment count than link submissions.

Comments

As illustrated in Figure 7.4, users can interact within a Reddit thread through comments.
Such interactions enrich the thread by providing additional meaningful information [134]
such as clarifications, further explanations, questions or even critic to the thread content
itself (see Figure 7.7). Any user including the thread starter himself/herself can contribute
comments within the thread. There are however a high number user threads on Reddit
with a low number of comments [45].

User comments for Reddit threads can be categorised into two distinct types as illus-
trated in Figure 7.8:

• Direct Comments.
Direct comments are the main drivers of discussion in a Reddit thread. These
comments directly respond to the thread content itself regardless of whether it is
a link submission or self-submission. Other users could also directly address the
thread starter through these comments.

• Indirect Comments.
The indirect comments are comments which respond to other comments, contribut-
ing towards the discussions driven by the direct comments. These comments can
either be of agreement with the direct comments, supplementing it with additional
information; or argue against those comments with valid contradictions.
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Figure 7.4: Structure of a Reddit thread.

User

Reddit users are integral to Reddit as a social curation platform – users share interesting or
popular external content on the WWW to Reddit as link submissions. The sheer number
of users which Reddit enjoys now ensure a good coverage of the WWW [45]. Alternatively,
users can generate new original content as text submissions. As a discussion board as well,
users are provided with the tools to partake in discussions on Reddit by commenting in
the threads themselves. Such comments add value to the shared content and we can view
these commenters as collaborators on Reddit. In fact, there are significantly more users
who comment within threads than users who create threads [45]. All of these contents are
consumed by the wide audience of Reddit [110], otherwise known as lurkers. Figure 7.9
showed the profile of a Reddit user.

Activity on social platforms can be further promoted by motivating the users for various
reasons such as reputation gain [45]. In Reddit, users are encouraged to scavenge the
WWW for interesting resources to be submitted as link submissions instead of producing
their own submission by only rewarding karma points for the former.

Modern CA platforms like Reddit empower users for content curation – where users
as a collective9 moderate content on the platform. The users can vote for content on the
platform as an indication of quality [89]. For example, studies have shown that users do
vote for shared content where over half of Reddit threads are voted mode than once [45].

Votes

Reddit facilitates the peer moderation of content through user votes which are often re-
garded as the community’s long-term judgement on the quality of content on many UGC
platforms [9, 89]. These votes are given by Reddit users as their judgement of the content

9See Wisdom of the Crowd in Definition 3.
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Figure 7.5: A screenshot of a link submission thread with an external link from Youtube.
Web page visited on 1st December 2015.

[130] – Up-votes (positive votes) to indicate content which they deem to be good, and
down-votes (negative votes) to be poor.

Thus, user votes can be used to indicate the quality of a content as perceived by the
community (illustrated in Figure 7.10). Just like Digg, the user votes directly affect the
ranking of ‘hot’ content and how the content is presented to the consumer. Unlike Digg
however, there is no distinction between users, thus, all users have the freedom to vote
with the same voting mechanism without any limitations.

As a mean of preventing vote abuse by malicious users, Reddit is no longer displays
the number of up-votes and down-votes gained by a piece of content (since June 2014)
[75]. Instead, content votes are calculated internally in Reddit according to the number of
up-votes and down-votes received through a function they called Vote Fuzzing (VF). The
VF mechanism artificially inflates the number of up and down-votes for a resource, while
maintaining the true difference between them which is then attached to the content itself
as points (i.e. a random value is added to the up-vote and down-vote counts). This can
be viewed by all users as shown in Figure 7.11 and Figure 7.12. In this paper we extract
user vote difference, Vote(I), as a content-agnostic indicator to estimate user expertise.

It should however be noted that there exists bias for user votes. The works of Weninger
et al. [146] discover that the highest voted comments on Reddit are comments submitted
close to the creation of the thread as the users mainly only partake in early discussions.

Negative Vote Difference

In general, content a with negative vote difference indicates that the content does not
contribute towards the discussion of the thread or is disagreed by the community as a
whole (in the thread). Often, negative votes are abused particularly for cyberbullying and
thus, are removed from many platforms [52]. Previous studies have concluded however
that the existence of down-votes does not negatively affect Reddit [106].
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Figure 7.6: A screenshot of a self-submission thread with textual content written by the
thread starter. Web page visited on 1st December 2015.

Many of the current traditional and state-of-the-art approaches to user expertise es-
timation (including Part II of this thesis) were not designed to handle negative votes
directly; requiring some form of modification such as:

• Ignoring or filtering out negative interactions.
Content with negative vote differences can be inferred to be of no contribution to the
discussion thread and thus ignored by removing them or setting the vote difference
to a value of zero. Ignoring these interactions improves the scalability of any user
expertise estimation with less data for processing though it is possible to suffer from
the lack of information for the estimation of user expertise.

• Transforming or normalising the negative vote difference into positive
votes.
The interactions with negative vote difference in a thread can be transform into a
suitable positive value through commonly used data handling techniques. Alterna-
tively, they can be normalised relative to the other interactions in the thread.

It should be noted however that the negative vote difference on Reddit is important.
Thus, they should be acknowledged and handled differently from the commonly used ap-
proaches discussed above. Negatively voted interactions can imply disagreement with the
community of that subreddit which do contribute towards the discussion of the thread. For
example, the disagreement between left-wing and right-wing ideology or between liberal
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Figure 7.7: A screenshot of comments in a Reddit thread. Web page visited on 1st
December 2015.

and conservative believers may result in one of the sides being severely down-voted. Sim-
ilarly, these interactions provide the alternate voice of reasoning against the hive-mind10

or circle-jerk11 communities on Reddit.

One of the indicator for such occurrence is when an interaction and the interaction
which it responds to are voted on the opposite polarity (negative vote difference in one and
positive vote difference in another). Once resolved, such disagreement could reinforce the
contribution of one or both interactions. The capability to be able to identify and account
for such scenarios might be beneficial for some of the explored user expertise estimation
algorithms for Reddit users. The challenge here lies in how the negative interactions can
be modelled with the tree-like structure of Reddit thread as visualised in Figure 7.4.

This research acknowledges the opportunity in this area to improve the process of user
expertise estimation. Thus, in the following chapter, we attempt to explore, account for
and manage interactions with negative vote difference.

7.5.2 Reception, Popularity and Quality

The popularity of content can be implied through user actions such as user votes or
comments that describe the users perception of the content itself. The implied popularity
then can be used to estimate the quality of content as there exist strong correlation between
the popularity and quality of content – it is found that the most popular content on Reddit
are of higher quality than the less popular ones [134].

10Accepted mainstream opinion accepted and shared amongst users.
11Members of a community who share the same opinion and reinforces each other’s opinions while

denouncing others.
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Figure 7.8: Direct and indirect interactions of Reddit.

We observed however that this is a directional relationship since the popularity of
Reddit content does not always equate to quality where studies have discovered that
popular image threads are actually repost of earlier threads [45]. In fact, identical links
could be ignored by the community for some time before later achieving popularity [45].

Comment Ranking

The high popularity of Reddit today results in large number of threads for each subreddit
with a large amount of user interactions in comments. Thus, there is a need to curate
this user-generated content on Reddit. The sorting of user comments is performed mainly
on the direct comments with indirect comments attached in nested form. The users can
choose how comments on the Reddit threads are sorted as seen in Figure 7.13.

At the time of writing, the interactions in a thread can be sorted according to the
following:

• Best.
The best sorting is based on the statistical sampling of user votes (95% confidence)
for the interactions. In this sorting approach, the ratio of up-votes to down-votes
matters more than the actual vote difference if there are sufficient votes to increase
the confidence level. The current implementation here is based on the lower bound
of Wilson score confidence interval [148] for a Bernoulli parameter.

• Top.
The top sorting is a simple sorting approach which ranks the highest vote difference
higher than the lower vote difference.
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Figure 7.9: A screenshot of a user profile on Reddit, American actor Wil Wheaton. Web
page visited on 20th November 2017.

• New.
A temporal sorting approach ranks newer content higher than older content. This
ranking approach is useful for the users to easily identify, keep-up with and consume
new content in a thread.

• Old.
This is the opposite of the new sorting above where older content is ranked higher
than newer content for users to better follow the development of a thread discussion.

• Controversial.
The controversial sorting ranks content according to values of both up-votes and
down-votes; implemented according to the following equation:

Score(i) =
upvotes(i)− downvotes(i)

max(abs(upvotes(I)− downvotes(I)), 1)
(7.1)

• Question and Answer (Q&A).
This is a new sorting approach introduced recently. This sorting is based on the
best sorting discussed earlier but adjusted to suit a question-answering environment,
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Figure 7.10: A screenshot of the front page of Reddit, with us voting a thread up and
another thread down. Web page visited on 20th November 2017.

focusing on the thread starter – the choice of thread format for the popular r/ama
subreddit.

• Hot.
This approach sorts content according to how recent an interaction was made and
discussed. This sorting approach has however been removed from the current live
version of Reddit.

To the best of our knowledge, the sorting approaches discussed in Section 7.5.2 –
that are currently or have been used on Reddit do not consider the users who generate
the content. Many of these approaches in fact just make use of the current voting data
for interactions which can be abused by malicious users especially since the algorithm is
available for view as Reddit is open-source with only the Vote Fuzzing mechanism hidden
from the public. With the additional information from the estimated user expertise and
reliability explored in Chapter 8, the impact from these malicious users can be reduced or
eliminated.

Furthermore, it can be noted that these sorting algorithms only look at each comment
in isolation without considering relations with the other comments or the type of comment.
We look to infer the information quality of user comments, relative to each other together
within the same thread.

7.5.3 A Reddit Dataset

To better understand the nature of content and users on Reddit, this research performed
a study on Reddit based on the publicly available dataset hosted on a Google BigData
repository12 from the r/datasets subreddit13. From the collection, we made use of threads
and comments from various subreddits dated between 2015 and July 2016. The dataset
was downloaded on the 27th September 2016 which left a temporal gap for the threads
and comments to stabilise before conducting our study.

From the repository, this research investigated threads and comments from the highly
subscribed subreddits14 with healthy number of threads. As we shall discuss later in this

12Compiled by Reddit user u/Stuck In the Matrix.
13https://www.reddit.com/r/datasets/comments/3bxlg7.
14As of 2nd September 2016 according to http://redditmetrics.com/top.
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Figure 7.11: A screenshot of the front page of Reddit, highlighting the vote difference for
each thread with a red box. Web page visited on 20th November 2017.

section, user behaviour on these subreddits differs from one to another. Thus, the study
of this dataset would provide us with valuable insight on the varied users and content:

• r/science15 ranked 5th.
• r/worldnews16 ranked 6th.
• r/gaming17 ranked 10th.
• r/elifive18 (explain like I’m five) ranked 17th.
• r/politics19 ranked 55th.

7.5.4 Study: Sufficient Threads

The quantity of threads created daily differs between subreddits as shown in Table 7.1 and
Figure 7.14. We note that the r/science subreddit recorded the lowest number of threads
created daily and r/gaming the highest. Such difference can be credited to the type of
content and the moderating community of the subreddit. For example, users are able to
share their gaming experience on r/gaming whereas only interesting articles or findings
are posted to r/science.

The number of threads created on these subreddits are relatively stable except for
r/politics which fluctuates with regards to the political scene. Upon further inspection,
we observed that this subreddit, despite its name, is a subreddit only for the United States

15https://www.reddit.com/
16https://www.reddit.com/r/worldnews
17https://www.reddit.com/r/gaming
18https://www.reddit.com/r/elifive
19https://www.reddit.com/r/politics
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Figure 7.12: A screenshot of comments in a Reddit thread, highlighting the positive and
negative vote difference. Web page visited on 22nd November 2017.

Figure 7.13: Sorting options for comments on Reddit threads.

(US) political news. Thus, this contrasting behaviour would be an interesting exploration
point against that of the global r/worldnews subreddit in future studies. The number of
threads created is very stable for the r/science subreddit with minimal fluctuation when
compared to the other subreddits.

From the plot, a consistent dip in the number of threads created towards the end of
December 2015 and earlier January 2016 can be observed. Presumably, the holiday season
has an effect on user activity – users are less active during such period with the exception
of the r/gaming subreddit with holiday releases.

Such observations encourage the research to explore the possible performance difference
these subreddits; each with varying amount of user activity and available information.

7.5.5 Study: Sufficient Comments

We present the distribution of user comments for Reddit threads in Table 7.2. This user
comment distribution is extremely skewed to the right. The number of comments for each
thread differs between subreddits and the difference can be attributed to the subreddit
topic itself – r/politics with a high amount of argument between users.

An interesting observation to be made here is that the threads in r/explainlikeimfive
and r/politics would often receive at least one user comment; and on the other hand,
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Table 7.1: Thread Density of Subreddits by Day.

Number of Threads by Day
Subreddit Minimum 1st Q Median Mean 3rd Q Maximum Total

elifive 446.0 593.0 648.0 663.2 717.8 1484.0 161827
gaming 973.0 1161.0 1227.0 1257.0 1328.0 2355.0 306735
politics 190.0 673.8 904.0 894.3 1061.8 1728.0 218210
science 65.0 118.8 174.0 164.8 199.0 263.0 40215
worldnews 503.0 774.8 922.0 892.8 1006.5 1567.0 217834

Figure 7.14: Moving average (7 Days) of Reddit threads created.

at least half of the r/gaming threads have no user response despite having the highest
number of threads submitted daily.

Study: Comment Length

Exploring further into the comment word count as presented in Table 7.3, it can be
noted that the comments for r/gaming threads are usually short. On the other hand, the
question-answering nature of threads in r/explainlikeimfive encourages more complete and
elaborate responses which resulted in a higher word count for user comments.

Study: Comment Type

Direct comments respond directly to the submitted content or the thread starter; com-
menting on, discussing or arguing with the content shared by the thread starter. If the
thread itself is a question, the comments may attempt to answer it. In Table 7.4, we
observe that the comments in r/politics and r/worldnews are often responses to other
comments in a discussion thread unlike the other subreddits here.
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Table 7.2: Comment Distribution of Reddit Threads.

Number of Comments on Reddit threads
Subreddit Minimum 1st Q Median Mean 3rd Q Maximum

elifive 0.0 1.0 2.0 8.5 5.0 6105.0
gaming 0.0 0.0 0.0 9.9 2.0 9502.0
politics 0.0 1.8 3.0 43.8 15.0 47831.0
science 0.0 0.0 1.0 15.8 2.0 6370.0
worldnews 0.0 0.0 1.0 22.5 2.0 32901.0

Table 7.3: Word Count Distribution of Comments.

Number of Words for Thread Comments
Subreddit Minimum 1st Q Median Mean 3rd Q Maximum

elifive 1.0 9.0 29.0 51.7 64.0 1837.0
gaming 1.0 5.0 12.0 22.8 27.0 2831.0
politics 1.0 9.0 20.0 36.8 43.0 1933.0
science 1.0 10.0 10.0 29.5 38.0 1609.0
worldnews 1.0 7.0 18.0 36.1 41.0 1980.0

There is a strong correlation in the number of direct comments with the number of
comments in every Reddit thread. An interesting observation here is that despite the
threads in r/worldnews having a much lower number of direct comments when compared
to the other subreddits, the subreddit does record the highest correlation here telling us
that it is very discussion-focused with users replying to each other a lot more.

7.5.6 Study: Vote Distribution

We discussed the importance of user votes for the moderation of Reddit content in Section
7.5.1. On Reddit, users contribute towards the peer-moderation of content within each
subreddit by voting on threads and comments.

Study: Thread Votes

Starting with the threads themselves in Table 7.5, it can be observed that there are no
Reddit threads with negative vote differences. A possible explanation for this phenomenon
is that users tend to just ignore threads that are of lower quality instead of judging the
submitted content themselves. Thus, the removal of negative votes [52] would not affect
the organisation of content.

The vote difference distribution for Reddit threads are heavily skewed to the right
particularly for the r/explainlikeimfive and r/gaming. Contrarily, the r/politics has almost
half of its threads without any vote difference (value of 0) but the voted threads have a
higher average vote difference when compared to the other subreddits.

Study: Comment Votes

Unlike the threads, we observed Reddit comments with negative vote differences as shown
in Table 7.6. These negative votes are however not dominant as they account for less than
a quarter of the comments. As users do respond to each other through comments, the
users are more involved, and it is possible the discussions between the users could lead to
disagreement. Thus, the users would then assign negative votes to comments which they
deemed to be incorrect or to be of low quality.
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Table 7.4: Comment Types of Reddit Threads.

Number of Comments Correlation between Direct
and All Comments in Threads

Subreddit Direct All Pearson’s P-value

elifive 502010 (34.29%) 1463800 0.8957 < 2.2× 10−16

gaming 524804 (36.23%) 1448582 0.9178 < 2.2× 10−16

politics 1842373 (18.17%) 10137258 0.8371 < 2.2× 10−16

science 210202 (30.78%) 682810 0.9267 < 2.2× 10−16

worldnews 969053 (18.41%) 5263228 0.9413 < 2.2× 10−16

Table 7.5: Vote Difference Distribution of Reddit threads.

Scores of Reddit threads
Subreddit Minimum 1st Q Median Mean 3rd Q Maximum

elifive 0.0 1.0 1.0 17.5 1.0 7074.0
gaming 0.0 1.0 1.0 57.7 1.0 9942.0
politics 0.0 0.0 1.0 111.2 12.0 9605.0
science 0.0 1.0 1.0 108.6 5.0 10924.0
worldnews 0.0 1.0 1.0 62.5 4.0 11850.0

In general, across all subreddits, most of the comments tend to have a relatively low
vote difference value within the range of one to three.

Table 7.6: Vote Difference Distribution of Reddit comments.

Scores of Reddit comments
Subreddit Minimum 1st Q Median Mean 3rd Q Maximum

elifive -3276.0 1.0 1.0 6.8 2.0 8537.0
gaming -865.0 1.0 1.0 9.5 3.0 6243.0
politics -1763.0 1.0 1.0 5.2 3.0 7098.0
science -206.0 1.0 1.0 6.9 3.0 5313.0
worldnews -3032.0 1.0 1.0 8.0 3.0 6917.0

7.5.7 Study: User Activity

Users are an integral component for Reddit as a social curation platform – users shar-
ing external content as link submissions or producing their own textual content as text
submissions and comments. In table 7.7, we observe a healthy number of users for each
subreddit.

We however observed that user behaviour differs between subreddits. Unlike the other
subreddits, the users of r/explainlikeimfive and r/gaming are active thread contributors,
with almost 20% of the users of r/gaming only contribute to threads without any com-
ments. Most users are active commenters on these subreddits, particularly the users of
r/politics, r/science and r/worldnews.

Only a small portion of users in r/science and r/worldnews are active contributors
of threads and comments. It is interesting that despite the question-answering nature
of r/explainlikeimfive, 12.72% of its users are both thread starters and commenters; a
phenomenon explainable through the assumption that the thread starter themselves would
post comments to further seek information, such as clarification from the other comments.
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Table 7.7: Activities of Reddit Users.

Number of Users
SubReddit Threads Comments Threads only Comments only Total

elifive 81965 (27.55%) 253324 (85.16%) 44139 (14.84%) 215499 (72.45%) 297464
gaming 124630 (29.84%) 335491 (80.32%) 82221 (19.68%) 293083 (70.16%) 417713
politics 37914 (11.82%) 304619 (94.99%) 16067 (5.01%) 282773 (88.18%) 320687
science 13387 (9.47%) 131269 (92.84%) 10126 (7.16%) 128009 (90.53%) 141396
worldnews 48566 (9.56%) 476480 (93.81%) 31453 (6.19%) 459368 (90.44%) 507934

Study: User Activity Type

The distribution in the amount of content contributed by the users is heavily skewed to
the right. Here, as we observe at least 60% of the users of the explored subreddits created
only one thread or made only one comment. At the 90th user percentile, the users only
created between 2− 6 threads and 3− 4 comments.

7.6 Summary

Content aggregation (CA) platforms have a large impact on the World Wide Web (WWW)
today as a content-rich platform. Users can rely on CA platforms to aggregate interesting
or popular WWW resources for consumption; directing a large volume of traffic to those
resources. Much work has been done to manage content on CA platforms to better meet
the information need of the users such as peer-moderation, personalised recommendations
and ranking of content.

Over the years, CA platforms have moved from an editor centric curation model to
a social curation model with the loosening of responsibility from selected experts to the
user community of the platform. This is motivated by the preference of users towards CA
platforms with greater user autonomy which we explored in Section 7.1.

This change creates new challenges for CA platforms from the unstructured and un-
moderated nature of user-generated content (UGC) that are of varying information quality.
Socially curated CA platforms can be vulnerable to malicious users for self-promotion and
vote manipulation. Besides that, user vote bias can hamper peer-moderation efforts. In
Section 7.4, we discussed these challenges in greater detail.

Responding to the challenges above, this research aims to improve the content man-
agement of socially curated CA platforms. Reddit is one of such platform which we
explore in Section 7.5. Unlike other CA platform, Reddit encourages its users to generate
new content on the platform – resulting in additional UGC on the platform according
to the user-defined communities known as subreddits. Users can curate resources from
the WWW with a link submission or contribute new textual content as a self-submissions.
Besides that, users can also interact within Reddit threads by commenting with additional
information or state their arguments; creating a complex tree-like structure illustrated in
Figure 7.4 and organised according to the approaches detailed in Section 7.5.2.

This research performed a study on a Reddit dataset detailed in Section 7.5.3 in order to
better understand the complex structure, content and users of Reddit. Our study explored
five large subreddits namely r/science, r/worldnews, r/gaming, r/elifive and r/politics. We
observed diversity in content generated and user behaviour between subreddits:

• Different number of threads submitted daily and the distribution of comments in
those threads.
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• Type of comments20 do differ; but we note that the length of user comments is fairly
consistent.
• The distribution of user votes for peer-moderation do also vary between subreddits.
• Users are mainly commenters on Reddit but they tendency to submit threads do

differ between subreddits.

In Chapter 8, this research attempts to improve content curation on Reddit. Similar
to our efforts in the earlier Part II of the research, we propose that the information quality
of content to be inferred according to the expertise of the content contributor. Thus, this
enable us to predict the future user votes for the peer-moderation of content contribution
which would overcome the cold-start problem and provide an alternative organisation for
user comments in Reddit threads.

20Direct and indirect comments.



Chapter 8

Predicting User Contributions on
Reddit

We saw the revolution for Content Aggregation (CA) platforms towards a social curation
model in Section 7.1, creating new challenges for content management as discussed in
Section 7.4. It is however crucial for us to overcome these challenges due to the large
impact of CA platforms on the World Wide Web (WWW).

In this chapter, we attempt to improve content management on Reddit. On Reddit,
users are encouraged to not only curate content from the WWW for sharing but to also
generate new content for the users – either as (1) self-submission threads; or (2) comments
within threads. Similar to our earlier efforts, we attempt to estimate the expertise of
Reddit users in order to infer the information quality of their generated content. To the
best of our knowledge, there exists no research that aims to predict the contribution quality
of Reddit users through their estimated user expertise; and instead all prior work focuses
on the processing of the content itself [85, 134]. At the current stage of our research, we
infer the information quality of user comments to help facilitate discussions within threads.

The thread-based user interactions illustrated in Figure 7.4 create a new challenge for
us in the estimation of user expertise which is unlike our earlier research on Community
Question-Answering (CQA) platforms in Part II. Users could have multiple interactions
within a single thread as they contribute multiple comments when participating in a thread
discussion – replying directly to the thread or other comments. Besides that, the existence
of down-votes on Reddit would require our earlier proposed approach to be modified for
this change in peer-moderation later in Section 7.5.1.

First, we detail the research questions which guide our exploration in Section 8.1. Next
in Section 8.2, we detail our motivation for the estimation of user expertise for applications
in user modelling and content organisation. To do so, we look at several user estimation
approaches inspired from our earlier works – Contribution Count in Section 8.3.1, Z-Index
in Section 8.3.3, Contribution Scores in Section 8.4, and Competitive Rating approach in
Section 8.5.

We evaluate the performance of the explored approaches as a contribution prediction
tasks for user comments in Section 8.6, followed by an analysis of the performance. This is
performed on the Reddit dataset from Section 7.5.3 which is studied to better understand
user behaviours and their contributed content over several subreddits. Finally, we conclude
this chapter with a summary in Chapter 8.7.

8.1 Research Questions

We adapt the research questions introduced in Section 1.4 for our exploration into the
estimation of user expertise on Reddit.
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8.1.1 Can User Expertise be Estimated on Reddit Through Content-
Agnostic Means?

As a socially curated CA platform, Reddit encourages its users to contribute – either by
sharing content from the WWW, creating content or participating in discussions. Besides
that, the users are free to form communities (subreddits) with the responsibility to mod-
erate content through user votes [130]. But it should be noted that any user is able to
be a part of the Reddit and the subreddits of their choice. The users are diverse as we
saw from subreddits to subreddits as we studied in Section 7.5.7 with varying degree of
expertise [75].

A draw towards Reddit from other CA platforms such as Digg is shared autonomy
between users [91]. In this chapter, we attempt to estimate the expertise of Reddit users
with the goal of identifying reliable expert users to enhance content curation and also
the dissemination of interesting information [44]. Similarly, users of low expertise could
be malicious users who aim to disrupt the platform. Thus, their influence should be
reduced. As of the time of writing, all Reddit users are empowered the same, with the
same capabilities to impact the platform.

Similar to our earlier approach in Part I and Part II, the user expertise would be
estimated through content-agnostic means in order to circumvent the unstructured nature
of UGC. To accomplish this, we performed a study of Reddit in Section 7.5 and identified
the suitable features for user expertise estimation such as vote difference.

8.1.2 Do Expert Users Produce Better Comments?

In this stage of our research, we look to explore the correlation between user expertise and
the information quality of their comments. Our goal here is to identify user comments
that are of significant contribution to the thread discussion; to see whether users of higher
expertise produce better comments [75].

In this chapter, we explore the estimation of user expertise which is then used to infer
the information quality of their comments. In the context of Reddit threads, we attempt
to compare the information quality between user comments within a given thread by com-
paring the relative user expertise between the commenters. Our exploration takes into
account the two types of user comments noted in Section 7.5.1 – direct and indirect com-
ments. This exploration could ease user consumption of content especially the noticeable
large discussions in threads throughout subreddits as seen in Table 7.2 by identifying high
quality comments by reliable users.

8.1.3 Can We Predict the Information Quality of User Comments?

As a discussion board, users of Reddit comment within threads. These comments discuss
the content shared in the submitted thread – either agreeing with the thread content
and providing additional information; or disagreeing with the thread content with counter
arguments. Such discussion adds value to Reddit and is popular amongst the users of
Reddit where over 80% of Reddit users are commenters (refer to Table 7.7).

Any user can participate in thread discussions and this number increases as the pop-
ularity of the threads increases, causing an information overload for other users. Fur-
thermore, these users can vary in capabilities and intention which further complicates
the organisation of comments. Reddit already provides several organisations for thread
comments as discussed in Section 7.5.2, but this research argues the following:

• The ranking approaches are vulnerable to disruption and manipulation by malicious
users such as trolls on the platform [102].
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• Many of the comment rankings rely on user votes. There can be a cold-start problem
in obtaining a sufficient number of user votes [89] and these votes are susceptible to
user bias [92, 107, 118, 146]. Peer-moderation would require sufficient community
judgement in order to function well [135].
• Many of the current literature only consider each user comment in isolation without

considering the other comments in the thread.

Thus, this research aims to predict the information quality of user comments by in-
ferring it from the commenters itself. Comments of higher information quality contribute
more towards the thread discussion. Thus, the prediction is then used to sort user com-
ments for improved user consumption by ranking the better comments higher [73, 92]. This
prediction task is used for the evaluation of various user expertise estimation approaches
in Section 8.6.

8.2 Application of User Contribution Prediction

The challenges discussed earlier can be tackled with the prediction of Reddit users’ contri-
bution to the platform. To the best of our current knowledge, there are no research that
aims to predict the contribution of Reddit users through their estimated user expertise
and instead focuses on the processing of the content itself [85, 134]. The following sections
detailed how the estimation of user expertise and the resulting user contribution prediction
can improve Reddit as a whole.

8.2.1 User Modelling

Our research explores the content-agnostic approaches to improve information retrieval
and management on UGC platforms such as collaboration tagging (Part I) and community
question-answering (Part II). Due to the vast amount and unstructured nature of UGC,
this research took a user-centric approach by understanding the users who produce the
content. By profiling the users according to their expertise, we are able to deduce the
information quality of their contribution in meeting the information needs of other users.
Thus, in this chapter, the workings and findings from earlier parts are used to model
users of Reddit as our selected CA platform in order to overcome the challenges raised in
Section 7.4. The accuracy of the explored approaches to the estimation of user expertise
is validated in Section 8.6.

Identifying Domain Experts and Influencers

Users of higher expertise would produce content that meet the information need of other
users better [75]. Researches have looked to identify users of high expertise – a process
known as expert search [163] to improve the quality of the content on their platform such
as the re-routing of questions to identified expert [93]. On Reddit, users of high expertise
are able to aggregate and submit interesting links from the web for their area of expertise;
or contribute to a discussion in submitted threads with additional information.

Similarly, influential users [12] in their own areas of expertise can be identified to
enhance the dissemination of interesting information [44]. For example, the content inter-
acted by these celebrated users on Reddit could be emphasized on the platform as there is
a higher tendency of these users to produce content that is of the interest to the community
and their active subreddit.

With the capability to identify these users, Reddit can focus on motivating these users
to contribute [84] towards the platform by either (1) the production of high quality content
(thread submissions or comments); or the moderation of content on Reddit. It is through
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these users that platforms are able to maintain the density of high quality content on the
platform for the consumptions of other users. Do note that instead of computationally
identifying and empowering these users, it can be reasonable to instead bring these users
to the attention of appointed moderators of each community.

A by-product in the identification of reliable experts is the early detection of malicious
or unreliable users. User reliability and expertise are relative measures; thus, users that
are rated much lower than the other users (on the opposite end of the scale) as measured
through the expertise estimation algorithms should be cautioned for as having a high
tendency to be malicious users.

User-Reliability Aware Voting

As a social curation platform, Reddit depends on its users to moderate the content on
its platform. This is a challenge where the vulnerabilities in the moderation process can
be exploited to disrupt the integrity and accuracy of the communities’ moderation. For
example, malicious users [102] can boost and promote their content by having proxy users
up-voting their content.

To the best of our knowledge, there is no prior research that investigated the varying
reliability and expertise of users on these platforms. The studies into the prediction of
content popularity and quality through user vote analysis [89, 91, 116] all weight every
vote the same regardless of the users who provide them. This results in the vulnerability
discussed above. Besides that, the voice of highly reliable experts could be drowned out by
the average users within the community; resulting the hive-mind or circle-jerk phenomena
[107] where content of lower quality such as misinformation could spread and spiral out of
control [44].

On Reddit, the developers rolled out the vote-fuzzing mechanism to try and eliminate
possible content bias [107, 118] by hiding the actual votes gained by the content itself;
instead only display the vote difference or hiding the vote counts for the first few moments.
Self-appointed moderators could shadow-ban1 identified malicious users by stripping away
their voting weights. This research however argues that it is possible to still beat the
mechanism by:

• Coordinated attacks to vote for a particular content as there is no need to know
its current vote count that is hidden via the vote-fuzzing mechanism to boost up a
piece of content. In fact, the early swell in user votes could cause a chain reaction
towards popularity of the content [107, 116].

• Having multiple proxy accounts or bots to manipulate the votes for content – ac-
counts that lie low away from the human moderators to avoid being shadow-banned.

As user votes do play a big role on the peer-moderation on social platforms such as
Reddit, an improved voting mechanism could improve the content management. Digg
weights user votes according to their user groups such as power users [91] but these are
not done computationally.

This research proposes the possibility of weighting user votes according to their esti-
mated expertise – higher weight for identified experts, average weight for the average users
and low to little weight for malicious users or users with low expertise estimates. These
weights should be adjusted dynamically as the users’ behaviour changes and also varies
according to the topic or community in which the voted content is found. As a result, this
increase the impact of reliable users while reducing the impact that malicious users have
on the platform. This process is similar to Part I where we weighted annotation terms by
the expertise of their annotator to improve the resource description.

1The banned individual is not aware of the ban.
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8.2.2 Content Organisation

From the estimated user expertise, the contribution of the users towards the platform can
be predicted. This is based on the hypothesis that users of greater expertise and reliability
would produce content of higher information quality [75] for both thread submissions and
comments in threads. With this additional information, contents such as submission
threads and user comments can be sorted to better meet the information needs of the
users and also improve the peer moderation process of Reddit.

Overcoming the Cold Start

Previous studies into the estimation of content quality have relied on the votes and voting
patterns associated with the content itself [89] – an approach vulnerable to the cold-start
problem (see Definition 13) when there is no or few votes available. As new content
are constantly being produced on the platform, how should the content be organized in
order to improve content consumption and peer moderation even if there is little to no
peer-moderation until more users view and judge the content?

This research proposes the organisation of new content dynamically according to the
estimated expertise of the users who contribute the content. It is more likely for reliable
expert users to produce the content of high quality. Thus, this content can be promoted in
the list for the consumption of users as users do consume content from the highly visibly
top of a list to the bottom [33, 73, 92]. This is the alternative to the temporal sorting
of content that does not overcome the cold-start problem and is instead suspicable to
temporal bias [45]. As more user votes are available, the sorting of content can then be
adjusted to the optimal order.

Overcoming the User Bias

A challenge in the peer moderation of content on social platforms such as Reddit is the
prevalence of user bias in the judgement of content through their votes. Users tend to
vote for the content which they have viewed early [146] and might not continue to view
and judge the remaining content. This is a challenge faced in peer moderation of content
when the content is ordered according to their temporal submission order.

Furthermore, users can be biased from the influence of herding effect – where the com-
munity’s views on the content [107, 118] such as current votes gained by the content affects
the opinions of other users. For example, users are more likely agree with the content that
is accepted by the other users and up-vote these contents with already highly voted by the
community. The vote fuzzing mechanism implemented in Reddit cannot overcome this
bias as the vote difference displays the community’s agreement of the content.

This research proposes a change in the ordering of content to account for the user bias.
Content can be ordered according to the estimated user expertise of its contributors as
an alternative to the temporal ordering. The votes garnered are to be hidden early on as
the ordering changes dynamically through a combination of predicted quality, temporal
creation and votes gained to better collect user judgements without any bias.

8.3 Simple Counting Approaches

Our earlier work in Part II for the estimation of user expertise saw simple that approaches
were competitive in performance when compared to state-of-the-art estimation approaches
[158]. Thus, we begin the estimation of user expertise with simple counting-based ap-
proaches – (1) the C-Count; and (2) the Z-Index.
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Figure 8.1: The Contribution Count (C-Count) approach for user expertise. Interaction
vote difference is listed beside each interaction.

8.3.1 Baseline: Contribution Count (C-Count)

This is the simplest approach. It makes the assumption that expert users are those users
who make a large number of significant contributions as judged by the vote difference.
Thus, the approach counts the number of good contributions made by the users as their
estimated user expertise as shown in Figure 8.1.

Identifying Contributions Significance

Reddit is moderated through peer assessments that empowers the users with the ability
to vote [130, 134] as judgements [89] for content. The votes can be used to infer the con-
tribution of the user interactions towards the thread discussion. Thus, the vote difference
gained is used to measure the contribution of each comment. The contribution significance
of each comment, Sig(I) can be judged within each thread according to:

• Polarity.
A user comment is a “good contribution” if the vote difference gained by that com-
ment is positive; and negative otherwise. This measure of polarity would however
suffer from user voting bias where users are inclined to vote positively for good con-
tent but not negatively for poor content [118] – motivating us to explore the other
variants.

• Median.
The median vote difference over all comments in a thread can act as threshold to
judge if a comment’s contribution is significant. A contribution is good if it is “more
significant” than half of the other contributions of the thread; consistent with the
relative nature of our estimated user expertise. Moreover, this variant overcomes
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the imbalanced ratio of positive vs. negative vote difference in separating good and
bad contributions.

• Median Direct.
This variant is an extension of the median approach which uses the median vote
difference of all direct comments (refer to Section 7.5.1 for comment types) instead.

• Mean.
Similar to median variant, we adjust the threshold to consider the significance of
the user comment. This approach could however punish the users when there is a
non-uniform distribution over votes.

• Mean Direct.
The threshold is adjusted according to the vote difference mean of direct user com-
ments.

Definition 18 (Contribution Significance). The information quality of a user’s contribu-
tion towards the thread discussion.

Punishing Bad Contributions?

If a user produced a bad contribution Sig(I) < 0, the user could be punished. This research
determines the effect from punishing users for their bad contributions by counting the
following as the user’s estimated expertise – (1) Only the number of good user contributions
as in Function 8.1; or (2) The difference between the number of good vs. bad contributions
as in Function 8.2 with our findings discussed in Section 8.6.6.

C-Count(u) = |Sig(Iu) ≥ 0| (8.1)

C-Count(u) = |Sig(Iu) ≥ 0| − |Sig(Iu) < 0| (8.2)

Decay

User expertise changes overtime as users grow to become better experts in their area. Thus,
the user’s latest interactions would provide a better judgement for expertise estimation.
We update a user’s estimated expertise at temporal time t, C-Countt(u) by a power of the
decay factor λ = 1.0, 0.9, 0.5, 0.1 on the earlier measure as shown in Function 8.3.

C-Countt+1(u) = C-Countt(u)λ + |Sigt(Iu) ≥ 0| (8.3)

8.3.2 Multiple Interactions

A Reddit user can contribute one or multiple comments in a thread. Here, this research
takes into account all of these interactions. If a user is active, then it is up to the user
to ensure that the comments made are ‘good contributions’, or suffer the consequences
otherwise. This research takes this stance as to not discourage user activity which is vital
towards to generation of content on the platform. Besides that, this enabled the research
to study the effect of user activity on user expertise estimation.

8.3.3 Baseline: Z-Index

The Contribution Z-Index is another baseline approach for this research as a possible
improvement over the earlier Contribution Count approach. It is based on the Z-Index
used in Community Question-Answering (CQA) platform [158] from Part II adapted for
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Reddit – it considers how many more times a user has made a good contribution rather
than a bad one; based on the assumption that a random user is just as likely to make
a good contribution as they are to make a negative one. Thus, the count of positive vs
negative contribution should follow a Binomial distribution. The Z-Index measure is used
as the estimated user expertise. This approach also includes all the variants discussed
earlier.

Z-Index(u) =
|Sig(Iu) ≥ 0| − |Sig(Iu) < 0|√
|Sig(Iu) ≥ 0|+ |Sig(Iu) < 0|

(8.4)

8.4 Contribution Scores (C-Scores)

In this baseline, this research measures the significance of user contributions as a score.
The vote difference of user contributions Vote(I) is in the range of (− inf, inf) which is
then used to infer contribution [95] according to:

• Is the content interesting [89]?
• How popular is the content [91, 116]?
• Does the content contribute towards the discussion?

Experts are users with high collected scores from their comments. We utilize this ad-
ditional information as a measure of how good or bad user interactions are in contributing
towards the estimation of user expertise.

8.4.1 Scores as Expertise

From the collected contribution scores, the user expertise can be estimated. Here, we
explore two variants:

• Sum of contribution scores as shown in Function 8.5.

C-Score(u) =

|Iu|∑
k=0

Vote(ik) (8.5)

• Average of contribution scores shown in Function 8.6.

C-Score(u) =

∑|Iu|
k=0 Vote(ik)

|Iu|
(8.6)

In the sum variant, users are rewarded for being active as displayed in Figure 8.2.
Similar to the Contribution Count and Contribution Z-Index; we decay the contribution
scores of the earlier user comments before including the newest user comments for the
estimation of user expertise.

8.4.2 Contribution Score Adjustments

The implementation of contribution scores can be tricky due to the varying number of
user comments and the number of votes within a Reddit thread. Thus, there would be a
need to adjust the contribution scores according to the thread where the interaction is.
The variants explored here are:

• Raw.
The vote difference is taken as the user’s contribution score without any adjustments,
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Figure 8.2: The Contribution Score (C-Scores) approach with the sum-variant for user
expertise.

enabling us to explore the effect of popular threads2 on the contribution scores for
user expertise estimation.

• Mean and Mean Direct.
The mean variant attempts to normalise the contribution scores gained for each user
interaction according to the mean vote difference of all comments or direct comments
only.

• Median and Median Direct.
Similar to the mean adjustment, here we normalise the contribution scores by the
median instead.

8.5 Proposed: Competitive Rating (C-Rating)

The C-rating approach is a pairwise comparison approach for user comments that was
inspired from its success in answer quality prediction on CQA platforms in Chapter 6 of
Part II. Several adjustments have been made to adapt the pairwise comparison approach
for Reddit comments.

8.5.1 A Competitive Model for Reddit

First, we would need to model each Reddit thread as a competition between the users
who comment on it. The performance of users is measured according to the significance
of their contribution. The estimated expertise are the user ratings updated according to
the users’ performance in each thread, compared to that of other users in the thread. A
user of higher rating is expected to be more likely to contribute significant contributions
than users of lower rating.

2High number of comments and user votes
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Figure 8.3: An example scenario for Reddit thread. The vote difference of user interaction
is listed beside each interaction.

Comparison Pairs

Comparison pairs are built between user comments within each Reddit thread such as the
Round-Robin format used in Chapter 6 between every user comment. Unlike our work
on CQA platform, users can interact multiple times with a single thread, contributing
multiple comments as they partake in the thread discussion. This complicates the building
of comparison pairs, akin to a competition scenario where a player faces the same opponent
multiple times, each time with a new result. Thus, we propose the possible variants to be
made:

• Multiple interaction-based competition.
This variant form competitive pairs between users according to their interactions.
If there are multiple interactions or content produced by the users within a single
thread, then multiple pairs are formed here.

• Best interaction-based competition.
If a user has multiple interactions within the same thread, then the best interaction
(according to the credit that interaction gained) will be used as that user’s perfor-
mance measure in that thread in the pairwise comparisons with the other users.

• Average interaction-based competition.
The credit received by all of the user’s multiple interactions in the thread itself
is averaged as the user’s performance measure in the thread for the competition
between the user and other users.

• Summed interaction-based competition.
All of the user’s interactions in the thread are summed together to be a single
contribution to the thread. While the approach is simple, it has the downside of
benefiting and inflating the contribution of active users in the thread.

For our evaluation later in Section 8.6, we model each Reddit thread according to the
multiple interaction-based competition variant in order to keep it similar with our work
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in Chapter 6 though we looked to explore the other variants in the future. Comparison
pairs are built between each user comment; given that the authors of the comments are
not the same. Consider a Reddit thread illustrated in Figure 8.3, the following possible
pairs include:

• Interaction 1.1 and Interaction 1.1.1
• Interaction 1.1 and Interaction 1.2
• Interaction 1.1 and Interaction 1.2.1 cannot be built as they are both contributed

by the same User 2.
• Interaction 1.2 and Interaction 1.2.1
• Interaction 1.1.1 and Interaction 1.2.1

We however note that such an approach may not be efficient as popular threads do
contain a large number of user comments as we saw in Table 7.2. Thus, we made adjust-
ments to the Round-Robin format to only form comparison pairs between a comment and
all of the other direct comments in the thread in order to reduce the runtime complexity.
Therefore, under this adjustment, the following pairs are formed:

• Interaction 1.1 and Interaction 1.1.1
• Interaction 1.1 and Interaction 1.2
• Interaction 1.2 and Interaction 1.2.1

Independent Subreddits

The subreddits are independent of each other under the competitive approach just like
in sports – how well you do in one sport is considered independent of another (think
of basketball vs tennis). While a user can be active in multiple subreddits [130], that
user would have different expertise score for each of the subreddits that he or she has
participated in as an expertise vector. A general rating can be used to measure a user’s
reliability across all threads however and this would be studied in our future work.

8.5.2 User Contribution Performance

The performance of users in each pairwise comparison can be measured according to the
vote difference gained by their comments similar to how the contributions are measured
in Section 8.4 as contribution scores. This is the inferred performance of the users in
contributing towards the thread discussion which would then be used to update the user
ratings.

Glicko-2 Rating

This research once again chose the Glicko-2 rating system [46] for the estimation of user
expertise. We detailed the Glicko-2 rating system in Section 6.3.1 and the same model is
adapted for Reddit.

Rating Period

The resulting outcome from the comparison pairs generated according to Section 8.5.1 are
collected if they from threads that are submitted within the same rating period. As we
evaluated in Section 6.4.4, the addition of rating periods does improve the performance
of competitive pairwise comparison as opposed to the commonly used live-update. For
our evaluation in this chapter, we set the rating period to a period one day (daily) due to
the high amount of threads submitted daily (Table 7.1) and comments contributed (Table
7.2) on those threads.
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Win-Margin

Traditionally, competitions including real world sports are only concerned with the out-
come of a match-up and the winner takes all. Thus, pairwise comparison approaches are
often scoreless without looking at the margin of victory and often disregard draws [10, 95].
The win-margin variant is inspired by the Bradley-Terry model which correlates the win
probability of a player in a game with the player’s real rating µ1. This win probability is
µ1

µ1+µ2
when the player is against an opponent with a rating of µ2 [20].

Our earlier work on CQA platform in Chapter 6 found improvements towards the
estimation of user expertise if we were to consider the win-margin between the winner and
the loser of a pairwise comparison. Since Reddit is a different platform (with negative vote
difference) we once again explore the scoreless and the win-margin variants. To account
for the negative vote difference in comments, modifications to the win-margin are required.
We propose the following adjustment:

• If the vote difference for both comments are positive, there is no change to the
win-margin calculation.
• If there is a negative vote difference, then it is a total victory (win-margin of one) for

the commenter with the higher vote difference. The justification for this approach is
that comment with negative vote difference can be perceived to be of no contribution
to the thread discussion.
• If the vote difference for both comments are negative, the values are swapped and

then converted to positive before applying the same win-margin calculations.

We leave to future work as to how the negative vote difference can be incorporated
better into our proposed competitive rating approach especially for the difference-based
competitive models of Reddit.

8.6 Contribution Prediction Evaluation

The performance of the approaches discussed earlier are evaluated for the estimation of
user expertise on Reddit. The user expertise estimated from the approaches are used to
predict the information quality of comments (future vote difference gained) contributed
by the users. The evaluated approaches include:

• C-Count detailed in Section 8.3.1
• Z-Index detailed in Section 8.3.3
• C-Score detailed in Section 8.4
• C-Rating detailed in Section 8.5

8.6.1 Methodology

The evaluation process is conducted on the collected Reddit dataset detailed in Sec-
tion 7.5.3. User expertise estimation performance is investigated on four subreddits –
r/explainlikeimfive, r/gaming, r/science and r/worldnews. The fifth r/politics is not eval-
uated pending more data collection for future work due to the volatility surrounding the
US 2016 Presidential Elections; unlike the global r/worldnews.

Training and Testing Cycles

Unlike traditional Web platforms with static content, a social curation platform like Reddit
expands rapidly with the constant flow of user content. Besides building high accuracy
models for the estimation of user expertise, the approaches explored are fast and efficient
in taking in new content for the estimation process. Thus, the performance evaluation is



8.6. CONTRIBUTION PREDICTION EVALUATION 149

modelled as a continuous cycle, beginning with a training cycle according to the timestamp
of Reddit threads.

• Training Cycle.
Once the threads and the comments have been used for evaluation, they are added
to the training data. New users will have their expertise estimated for the first time
and existing users have their expertise updated with the additional new data. The
updated user expertise is then used for prediction in the following testing cycle.

• Testing Cycle.
In the testing cycle, the threads and comments of the threads are used for evalua-
tion. Here, the estimated user expertise from the explored approaches are used to
predict the information quality of comments according to the truth and evaluation
measures. Only comments of known users with the expertise estimated from their
prior interactions are evaluated.

Ground Truth

The actual vote difference gained is used as the ground truth judgement of information
quality for thread comments. User comments within each Reddit thread are ranked ac-
cording to this judgement. The explored approaches attempt to rank the same comments
according to the estimated expertise of comments’ author; to match the ground truth
rank order to predict the future community assessment of content quality. Our experi-
ment looked at predicting the ordering of – (1) direct comments; and (2) all comments in
a thread. We then measure the Kendall’s Tau correlation between the ground truth and
the predicted ordering.

Kendall’s Tau Rank Coefficient, Tau-B Measure

This research selects (up to) the 10 best comments for each Reddit thread3 according to
the ground truth. Joint observation pairs are then formulated for each of these comments
in a Reddit thread. We then measure the number of concordant and discordant pairs for
the observation pairs between the ground truth ranking and the ranking for each of the
explored approaches. As it is possible for two comments to have the same vote difference
or two users to have the same estimated expertise, we handle these ties with the Kendall’s
Tau-B, τB statistic.

8.6.2 Results

As detailed in Section 8.6.1, the evaluation process is based on an online training-test
cycle. From a total of 724, 505 threads, 333, 175 threads have at least 1 direct comment
created by a user with prior contribution (for the expertise to be estimated) and 344, 375
threads with at least 1 comment. Hence, 45.99% and 47.53% of the threads are suitable
for direct comments and all comments evaluation respectively.

We note that this value is much smaller for the r/gaming subreddit with only 23.03%
and 25.70% respectively; possibly due to the low number of comments per thread (Table
7.2) and almost 20% of its users are thread contributors only (Table 7.7). On the other
hand, the r/explainlikeimfive subreddit recorded a higher number of suitable threads for
evaluation with 78.78% and 79.51% of threads for direct comments and all comments
respectively; possibly due to a higher density of threads in the subreddit with at least one
interaction. The high number of threads and the comments in each thread ensures the
significance of the evaluation measure.

3This is to otherwise avoid expensive computations for threads with a very high number of comments
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Prediction Performance

Table 8.1 summarises the comment quality prediction based on the estimated user expertise
of the explored approaches at their best variant; measured with the Kendall’s Tau-B Rank
Coefficient against the ground truth. It can be observed that the best performing approach
is the C-Rating approach followed by the C-Count, C-Score and finally the Z-Index.

Table 8.1: Kendall’s Tau-B Rank Coefficient for Direct Comments Ordering based on
Quality Prediction with User Expertise Estimation with the Evaluated Approaches (Best
Variant). Best performance in bold.

Direct Comments for Subreddit
Approach elifive gaming science worldnews All

C-Count (mean threshold, no decay) 0.9164 0.7923 0.9148 0.8890 0.8797
C-Score (average score, raw value, no decay) 0.7816 0.7014 0.8873 0.7810 0.7720
Z-Index (mean threshold) 0.7400 0.6928 0.8710 0.7088 0.7280
C-Rating (scoreless) 0.9796 0.9298 0.9760 0.9867 0.9716

Table 8.2: Kendall’s Tau-B Rank Coefficient for All Comments Ordering based on Quality
Prediction with User Expertise Estimation with the Evaluated Approaches (Best Variant).
Best performance in bold.

All Comments for Subreddit
Approach elifive gaming science worldnews All

C-Count (mean threshold, no decay) 0.8284 0.6923 0.8610 0.8512 0.8084
C-Score (average score, raw value, no decay) 0.6423 0.5702 0.8098 0.6941 0.6566
Z-Index (mean threshold) 0.6258 0.5709 0.7975 0.6265 0.6256
C-Rating (scoreless) 0.9472 0.8786 0.9469 0.9777 0.9434

Generally, the explored approaches perform well on all subreddits except for the
r/gaming subreddit where the threads lack user comments as discussed in Section 7.5.5.
The C-Rating approach however performed very well in this subreddit as a robust ap-
proach.

8.6.3 Analysis: Differentiating Users

The estimated user expertise is a relative measure which allows us to compare the frequency
of quality contributions between two users. For example, in Reddit threads, it would be
ideal for the expertise of the authors of the comments to not be the same unless they are
all contributing comments of the same quality. This is to allow us to rank their comments
according to the difference of their estimated expertise.

We present in Table 8.3, the evaluated approaches at their best variant by not having
an order according to the estimated user expertise when there is an order for the ground
truth. Here, we observe that the C-Count approach is unable to differentiate user expertise
well within an evaluated thread when compared to the other approaches. Upon further
inspection, we note that the C-Rating (scored variant) has the highest number of ties in
order when the ground truth is a tie as well with only 0.24% of the ties going undetected.

8.6.4 Analysis: Vote Difference as a Contribution Measure

Similar to the earlier work on CQA platforms in Part II, the user vote information should
not be directly used as an estimate of user expertise. The C-Score approach recorded a
lower performance measure in comparison with the other approaches; with the average
value variant outperforming the sum variant. Instead this information should be used as
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Table 8.3: Evaluated Approaches (Best Variant) with the Least Number of Orderless User
Expertise in Reddit Thread Comments.

Percentage of Thread
Approach Direct Comments All Comments

C-Count (mean threshold, no decay) 5.88% 5.12%
C-Score (averaged score, raw value, no decay) 5.31% 4.70%
Z-Index (mean threshold) 5.58% 4.88%
C-Rating (scoreless) 5.46% 4.77%

an indication of contribution significance – by counting the significance of a contribution
using the C-Count or as a performance indicator for pairwise comparison in the C-Rating.
This is crucial for an environment with sparse user activity (a lower comment count in
thread, a lower word count per comment) such as the r/gaming subreddit where we observe
the largest performance gain.

8.6.5 Analysis: Vote Difference as a Relative Performance Measure

The high performance of the C-Rating approach is consistent with our earlier findings on
CQA platforms in Chapter 6 that it is possible to apply rating systems in user expertise
estimation through pairwise comparisons. For Reddit, we showed that this is possible even
when comparing against direct comments of threads only; a decision we made to improve
the efficiency of the expertise estimation process.

User votes on content can be used as a judgement of user performance including the
negative vote difference. The additional information from the existence of negative vote
difference however does not benefit the successful win-margin (scored) variant (unlike
in Chapter 6) as the scoreless variant recorded a slightly better performance with the
exception on for r/science and r/worldnews subreddit.

Raw Values as Measures

Another interesting observation here is that the best performing variant for the C-Score
uses the vote difference as a raw value; a value which we had feared would be inflated
and thus, should be normalised within the context of the thread itself. For example,
popular threads tend to have higher number of user votes that inflate the vote difference
of comments.

What this finding suggests is that users who commented on such threads and recorded
a high number of vote difference should be rewarded for being able to make an impact
on such a challenging thread in the first place. This is further supported by the C-Score
having the average score value as its best variant, implying users should be providing
consistently high-quality content instead of more content of a lower quality.

Significance Threshold

The vote difference gained by a content is useful as an indicator of content contribution for
a thread discussion. Often, the polarity of vote difference is used to differentiate contribu-
tion significance especially from the users’ perspective – positive for being significant or of
high information quality; and negative for being insignificant or to be of low information
quality.

Our findings here showed that the best performing variant for both the C-Count and
the Z-Index have the mean of vote difference for all comments in a thread as a threshold
for content significance – a comment is considered significant for a thread if the vote
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difference of that comment is above the mean. This finding is in line with earlier studies
on user voting bias where users more are inclined to vote positively for good content but
not negatively for poor content [118].

8.6.6 Analysis: Penalising Bad Content

This research explored the possibility to ignore bad contributions by users which may be
caused by user bias or personal opinion; and instead only reward good contributions. The
findings however suggest otherwise where all such variants in the C-Count and C-Score
were outperformed by variants which take the bad contribution into account. Besides
that, the C-Rating which naturally account for bad contributions as a losing performance
measure recorded the highest evaluation measure. Thus, the users need to be penalised
for making bad contributions that are disruptive in Reddit thread discussion.

8.6.7 Analysis: Decaying User Expertise

Literature suggests that the user expertise improves overtime [101, 150] as they consume
more knowledge and earlier contributions should be discounted as it does not reflect the
users’ current expertise. A decay factor is introduced to reduce the impact of earlier contri-
butions towards the estimation of user expertise. Our findings however do not agree with
this notion where the variants with decay for the C-Count and C-Score were outperformed
by the non-decay variants. This can possibly be due to:

• There is a lack of consistent user contribution or activity on Reddit, as discussed in
Section 7.5.7. Decaying these user interactions would reduce the amount of infor-
mation available for the estimation of user expertise.

• There should be an impact from the earlier user interaction which rewards good
contributions and penalises the disruptive discussions. In this fashion, the users
would need to be making significant contributions in the present and future to atone
for the earlier bad interactions.

8.6.8 Conclusion

The findings suggest that it is possible to estimate user expertise for the prediction of
content quality, with an average Kendall’s Tau-B rank correlation of 0.9434 using the
proposed C-Rating approach to rank thread comments in comparison against the ground
truth of unseen actual user moderation. This performance is consistently better than the
other explored baseline approaches even in subreddits with sparse amount of user comment
interactions such as the r/gaming subreddit; showcasing the robustness of the approach
for the unpredictable nature of UGC platforms.

The vote difference is a good feature to indicate prior content quality for the explored
approaches. This research discovers however that the vote difference should not be used
directly as an indication of user expertise as the C-Score approach performs poorly. In-
stead, the vote difference can be used to identify the content of significance contribution
in a thread discussion using the mean vote difference of comments in a thread in the C-
Count approach; or as a relative measure for the pairwise comparison of user performance
in the C-Rating approach. Both approaches were able to estimate user expertise for the
prediction of content quality.

Findings from the research also suggest that the despite the fact that raw vote difference
values are inflated within the popular threads, the values should not be normalised. Users
should be rewarded for interacting and making an impact on such competitive threads.
Besides that, this research discovers that the polarity of vote difference gained by content
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is not a suitable threshold in judging contribution significance of content due to user vote
bias. Instead, a piece of content is deemed to be significant if it registered a vote difference
above the average of vote difference for other content within the same scope.

8.7 Summary

In this chapter of the research, we estimate the expertise of Reddit users in order to predict
their future contribution. The goal as discussed in Section 8.2 is to achieve an improve
content curation mechanism on Reddit to improve the organisation of user comments in
Reddit threads – users of greater expertise would often generate content that contributes
better to the thread discussion. Our proposed direction overcomes the challenge of peer-
moderation such as the cold-start problem in garnering user votes and also the potential
vote bias. As a by-product, the influence of users of lower expertise and malicious users
can be reduced so as to not disrupt the discussion on Reddit.

Similar to our earlier efforts in Part I and Part II, our approach to the estimation of
user expertise is content-agnostic as to circumvent the challenge in processing unstructured
user-generated content. The vote difference feature of Reddit can be extracted to indicate
user contribution significance as we introduced in Section 8.3.1. By identifying significant
contributions, user expertise can be estimated through the simple count of net-positive
voted contributions (C-Count) and also the Z-Index approach. The measure of significance
can also be incorporated as an estimate of user expertise with the C-Score approach in
Section 8.4. Alternatively, Reddit can be modelled as competitive environment between
users. In Section 8.5, we adapt the successful competitive pairwise approach from Chapter
6 to Reddit – accounting for the multiple interactions by a single user and the existence
of negative votes.

With the estimated user expertise from all of the explored approaches, we attempt to
predict the contribution significance of future user comments in Reddit threads in Section
8.6. Our findings suggest that it is possible to predict the information quality of user
comments from the estimated user expertise – where users of higher expertise tend to
contribute better towards thread discussions.

The proposed C-Rating approach is robust with a good Kendall’s Tau-B rank cor-
relation performance of 0.9434 across the explored large subreddits in predicting user
contribution. This prediction is made solely using the estimated user expertise without
processing the comment content itself. Also, it is able to differentiate users and their
performance well despite the high number of Reddit users.

The vote difference for user comments can be a good indicator of contribution signifi-
cance, providing the mean vote difference in the Reddit thread is used as the significance
threshold. Bad contribution by users should be penalised when used in the expertise es-
timation process and not to be decayed due to the sparseness in user interactions as we
observed in Section 7.5.7 earlier.
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Chapter 9

Conclusion

Today, users on the World Wide Web (WWW) are no longer just consumers of content.
Instead, they are valuable contributors of user-generated content (UGC) [50]. UGC has the
information potential to rival that of experts [132] or supplement them [111]. This capacity
has turned UGC platforms into rich repositories of knowledge [26] with the Wisdom of
the Crowd (WotC) [135] including the three UGC platforms which we explored in parts
of this thesis:

• Delicious social bookmarking website, a Collaborative Tagging (CT) platform.
• Yahoo! Chiebukuro site, a Community Question-Answering (CQA) platform.
• Reddit, a Content Aggregation (CA) platform with social curation and discussion

board.

The advent of UGC platforms however creates new challenges for the WWW. Any
user on UGC platforms can generate, contribute and share content. These users vary in
reliability and expertise [93]; resulting in some user contributions being better than others
[111]. Moreover, the intentions of these users [109] are not known and malicious users can
severely disrupt the experience of other benevolent users leading in some cases spiralling
out of control [44].

The unstructured nature of UGC complicates computational techniques for content-
based judgement of content quality and also the use of user profiling approaches [152]
especially considering the large constant flow of UGC [50]. Thus, many UGC platforms
leverage on the WotC by having their user communities peer-moderate content on the
platform [135]. User votes as the communitys long-term review of content quality [9] can
be used to identify content of low information quality. This research however argues that:

• The community is not made from reliable users with many affected by user biases
[107, 118].
• There is a cold-start problem in peer-moderation, which can be further challenged

by temporal bias during judgement [45, 146].
• Peer-moderation systems are vulnerable to manipulation by malicious users [102].

Hence, this thesis detailed the research undertaken to address these challenges. We
attempt to infer the information quality of UGC to improve content management on
various platforms. Instead of processing the diverse, unstructured and large volume of
UGC; we infer the information quality of UGC from the contributing users themselves.
By estimating the expertise of users, it is possible to infer the information quality of their
generated content [18] – expert users producing content that are of higher quality than
non-experts [155].

To accomplish such a feat, we explore the estimation of user expertise. This research
studies distinct UGC platform features as signals to indicate user expertise; as a content-
agnostic approach to circumvent the unstructured noisy nature of UGC. The explored

155
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estimation approaches need to be robust in adapting to the structure and representation
used in UGC platforms. In return, the estimated user expertise is applied to improve
information systems with UGC platforms by:

• Identifying popular and high-quality WWW resources during information retrieval
(IR).
• Categorisation of WWW resources through user annotations.
• Improving similarity measure calculations for annotation-based retrieval (AR) through

better WWW resource descriptors.
• Predicting the best answer for a user question, therefore overcoming the cold-start

problem.
• Identifying domain-sensitive experts, an expert search task to direct and motivate

further high-quality contributions.
• Introducing measures for user contribution significance on Reddit.
• Predicting future user comment votes to facilitate discussions in Reddit threads.
• Identifying influential users on social communities such as subreddits.

Our work is documented through the three parts of the thesis, addressing the research
questions proposed earlier in Section 1.4.

9.1 Addressing Research Questions

We summarise responses to the research questions introduced in Section 1.4, which we
answered in each part of the thesis.

9.1.1 Information Quality of UGC can be Estimated through Content-
Agnostic Means

The information quality of content can be estimated through content-based analysis that
takes into account the sentiment, sentence structure, grammar and terms present in the
content [153, 157, 159]. This research argues however that these approaches are not
suitable for the unstructured nature of UGC nor is it computationally efficient with the
constantly high number of UGC. In our study of Yahoo! Chiebukuro from Chapter 4,
we saw questions with large number of answers. Similarly, in the case study of Reddit (a
CA platform with social curation) from Chapter 7, we observe large numbers of thread
submissions daily that is accompanied by a considerable number of user comments.

In this research, we explored a diverse range of user expertise estimation approaches;
all adapted to the different structure and organisation of each UGC platform. The user
expertise is then used to infer the information quality on these platforms including the:

• Accuracy of user annotations of CT platforms in describing WWW resources.
• Capability of user answers in CQA platforms for meeting the information needs of

the questioners.
• Significance of user comments in contributing towards the thread discussion on Red-

dit.

There is a Relation between User Expertise and the Information Quality of
the Content

The information quality of UGCs can be inferred from the expertise of users who generate
them without the need to process the content themselves. Expert users usually generate
better content than other users of low expertise. On the other hand, malicious users gen-
erate unwanted noisy content which disrupts the experience of other users. By identifying
the experts, it is possible to distinguish:
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• High quality user annotations in CT platforms to improve description of WWW
resources.
• The best answers in CQA platforms that best meet the information need of the

questioner.
• Significant user comments that contribute towards thread discussions on Reddit.

Such an approach addresses the cold-start problem often associated with peer-moderation
approaches; and the resulting user votes can then be used to further improve the user ex-
pertise estimation. Besides that, the content can be pre-emptively organised to counteract
both the user bias and the temporal bias during peer-moderation.

On UGC platforms, there are still more content consumers than content contributors;
as we discover from our Yahoo! Chiebukuro case study in Section 4.4 where we observe
a much higher number of questioners than answerers. Through expert search [34, 163],
it is possible to identify knowledgeable expert users who should be motivated by UGC
platforms for additional content contribution.

9.1.2 User Expertise can be Estimated on UGC Platforms

It is possible to estimate the user expertise on UGC platforms through content-agnostic
means. In this thesis, we discussed various simple and state-of-the-art approaches before
proposing several approaches on our own. These approaches are explored and evaluated
on several UGC platforms. The explored approaches are summarised in the following
subsections.

It should be noted that all of the explored approaches are content-agnostic approaches
to user expertise estimation. Here, we studied the features, structure and representation
of UGC platforms in order to identify suitable signal of user expertise such as the temporal
ordering of user interactions in Section 3.4.1 and user votes.

Simple Approach

It is possible for simple approaches to user expertise estimation to be competitive against
more complex approaches [158]. Thus, we explored several simple approaches:

• Simple Count.
As the simplest approach, the count of good or significant user contributions can be
used as a measure of user expertise. For example, we can count the number of best
answers contributed by answerers or the number of significant comments by Reddit
users in a thread discussion, such as the C-Count approach from Section 8.3.1.

• Z-Index.
The Z-Index approach is based on the assumption that a random user is as likely
to produce a good contribution than that of a bad contribution. This approach is
applied to estimate user expertise on both CQA platforms in Section 4.3.1 and CT
platforms in Section 8.3.3.

• Vote-based Scores.
User votes are found in peer-moderated UGC platforms [9]. UGCs can be voted by
the community with the resulting votes as the community’s long-term judgement of
quality [159]. Thus, the votes gained by the users through their generated content
can be used to indicate user expertise such as the Vote Scores approach in Section
5.4.4 and the C-Score approach detailed in Section 8.4.
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Graph-based Approach

By studying the structure of UGC platforms, it is possible to represent each platform
with a graph model. This is explored throughout Parts I and II of the thesis, such as the
tripartite graph model visualised in Figure 2.2 for the CT platforms and the questioning-
answering relations visualised in Figure 5.1 for the CQA platform.

With a graph model, authority can be propagated between the entities, similar to the
PageRank algorithm [112] and Hyperlink-Induced Topic Search (HITS) algorithm [80].
Such authority can be regarded as a representation of user expertise.

We argue that the current state-of-the-art user-user graph approaches do not differ-
entiate user interactions. For example, two users might answer different questions with
one being more difficult than the other. Thus, we proposed the Credit Graph model for
CT platforms in Section 3.5 and CQA platforms in Section 5.3. The Credit Graph model
edges are weighted according to the significance of the user interaction which resulted in
the edge creation. A research contribution is the exploration of various credit functions in
Section 3.5.1 and Section 5.3.1 to further improve the estimation performance. The expert
users identified using the Credit Graph model are able to outperform those selected by
the user-user graph in producing the best answer as evaluated in Section 5.4.

Pairwise Comparison Approach

User expertise is a relative measure [93, 113] which can be used to compare the different
level of contribution between different user interactions. Thus, comparison pairs can be
built between user interactions which are then used for user expertise estimation. In a
competition model, users compete to make the best contribution such as the best answer
in a question thread discussed earlier in Section 6.2. The outcome from the pairwise
comparison is then used to update the expertise of the users. For pairwise comparison
approaches, the user expertise is indicated according to the user rating from rating systems
such as ELO [41], TrueSkill [95] and Glicko [46].

This research improved on the pairwise comparison model by introducing the win-
margin performance indicator in Section 6.3.3 as a replacement for the scoreless outcome-
oriented approach. This technique is also adopted for Reddit as detailed in Section 8.5.2.
Besides that, we incorporate rating periods to further improve the performance and in-
crease the efficiency of estimation process. Our evaluation in Chapter 6 and Chapter 8
found the proposed competitive pairwise comparison approach to be the best expertise es-
timation approach. Moreover, this approach is efficient as an online approach without the
need to retrain models; where new information can be added directly to further improve
performance.

The Estimation Approaches are Robust

All of the user expertise estimation approaches were explored and adapted for a diverse set
of UGC platforms. These approaches had no trouble in estimating user expertise though
some approaches do significantly outperform the others especially the proposed Credit
Graph model and Competitive Pairwise Comparison.

This is accomplished by studying and identifying suitable features in each UGC plat-
form which can be a signal of user expertise while ensuring that these features can be
easily adapted to the proposed approaches. The features include:

• The temporal-ordering of user interactions.
The proposed Credit Graph model incorporated the temporal-ordering of user inter-
actions for its credit function. In Section 3.7.7, we validate the Discoverer-Follower
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concept and it lead to an improved performance on CT platforms. We attempted
the same for CQA platforms in Section 5.3.1 which performed considerably well.

• User votes.
User votes exhibit strong signals for the estimation of user expertise. These votes
can be used directly as scores to indicate user expertise. Alternatively, they can be
used as an indicator of performance – signalling whether the user contribution is
significant or not. For example, in Section 8.6.5 the significance of a user comment
in a Reddit thread was determined by comparing the number of votes received with
the average number of votes for items in the thread (instead of the commonly used
polarity measure). This indicator is then applied to many user expertise estimation
approaches including the graph-based and pairwise comparison approaches.

Despite the diversity of content and user behaviours between subreddits that we studied
in Section 7.5, our findings in Section 8.6.2 highlighted the robustness of the proposed
Competitive Rating approach.

9.1.3 User Annotations Can Describe and Classify Content Better

By weighting user annotations according to the expertise of the annotators in addition to
the commonly used term-frequency based description, WWW resources can be described
in a more useful manner as we proposed in Section 3.6.4. The improved descriptions are
then used to improve AR as we evaluated in Section 3.8.

9.1.4 It is Possible to Predict the Information Quality of User-Generated
Content

The information quality of UGC can be inferred from the expertise of the users who
contribute them. Users with higher expertise will contribute content of greater quality. In
Chapter 5 and Chapter 6, this research used this relation to predict the best answer in
question threads. Then in Chapter 8 instead, we were able to predict which user comment
would gain more vote by comparing the relative user expertise of the commenters.

9.2 Future Work

Our research for each part in this thesis can be expanded further. Some of the extensions
include:

9.2.1 User Annotations for Training Machine Learning

In Part I of the thesis, this research incorporate user expertise to improve annotation-based
retrieval (AR) where the user annotations act as the descriptor for WWW resources. A
possible extension from here on is to explore how this change in weight for user annotation
could affect the training for machine learning algorithms such as the learning the content
of an image from the annotations associated to it. With the popularity of image-based
social platforms such as Instagram1, there exists a large repository of valuable data for
the machine learning.

9.2.2 Expertise-based Peer Moderation

Currently, peer-moderation on social platforms regard each user to be the same; and thus,
weighting their votes equally. This approach to peer-moderation can be exploited and

1https://www.instagram.com/
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gamed by malicious users which motivates changes to UGC platforms such as Reddit’s vote
fuzzing mechanism. Such change does not however completely overcome this challenge as
Reddit is still plagued by down-vote bots.

Since we are able to estimate the expertise of users on UGC platforms, we are able
to improve on the peer-moderation process by weighting user votes according to the ex-
pertise and reliability of the voters. Thus, reliable users can have more impact on the
moderation of content while reducing the unwanted disruptions from malicious users. As
a by-product, users may then be motivated to contribute good content in order to maintain
their autonomy and influence on the platform.

9.2.3 Interactions between Threaded Comments

Direct comments on Reddit directly address the content or the thread starter; whereas
indirect comments respond to the other comments in the same thread. Currently as done
in Section 8.5.1, we do not differentiate the relation between different users if they are
responding to each other in a threaded discussion. Likewise, it is the same for the other
users who reply to the same comments. Hence, an extension to our proposed C-Rating
approach is to study, explore and incorporate such relations. At the time of writing, work
has been started to research this further.

9.2.4 Improved Expert Search

Currently, many expert search solutions retrieve the experts within each field on query.
We propose that with the estimated expertise of users, it is possible to better match users
during expert search. For example, if there is a new programmer seeking help, he/she
should be assisted by someone slightly above his/her capabilities rather than a program-
ming guru with highly advanced convoluted solutions beyond his/her understanding or
capabilities.

9.2.5 Expertise of Crowdsource Workers

There are plans to expand our research to other Web 2.0 platforms such as to crowd-
sourcing services. Given the capabilities to estimate a user’s domain sensitive expertise,
are we able to identify suitable experts for a given task? If so, how can we reward such
users? Besides, a model can be proposed to aggregate the jobs done by different crowd-
source workers together for improved results.

9.3 Conclusion

This research has achieved its goal of developing content-agnostic mechanism for bringing
order to three distinct user-generated content (UGC) platforms in this thesis. The UGCs
have the information potential to improve information systems – (1) user annotations as
WWW resource descriptors; (2) user answers for questions as natural language queries;
and (3) enhancing available content through comments and discussions.

Despite the challenges in the unstructured nature and high volume of UGC, we were
able to infer the information quality of these contents by inferring this from the estimated
expertise of the content contributors. The user expertise is estimated through content-
agnostic approaches which is efficient and shown to be effective in various tasks. Expert
users can be identified and encourage to contribute more meaningful content; whereas
unwanted malicious users can be weeded out and have their influence reduced. This leads
to improved content management on UGC platforms that can better meet the information
needs of the users.
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