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Abstract

Nature displays a vast array of geometrically ordered systems, at nearly every length
scale. This is especially true in soft matter and biological physics, where geometric
considerations help us understand problems from the assembly of helical proteins
to the morphogenesis of flower petals. In many cases, this geometric ordering is
mechanical in origin: energy must be expended for objects to stretch, bend, and
deform. This thesis explores some of the conclusions that can be drawn from this
simple observation.

First, we conduct a brief review of the geometry and mechanics of curves and sur-
faces in three dimensional space. This review explains how to identify and quantify
the properties of these low-dimensional continua that can be considered geometric,
and shows how these quantities can be used to construct energy functionals for fila-
ments and sheets. Once these tools have been introduced, they are applied first to
surfaces, and then to filaments.

In the first section of the chapter on surfaces, an extension of the Helfrich model
of membrane elasticity is used to investigate the buckling of membranes in the gel
phase. Measuring the stress-strain relation for buckled membranes provides access
to the membrane’s bending modulus, as well as a length scale used to construct the
model. Remarkably, though, gel-phase buckles do not follow the classical stress-
strain relation of Euler elastica, which works very well for fluid membranes. Rather,
they exhibit an exotic mechanical property called “curvature softening”, uncommon
for most ordinary materials, but exhibited by certain meta-materials. These proper-
ties are well captured by an extended Helfrich model we propose, which goes beyond
quadratic order in the membrane curvature, but, unlike other theories of curvature
softening, has the further advantage of being analytically tractable.

A discussion of helicoidally symmetric surfaces follows in the next section. There,
a powerful method of parametrizing helicoidally symmetric surfaces is explicitly con-
structed, and its properties are investigated in detail. This parametrization makes
it possible to prove many interesting and useful geometric relations, including the
existence of an equivalence between helicoidal and axisymmetric soap films. Our
analysis also illustrates the relationship between helicoidal symmetry and conserva-
tion laws, both for geodesics on the surface and for the surface itself.

Now equipped with a useful parametrization, an analysis of helicoidally sym-
metric membranes becomes simple. An especially interesting application, treated in
Section 3.2.4, is the case of dynamin-mediated membrane fission, in which a protein
called dynamin self-assembles into helical scaffolds around the membrane necks of
budding vesicles, a process which then somehow induces fission. There has been
considerable debate in the biological community surrounding whether this process
occurs catalytically or mechanically. In the catalytic model, the membrane breaks
when thermal fluctuations take it from a metastable state to a stable “hemi-fission”
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state, which is then followed by fission. By contrast, in the mechanical model, the
membrane is destabilized directly by dynamin. In contrast to previous claims, which
rest upon a simplified and incomplete solution the the membrane shape problem,
and which suggest the possibility of a dynamin-triggered membrane-breakdown, our
full analysis here shows that such an instability does not exist, lending credence to
the catalytic model.

Chapters 4 and 5 consider the confinement of elastic rods to curved surfaces.
This analysis aims towards building a theory of dynamin-mediated fission from an-
other perspective, in which the membrane is represented by a fixed surface, and
the dynamin protein is a continuous elastic filament. Chapter 4 introduces a math-
ematical theory of confined elastic rods, expanding on work by Guven, Valencia,
and Vázquez-Montejo [GVM12, GVVM14]. This formalism shows how to find, in a
transparent and systematic way, the Euler-Lagrange equations for confined rods as
well as the appropriate boundary conditions for various physical scenarios.

Chapter 5 then applies the theory to two systems: first, to Euler rods confined
to cylinders, and then to helical rods of variable length confined to cylinders and
catenoids. The cylindrically confined Euler rods serve as a demonstration of the
surprising complexity of this problem, as even this very simple case turns out to
be unexpectedly difficult and mathematically rich. Elastic filaments are then used
as a simplified mathematical model to study dynamin’s self-assembly on curved
surfaces. To make our model more biologically relevant, we need to expand the
Hamiltonian from Section 5.1 to include spontaneous curvature, spontaneous twist,
and twist rigidity. Our subsequent analysis leads to predictions of dynamin’s poly-
merization behavior on cylinders and catenoids, including whether and where the
polymer prefers to form on the neck. Furthermore, a natural competition between
binding energy and elastic deformations of the polymer emerges, resulting in the fact
that pre-curving a narrow neck can serve as a geometric (as opposed to biochemical)
trigger for dynamin to assemble there, and not on other parts of the membrane. On
the other hand, our theory also predicts that dynamin can only constrict membrane
necks by a limited amount (about ten percent) when relying exclusively on equilib-
rium processes; this suggests that dynamin-mediated fission is an active process by
necessity.
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Chapter 1

Introduction

Science is often portrayed as a hierarchy, with mathematics at the bottom (the
most prestigious position), followed by physics, chemistry, and onward, with some
social science at the top. In this picture, mathematicians do the most fundamental
work, discovering theorems that can be applied in essentially any pursuit, being
derived from pure logic. Physicists use these theorems to study the fundamental
constituents of the universe, quarks, leptons, and so on. Since everything else is
simply a composite of these objects, at the end of the day, the entire natural world
can be reduced to physics. Next in the hierarchy, chemistry uses these laws of
physics to study matter a larger scale, focusing atoms, molecules, and how they
interact with each other. Finally within the natural sciences comes biology. The
framework sees biology as aggregated chemistry, so that life is simply many chemical
reactions occurring in concert.

We take a somewhat different view, represented by an alleged quotation from
Johannes Kepler: “Where there is matter, there is geometry”. Indeed, within biolog-
ical cells, many objects take diverse and interesting shapes. Consider, for example,
the folds and spirals of the endoplasmic reticulum [TSK+13], the polytopes of viral
capsids, and the intricate twists and turns of DNA molecules. While many of these
shapes are merely the transient result of thermal fluctuations, others are more per-
sistent. These enduring configurations have mechanical origins. Just as gravity and
tension determine the shape of a suspended electrical cable, the shapes of cellular
components are determined by the external forces acting on them and their own
mechanical constitutive relations. At the length scales at which this geometry is
relevant, these objects can be regarded as continuous one dimensional or two di-
mensional objects. For example, DNA is approximately linear over lengths on the
order of 50 nm, hundreds of times longer than atomic length scales. All of this is
to say, this biological geometry and mechanics is emergent : it appears when one
considers the DNA molecule or lipid membrane as a distinct object. The mechani-
cal, geometric description becomes meaningful and informative far above the scales
where chemistry dominates.

This picture, in some sense, subverts the previously discussed hierarchy. The
constitutive relations for a given material body emerge from the details of its com-
position. Physics no longer comes “from below” to explain chemistry, which then
explains biology. Rather, physics approaches horizontally: mechanics, like chem-
istry, geometry, and biology itself, is simply one of the many necessary tools to
understanding a given biological system.
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In this thesis, we will explore the applications of mechanics and geometry to a
selection of biological and biologically inspired problems. These investigations will
lead us to deep insights and fascinating results in both areas. In particular, we
are interested in membrane fission, the process by which cell membranes divide.
This will require us to understand the elasticity of both one and two dimensional
continua, i.e. curves and surfaces. In addition to attempting to directly address
biological questions, we will also pursue a few problems that interesting from a
theoretical physics perspective, though they are inspired by biology, including the
buckling of membranes and the physics of surfaces with helicoidal symmetry.

We will begin with a summary of the relevant geometry and elasticity theory in
Chapter 2. Then, we apply the theory to surfaces, with a particular emphasis on
membranes in chapter 3. In Chapter 4, we will discuss the theory of elastic filaments
confined to surfaces, which we then apply to a few systems of interest in Chapter
5.

Zachary A. McDargh 9



Chapter 2

Essential geometry and elasticity

This thesis will rely heavily on the tools of differential geometry, which applies the
methods of analytical calculus to geometry. Differential geometry is essential for
understanding curved generalizations of Euclidean space.

It may be surprising that the toolset for understanding abstract curved spaces
is useful for our purposes. But it turns out that these generalizations are precisely
the ones needed to describe the mechanical deformations we are interested in. Such
deformations necessarily change the geometry of the object in question. When we
say “geometry”, we refer to properties of the shape of an object that are independent
of how the object is situated in space, and how we choose to label points on the
object. For example, we will later study lipid membranes confined to a box that is
shorter than the total length of the membrane. As a result, they will have to buckle,
differing dramatically from their flat ground state. In ways that we will quantify
in this chapter, the membrane is now curved, where it was previously flat. That
curvature is a geometric quantity: regardless of whether we turn the membrane
upside down, or put it somewhere else, or parameterize it differently, the curvature
should remain constant. Geometry is traditionally focused on the local properties
of an object (e.g. how it is curved), while global properties (e.g. how many holes it
has) are the realm of topology. However, as we will see, the boundary between the
two fields is often blurred.

In this chapter, we therefore present a minimal review of the differential geometry
necessary to navigate this thesis. Since we are concerned with the elasticity of
polymers and membranes, which, for our purposes, can be accurately approximated
as one- and two-dimensional objects, we will restrict this review to the geometry of
curves and surfaces in three dimensional Euclidean space. Along the way, we will
introduce common geometrically defined energy functionals.

Accessible sources on these subjects include reviews by Kamien [Kam02], De-
serno [Des15], and Singer [Sin08]. Deserno puts special emphasis on surfaces, while
Singer emphasizes the elasticity of rods. Kamien discusses both, but puts a greater
emphasis on topology than the others. Much of our presentation will follow these
lectures, the differential geometry texts by Frankel [Fra11] and Kreyszig [Kre68],
and Landau and Lifshitz’s Theory of Elasticity [LL59]. For a history of the study
of elastic filaments, see Levien [Lev08].
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2.1 Theory of curves

Many objects in the biological realm are much thinner than they are long. These
exist over many length scales, from ∼ 0.5 nm thick for DNA to ∼ 100 µm thick for
human hair [SH94, HYZC99, BM00, GWB12, MLAR14]. For mechanical purposes,
these can often be accurately considered as mathematical curves. We therefore turn
towards the theory of elastic filaments or rods, a subject that has been studied for
hundreds of years [Lev08]. In particular, we will focus on rods that are hyperelastic,
that is, those for which the mechanical properties are derived from an energy density
[Ant05].

In this section, there are many sign conventions that vary in the literature.
In particular, the signs of many vectors, and the curvatures in the corresponding
directions, are all somewhat variable between publications. Unfortunately, there is
neither a single consistent framework nor a rational criterion for how to choose these
signs.

2.1.1 Frenet-Serret frame

The simplest mechanical theory of rods considers only one mode of deformation:
bending. In order to quantify how a rod bends, we must first understand the geom-
etry of the curve it traces through space.

Let us therefore consider a rod as a curve in three space, Y (s). Without loss
of generality, we will assume s is the arc-length along the curve. The first step in
quantifying the geometry of the curve is to define the curve’s Frenet-Serret frame.
This is an orthonormal vector frame, pinned to the curve, that varies along its length.
The motions of this frame naturally give rise to appropriate invariant descriptions of
the filament’s curvature. We will see throughout this section that many such vector
frames can be defined, and that they are foundational to any understanding of the
geometry of curves.

The first component of the Frenet-Serret frame is the curve’s tangent vector T ,

T = Y ′(s). (2.1)

By our assumption that s is the arc-length along the curve, |T | = 1. The second
vector in our frame is obtained by differentiating the tangent vector, which is guar-
anteed to result in a vector perpendicular to T by virtue of the fact that T has
unit length. However, T ′ need not itself be of unit magnitude. In fact, the magni-
tude of T ′ defines the curvature κ of the space-curve, while the direction defines the
principal normal N , so that

T ′(s) = κN . (2.2)

Notice that this definition of N fails at points where T ′ = 0. Thus there is no
well-defined principal normal wherever κ vanishes.

The curvature κ is our first geometric invariant of the curve: it is preserved by
isometric transformations of the curve, such as translations and rotations. It also
has a simple geometric interpretation: the “radius of curvature” r = 1/κ is the
radius of a hypothetical circle, called the osculating circle (“kissing” circle). The
osculating circle lies in the TN -plane, touching the curve at the point Y (s) such
that both the first and second arc-length derivative of the circle match that of the
curve, as in figure 2.1.

Zachary A. McDargh 11
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Figure 2.1: The osculating circle for a helical curve is shown here in orange.
The radius of this circle is the curvature at the point of contact, r = 1/κ. The
red, blue, and purple arrows are the tangent, normal, and binormal vectors,
respectively.

Lastly, a third unit vector, called the binormal vector B can be defined naturally
as the cross product of the first two,

B = T ×N . (2.3)

The binormal B is of course perpendicular to the osculating plane. Thus as the
osculating circle rotates around the curve, B keeps track of its orientation, and
its derivative B′ will tell us the rate of the rotation. To compute B′, first note
that because the binormal has unit magnitude, |B| = 1, its derivative must be
perpendicular to B. Furthermore, because T and B are orthogonal,

0 = (T ·B)′ = T ′ ·B + T ·B′
=⇒ B′ · T = −T ′ ·B = −κN ·B = 0. (2.4)

This implies that B′ is parallel to the principal normal N . Defining the torsion τ ,
we write

B′ = −τN . (2.5)

Note that for a planar curve (i.e. one that is entirely contained in a plane), τ = 0.
We can therefore consider τ a local measurement of how much a curve deviates from
being planar.

Since we have calculated the derivatives of T andB in detail, let us now consider
how the principal normal N changes along the filament. Because T and N are
orthogonal, we see that N ′ · T = −T ′ ·N = −κ. By the same logic, N ′ · B =
−B′ · N = τ . This completes the set of identities known as the Frenet-Serret
relations, which can be compactly written

d

ds

NB
T

 =

 0 τ −κ
−τ 0 0
κ 0 0

NB
T

 . (2.6)
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An alternative method of writing down the same statement is the following:

N ′ = ω ×N , (2.7a)

B′ = ω ×B, (2.7b)

T ′ = ω × T , (2.7c)

where

ω = κB + τT . (2.8)

The vector ω is called the “angular velocity” vector, which describes the rotation of
the Frenet-Serret frame: it rotates about T at a rate τ , and about B and a rate κ.
The nomenclature originates from an analogy to the rotation of a rigid body.

With these definitions, we have enough tools at our disposal to consider the
simplest model of an elastic filament, for which the energy is proportional to the
total squared curvature

EBE =
α

2

∫ L

0

ds κ2. (2.9)

The parameter α is the bending rigidity. This model is called the Euler rod, or
sometimes the Bernoulli-Euler rod.

2.1.2 Material frame

However, the Bernoulli-Euler rod is far from a complete model. We can easily see
that something is lacking in this description if we wish to apply it to real elastic
rods and filaments. This can be demonstrated easily with a few moments of playing
around with a wire (grab one if it’s handy!). Pinching one end in each hand and
keeping the wire straight, we feel resistance as we twist it. This obviously requires
information about the wire that is not contained in its description as a space curve!

Specifically, we need to keep track of the rotation of the actual physical cross
section of the wire about the wire’s tangent, rather than that of an abstract vector
frame. We therefore must define a new orthonormal frame, called the material
frame, {T ,m1,m2} [Sin08]. This frame carries internal degrees of freedom of the
rod through the vectors mi.

Defining the material frame turns out to be surprisingly subtle. The reason
for this is that it can only be defined relative to some reference configuration,
Y ◦(s), m◦1, m

◦
2. That is, we imagine having the rod in a configuration Y ◦(s),

and painting a set of lines along it indicating the directions of m◦1 and m◦2. Then,
when the rod is deformed, we can use our painted lines to determine the new config-
uration of the material frame. In principle, the reference configuration can be chosen
arbitrarily. The most obvious and natural choice is the stress-free configuration of
the rod, that is, the configuration the rod takes when no forces are applied to it.
However, this still leaves open the question of how to best paint our material lines
on the rod.

Just as the Frenet-Serret equations (2.6) describe the rotation of the Frenet-
Serret frame as it moves along the rod, we have a matrix relation that describes the
rotation of the material frame:

d

ds

m1

m2

T

 =

 0 κt −κ1

−κt 0 −κ2

κ1 κ2 0

m1

m2

T

 , (2.10)
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κ1 κ2 κt

Figure 2.2: Different material curvatures and twist of a ribbon-like filament.

where κ1 and κ2 are called the material curvatures of the rod, and κt = m′1 ·m2

is called the twist. As the torsion describes the rotation of the Frenet-Serret frame
about T , the twist describes the rotation of the material frame about T . Again, we
could equivalently write this equation using an angular velocity vector,

m′1 = ω ×m1, (2.11a)

m′2 = ω ×m2, (2.11b)

T ′ = ω × T , (2.11c)

where

ω = −κ2m1 + κ1m2 + κtT . (2.12)

The components of the angular velocity vector are often denoted differently. A
common notation is to define the material curvatures so that ω = κtT + κ1m1 +
κ2m2, so that each curvature is the rate of rotation of the material frame about an
axis. We instead define them to refer to how the filament bends in a given direction.

The quantities κ1 and κ2 are illustrated in figure 2.2. It should come as no
surprise that the material curvatures, quantifying bending in different directions,
can be related to the Frenet curvature κ, quantifying the overall bending. To do so,
we introduce the angle θ(s) between m1 and N . The curvature vector is then given
by

T ′ = κN = κ(cos θm1 − sin θm2) = κ1m1 + κ2m2, (2.13)

leading to the identities

κ1 = κ cos θ (2.14)

κ2 = −κ sin θ (2.15)

κ2 = κ2
1 + κ2

2. (2.16)
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By distinguishing curvature in different directions, the material frame allows us
to model rods that have anisotropic bending rigidities. In fact, quantifying this
anisotropy incidentally suggests a choice for the reference configuration of the ma-
terial frame. The bending rigidity of an anisotropic rod is described by a 2 × 2
symmetric matrix Iij defined at each point along the filament, called the inertia
tensor (again by analogy to the rigid rotor) [LL59]. In principle, Iij need not be a
constant function of s. This depends both on our choice of the material frame and
the uniformity of the rod. For example, consider a rod with a circular cross section
that gets wider along the rod’s length. It should be obvious that the rod will be
harder to bend at the thicker end than the thinner one, and thus there is no way to
choose the material frame such that Iij is constant. On the other hand, consider a
rod much wider in one direction than the other, as depicted in figure 2.2. If we paint
our material lines spiraling around such a filament, then Iij will not be constant.
But by painting straight lines up the side of the filament, we can guarantee that Iij
is constant. In fact, we can do even better: because Iij is symmetric, its eigenvectors
are orthogonal, implying that we can choose the material frame to diagonalize Iij.
This argument shows that the material frame is inextricable from the mechanical
properties of the rod.

Constructing the material frame to diagonalize the inertia tensor fails in only one
case: when it is proportional to the identity, Iij ∝ δij. Then, any pair of orthogonal
vectors diagonalizes Iij; the most obvious solution is to choose the reference frame
to have zero twist, κt = 0.

We can therefore define a natural generalization of the Euler elastic model, called
the Kirchhoff elastic rod, for which the energy is [LS96, Sin08]

EK =
1

2

∫ L

0

ds
(
α1κ

2
1 + α2κ

2
2 + βκ2

t

)
, (2.17)

where αi are the eigenvalues of Iij. Terms proportional to κiκt are traditionally
omitted because they break the s 7→ −s symmetry of the filament [LL59]. The
constant β defines the twist rigidity of the rod. The inertia tensor Iij can be calcu-
lated in terms of the rods Young modulus Young modulus and the shape of its cross
section, while calculating the twist rigidity β also requires the Poisson ratio [LL59].

Let us make the analogy to rigid body motion more rigorous. The energy in
equation (2.17) is quadratic in the components of the angular velocity vector ω,
which describes the rotation of the material frame. But the Lagrangian of a rigid
rotor is simply quadratic in the components of the angular velocity vector of the
rigid body, which describes the material rotation of the body [GPS02]. The analogy
maps the material curvatures and twist to the components of the physical angular
velocity. Both the elasticity and nonlinear dynamics literature have made fruitful
use of this connection [MH88, DM93, NG99, GPL05].

The exact meaning of the twist κt for a complexly bending curve is not clear.
After all, given the somewhat arbitrary definition of the material frame, how can its
rotation quantify anything meaningful? In order to find a more digestible geometric
interpretation, we define a curve’s natural frame (or inertial frame), which has the
special property of not rotating about the tangent vector. As a result, the angular
velocity vector ω has no tangential component [Sin08]. Let the normal vectors to
the filament in the natural frame be given by u and v. Then the vanishing tangent
component of the angular velocity vector is equivalent to u′ ·v = 0. Similar “parallel
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transport” laws are in fact ubiquitous, for example governing the polarization of the
electromagnetic waves in fiber-optic cables [Ber90].

Let us define the angle ψ between the natural and material frames. Then we can
write m1 and m2 of the material frame in terms of u and v,

m1 = cosψu+ sinψ v (2.18)

m2 = − sinψu+ cosψ v. (2.19)

Differentiating m1, one finds

ψ′(s) = m′1 ·m2 = κt. (2.20)

Thus we have identified what it is that κt measures twist relative to: the natural
frame of the rod. Although the natural frame coincides with the material frame
in the case κt = 0, it is important to note that the natural frame does not require
information about the material of the rod. It is fixed (up to an overall constant
rotation) by the space curve the rod traces.

With this fact in mind, let us return for a moment to the Kirchhoff elastic rod,
in particular the special case when α1 = α2, called the isotropic case. The energy is
then

Eiso =
1

2

∫ L

0

ds
(
α
[
κ2

1 + κ2
2

]
+ βκ2

t

)
=

1

2

∫ L

0

ds
(
ακ2 + βψ′2

)
, (2.21)

where we have used the identities (2.16) and (2.20). Recall that κ is a geometric
property of the filament’s centerline, and is thus independent of the orientation of
the material frame. Therefore this orientation only appears in the energy functional
in the ψ′ term and can be varied independently. Performing a functional variation
of ψ, the change in energy is

δψEiso = −
∫ L

0

ds δψψ′′ + [ψ′δψ]
L
0 . (2.22)

In order for the first term to vanish, we must have that the twist rate ψ′ = κt is
constant. Put another way, κt is the conserved quantity associated with isotropy of
the rod.

One case of particular interest occurs when the angle ψ is free at the endpoints
(i.e. δψ is arbitrary). Then, the boundary term vanishes only if κt = ψ′ = 0. This
offers a mechanical justification for the definition of the natural frame: given a spatial
configuration of a filament, the natural frame is equivalent to the material frame of
an isotropic filament in that same configuration when the material cross-section is
able to relax.

This decouples the material and geometric degrees of freedom, so that the energy
functional of the isotropic Kirchhoff rod ultimately becomes identical to that of the
Euler elastic rod [LS96]. We can restore the coupling between the internal and
geometric degrees of freedom by breaking the isotropy of the rod. Then κt will not
necessarily be constant.

2.1.3 Spontaneous curvature

For both the Kirchhoff and Bernoulli-Euler rods, the relaxed state of the rod is a
straight line, with κ = 0. We further assumed in the case of the Kirchhoff rod that
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the stress-free state is untwisted, κt = 0. It is not uncommon, though, for rods to
have some spontaneous shape, i.e. for their relaxed state to be something other than
a straight line. For example, the wire making up a coil spring is relaxed when it
forms a helix with a certain pitch and radius; these could be described by a rod with
some constant spontaneous curvature and twist. Dynamin filaments and human
hairs as well form helical structures [MLAR14, SDS00a, FPG+11, FJN11].

Suppose the filament has some preferred curvature vector c, and preferred twist
ct, such that, when no force is applied onto it, κN = c and κt = ct. This is
incorporated into the Kirchhoff model by writing the energy as

Egen =
1

2

∫ L

0

ds
(
α1(κ1 − c1)2 + α2(κ2 − c2)2 + β(κt − ct)

2
)
, (2.23)

where ci = c ·mi are the components of the spontaneous curvature vector along the
basis vectors of the material frame. Note that the spontaneous curvature vector c
defines a preferred direction. In general, this direction does not align with one of
the eigenvectors of Iij, and so there is a spontaneous curvature along both material
directions (that is, both eigenvectors of the inertial tensor Iij).

We must be very careful about when it is appropriate to include a spontaneous
twist. Firstly, introducing a spontaneous twist creates a term in the energy func-
tional proportional to the twist κt, thus breaking the s 7→ −s symmetry of the
filament. In this sense, such filaments are somewhat anomalous. Secondly, the
connection between a filament’s (internal) twist and its (external) geometry is very
subtle. For example, a filament with a rotating elliptic cross section and an un-
stressed state as in the right panel of figure 2.2 could be very reasonably said to
have spontaneous twist: the natural choice for the material frame is along the prin-
cipal axes of the ellipse, which choice leads to a non-zero twist in the unstressed
state. However, the most natural energy functional for a filament square cross sec-
tion that “twists” similarly need not have any spontaneous twist ! In that case, the
inertia tensor Iij is proportional to the identity, and so is diagonal in any orthonor-
mal basis. We can therefore choose a reference configuration for the material frame
with κt = 0, as discussed above.

2.1.4 Darboux frame

We will also be interested in filaments that are confined to curved surfaces, e.g.
dynamin on membranes or DNA on histones [BMS99, SDS00a]. In order to discuss
the confinement of rods to surfaces, it will be convenient to introduce what is called
the “Darboux frame”, which is often convenient for describing surface curves. This
frame takes the normal vector n to the surface as one of its elements.1 The last vector
in this frame is again defined using the cross product to complete an orthonormal
triad, L= T × n, called the conormal vector or the transverse vector because it is
tangential to the surface, but normal to the rod. See figure 2.3 for an illustration.

The Darboux relations describe the rotation of this frame,

d

ds

Tn
L

 =

 0 κn κg

−κn 0 τg

−κg −τg 0

Tn
L

 , (2.24)

1The surface normal is written lowercase to distinguish it as a surface vector, a convention we
will do our best to adhere to throughout the thesis.
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Figure 2.3: The Darboux frame for a curve on an ellipsoid. The red, blue, and
purple arrows are the tangent, surface normal, and conormal vectors, respectively.

where κg is called the geodesic curvature, κn the normal curvature, and τg the
geodesic torsion. The equivalent identity in terms of a angular velocity vector is

T ′ = ω × T , (2.25a)

n′ = ω × n, (2.25b)

L′ = ω ×L, (2.25c)

where

ω = τgT − κgn+ κnL. (2.26)

The normal curvature κn and geodesic torsion τg are especially interesting because
they are properties that are intrinsic to the surface: at a given point on the surface,
and a given direction for the tangent vector T , κn and τg are given. On the other
hand, the geodesic curvature κg in that situation is still not prescribed. We will
return to these quantities in the next section on the geometry of surfaces.

Let us introduce the angle θ between the Frenet-Serret normalN and the surface
normal n, so that

κn = κ cos θ (2.27a)

κg = κ sin θ (2.27b)

κ2 = κ2
g + κ2

n. (2.27c)

When θ = 0, the normal curvature is equal to the Frenet curvature, κn = κ, and the
geodesic curvature vanishes, κg = 0. Curves for which θ = 0 everywhere are called
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geodesics. When θ = ±π/2 everywhere, so that κn = 0 and κ = ±κg, the curve is
called an “asymptote”. We can also relate the geodesic torsion and Frenet-Serret
torsion by writing the principal normal and binormal vectors as

N = cos θn+ sin θL (2.28)

B = − sin θn+ cos θL. (2.29)

Differentiating, we find that

N ′ ·B = τ = τg + θ′. (2.30)

This identity is the origin of the unfortunate name “geodesic torsion”: for geodesics,
it is identical to the Frenet-Serret torsion. Note that the reason τg = τ for geodesics
is really just that θ is constant for geodesics. Any other curve with θ = constant
(for example, an asymptote) would of course also satisfy τg = τ .

2.1.5 Compression and stretching

In biological contexts, most of the energy deforming a rod goes into bending it, rather
then compressing or stretching; thus most literature on elastic rods as a model of
polymers or proteins focuses on the incompressible limit. But in certain cases, such
as rubber bands, certain ropes, and structural columns, the length of the filament
can be easily changed without adding or subtracting any material. This is especially
important when studying the buckling of columns [Hud78]. In such cases, we must
introduce an additional internal degree of freedom to keep track of the compression
relative to the relaxed length called the compressive (or axial) strain

γ =
dŝ

ds
, (2.31)

where ŝ is the compressed arc-length, and s is the relaxed arc-length. The Kirchhoff
rod model was extended to include compression in reference [Ant74]. This degree of
freedom can substantially change the behavior of elastic rods, and lead to interesting
non-linearities. For example, while the planar Bernoulli-Euler elastic rod has the
same Euler-Lagrange equation as a classical pendulum, a compressible planar elastic
rod has the Euler-Lagrange equation of a relativistic pendulum [OD16]. However,
we will not need these considerations in the analysis presented in this thesis, and so
we will not discuss the matter in depth.

2.2 Theory of surfaces

We would like to describe surfaces in terms of some kind of geometric invariants, as
we have used for curves. Unfortunately, this increase in dimensionality leads to a
substantial increase in difficulty. Curves are essentially defined by how they move
through ambient space. Outside of this embedding, there is not much to say about
a curve. Imagine living in a one dimensional space, where we can only go forwards
and backwards. In this world, curvature becomes meaningless. How could we begin
to measure it without something to curve relative to? The only interesting questions
we can ask are global rather than local, such as is whether we ever return to our
starting point if we walk in a straight line.
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In contrast, a two-dimensional space can have many more properties that are
defined without reference to the space in which the surface lives. It is perfectly
sensible to talk about “the sphere” purely as a space without embedding it anywhere
because the sphere has certain intrinsic properties. The most obvious property is
a global one: if you walk “straight” in any direction for long enough, you’ll end up
back where you were. However, we can also detect the geometry at a local level. If
you look at a triangle on the sphere, the interior angles of that triangle would add
up to more than π; in fact, the sum of those angles would depend on the area of the
triangle. It would even be possible to walk around in a “bi-angle”, a closed curve
composed of two straight lines. These are abstract geometric properties that exist
independent of where you put the sphere!

On the other hand, other properties do require reference to the ambient space.
The normal curvature κn and geodesic torsion τg of a surface curve, for example,
were calculated using the surface’s normal vector, n. Such a vector simply does
not exist without an embedding space. Quantities that are defined in terms of the
normal vector are said to be “extrinsic”.

Defining the geometric properties of a surface without reference to an ambient
space can be somewhat difficult. Thankfully, we have the great advantage that
we are only interested in real physical surfaces, representing objects such as mem-
branes and soap films. We therefore consider embedding the surface in Euclidean
three-dimensional space, making it possible to access all of the surface’s geometric
properties easily.

Mathematically, we represent surfaces as maps that take coordinates (u1, u2) to
a point in three dimensional Euclidean spaceX(u1, u2)∈ R3, called an “embedding”
(note that the superscript in ua is an index, not an exponent). This is called an
explicit or parametric representation of the surface, in contrast to an implicit repre-
sentation, which is defined by an equation of the form F (x) = 0, where x ∈ R3. We
can derive everything we need to know about the surface from the map X(u1, u2).

2.2.1 Metric tensor

Perhaps the most important property of a surface is the metric tensor, which is
used to measure the distance between points on the surface. This is so fundamental
that the intrinsic properties of the surface are just those that are derived from
the metric. For an abstract consideration of two-dimensional spaces, one could for
instance take the metric as given. With an embedding, however, we can derive the
distance between points on the surface in terms of the ambient space, so that the
metric is “inherited”. Consider two close-by points on the surface with coordinates
ua and ua+δua, where a is an index ranging from one to two. The distance between
these two points is (to lowest order in δua)

|X(ua + δua)−X(ua)|2 ≈
(
δua

∂X

∂ua

)
·
(
δub

∂X

∂ub

)
= gabδu

aδub, (2.32)

where repeated indices, one superscript and its counterpart subscript, are implicitly
summed over. Here, we have defined the metric tensor, or “first fundamental form”,
gab as

gab =
∂X

∂ua
· ∂X
∂ub

, (2.33)
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Figure 2.4: The the patch shown in red can be approximated as a parallelogram
for small δu1 and δu2. This approximation gives area of the patch using the
metric tensor.

which is manifestly symmetric in its indices. We will also find it convenient to
introduce the surface’s tangent vectors ea,

ea =
∂X

∂ua
. (2.34)

These two vectors form a basis for the plane tangent to the surface at any given
point.

The metric is also the natural tool to measure areas on the surface. Consider a
small patch of surface bounded by coordinate curves, as shown in figure 2.4. For suf-
ficiently small δu1 and δu2, this patch can be well approximated by a parallelogram,
and will thus have area

δu1δu2 |e1 × e2| = δu1δu2 |e1| |e2| sin θ
= δu1δu2 |e1| |e2|

√
1− cos2 θ

= δu1δu2
√
|e1|2|e2|2 − (e1 · e2)2

= δu1δu2√g, (2.35)

where g = det(gab) = g11g22 − g2
12 is the determinant of the metric tensor. This

defines the area element dA for the surface,

dA =
√
g du1du2. (2.36)

The area element is our first geometric invariant of the surface. With it, we can
define a simple energy functional that is proportional to the surface’s area. This
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is commonly used to model soap films and fluid interfaces, which have a constant
surface tension σ, so that the energy is

Esoap =

∫
dAσ. (2.37)

The metric tensor also defines an inner product for vectors tangential to the
surface. Let us write two vectors p and q in the basis of the surface tangent vectors,

p = paea, q = qaea (2.38)

Their inner product is given by

p · q = (paea) ·
(
qbeb

)
= gabp

aqb. (2.39)

Once again, the surface has inherited an inner product structure from the ambient
space.

2.2.2 Coordinate changes

As we stated in the introduction, geometric properties of the surface should be in-
dependent of how we label the points on the surface. Therefore, it is important to
consider how the quantities we have defined change when we change their labels,
i.e. under a change of coordinates. Those that do change under coordinate trans-
formations are not necessarily less valuable. They simply must be recognized as
contingent upon the chosen coordinate system, and this fact must inform how we
use such objects.

Coordinate transformations can always be represented by an invertible map
(u1, u2) 7→ (u′1, u′2). We can express the new tangent vectors to the surface by
simply applying the chain rule to the definition of the tangent vectors,

e′a =
∂X

∂u′a
=
∂ub

∂u′a
∂X

∂ub
= J baeb, (2.40)

where we have defined the Jacobian matrix of our transformation,

J ba =
∂ub

∂u′a
. (2.41)

We can apply the same reasoning to find the metric in the new basis,

g′ab =
∂X

∂u′a
· ∂X
∂u′b

=
∂X

∂uc
· ∂X
∂ud

∂uc

∂u′a
∂ud

∂u′b

= gcdJ
c
aJ

d
b . (2.42)

Note that equation (2.42) is a similarity transformation of the original metric at
each point on the surface. As a result, it is always possible to choose coordinates
so that the metric is locally diagonal. In fact, by rescaling the coordinates that
diagonalize the metric, it is even possible to choose coordinates (called “conformal
coordinates” or “isothermal coordinates”) that render the metric proportional to the
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identity matrix, so that gab = φ(u, v)δab [DC76]. Note that it is not generally possible
to define coordinates for which this relation holds globally; it is only guaranteed
locally.

In equations (2.40) and (2.42), the transformation behavior was such that each
index necessitated a Jacobian matrix. The components of surface vectors transform
differently. For a vector p, we consider the vector itself to be invariant, an object that
exists independent of any chosen description of the surface. With this assumption,
the transformation properties follow naturally,

p = paea = pa
∂X

∂ua

= pa
∂u′b

∂ua
∂X

∂u′b
= pa

(
J−1
)b
a
e′b = p′be′b

=⇒ p′b =
(
J−1
)b
a
pa. (2.43)

Since the vector itself is invariant, its components must transform via the inverse of
the Jacobian matrix. From these transformation laws, we can see the beginning of a
pattern: each subscript index results in multiplication by the Jacobian matrix (such
indices are called “covariant”), while superscript indices result in multiplication by
the inverse Jacobian matrix (and are called “contravariant”).2 Objects with no
indices (scalars) are invariant under reparameterization.

Note that not all objects with indices necessarily transform as outlined. The
coordinates ua themselves are one example, as is the metric determinant g. Later
on, we will encounter more cases that are most conveniently written down with
index notation, but do not transform appropriately. This “rule” therefore must be
used cautiously.

With a metric, no object needs to be considered fundamentally covariant or
contravariant: the transformation properties of each index can be exchanged easily
by multiplying by the metric or its inverse. The inverse metric is defined by

gabgbc = δac , (2.44)

where δab is the Kronecker-delta, which is by definition coordinate independent. This
allows us to, for example, consider contravariant versions of the surface tangent
vectors, gabeb = ea, or covariant versions of the components of a vector pa = gabp

b.
With this notation, the inner product of two vectors can be written

p · q = gabp
aqb = paq

a. (2.45)

This reasoning allows us to “contract” any two indices, that is, to combine and sum
over them. For example, we can write the trace of a tensor Aab as

Tr(A) = gabAab = Aaa. (2.46)

2.2.3 Curvature tensor

So far, we have focused on the metric tensor, which measures distances and areas
on our surface. The metric and quantities derived from it are exactly what we mean
when we talk about “intrinsic” geometry.

2For a convenient mnemonic, remember the rhyme “co-, low, primes below”.
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On the other hand, the surface’s curvature tensor is emphatically not intrinsic.
It is defined by explicit reference to the surface normal vector. Since this normal
vector is fundamentally a product of embedding the surface in ambient space, the
curvature tensor is necessarily extrinsic.

First, we define the unit normal to the surface n

n =
e1 × e2

|e1 × e2|
. (2.47)

Because n has constant unit magnitude, derivatives of n with respect to the surface
coordinates are necessarily perpendicular to n, and hence tangential to the surface.
We therefore write the derivative of n in the tangent vector basis,

∂an = −Kb
aeb, (2.48)

or, equivalently,
Kab = −∂an · eb, (2.49)

where ∂a denotes differentiation with respect to ua. This defines the curvature
tensor, or “second fundamental form”, Kab. That Kab transforms appropriately for
a rank two covariant tensor is easily verified.

The fact that n and ea are orthogonal leads to an identity that will prove very
useful later on,

∂a(n · eb) = 0 = −Kab + n · ∂aeb
=⇒ Kab = n · ∂aeb. (2.50)

Traditionally, this equation is taken as the definition of the curvature tensor, and
equation (2.49) is known as the “Weingarten equation”. Though they are logically
equivalent, we might favor equation (2.50) as the definition because it makes the
symmetry of Kab explicit: it follows from the commutativity of partial derivatives,
∂aeb = ∂a∂bX = ∂bea.

To understand the utility of the curvature tensor, consider a surface curve Y (s) =
X(u1(s), u2(s)), which we again assume is parameterized by arc-length. The tangent
vector to the curve can be written in the basis of the surface tangent vectors as

T = Ẏ =
dua

ds

∂X

∂ua
= u̇aea = taea. (2.51)

Recall that the normal curvature of a surface curve is defined as κn = Ṫ · n. We
can express this in terms of the surface coordinates as

κn = n · Ṫ = n · (taėa + ṫaea) = tatbn · ∂bea = Kabt
atb. (2.52)

Using the Weingarten equation (2.49), the curvature tensor can also tell us the
geodesic torsion τg = ṅ · L of the curve. Let us write the transverse vector in the
basis of the surface tangent vectors as L = laea. Then the geodesic torsion is given
by

τg = ṅ ·L = −Kb
at
aeb ·L = −Kabt

alb. (2.53)

Thus given a point on the surface and a vector located at that point, the curvature
tensor gives the normal curvature and the geodesic torsion. This justifies our claim
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in Section 2.1 that κn and τg are not properties of curves, but local properties
of surfaces. In fact, thinking of κn as a surface property will lead us to two key
geometric scalars characterizing the surface.

It is often useful to write the curvature tensor in the basis of the a curve’s tangent
and transverse vectors ta and la. Then it is traditionally written

Ka
b =

(
K‖ K‖⊥
K‖⊥ K⊥

)
, (2.54)

so that K‖ = κn and K‖⊥ = τg. The remaining quantity K⊥ is the normal curvature
along a curve perpendicular to ours.

At a given point, consider the directions in which the normal curvature is ex-
tremal, i.e. the extrema of κn = Kabt

atb, subject to the constraint gabt
atb = 1.

We can calculate these directions by differentiating κn with respect to ta, using a
Lagrange multiplier to fix the magnitude of ta:

κn = Kabt
atb − λ(gabt

atb − 1)

=⇒ 0 = Kabt
b − λgabtb

=⇒ Ka
b t
b = λta. (2.55)

The directions that maximize the normal curvature are eigenvectors of the matrix
Ka
b with eigenvalue λ. Multiplying the above equation by ta, we see in fact that

Kabt
atb = κn = λ, (2.56)

so that the eigenvalues of Ka
b are the extrema of the normal curvature. These eigen-

values are traditionally called κ1 and κ2 (not to be confused with the natural cur-
vatures of a filament). Because the curvature tensor is symmetric, the eigenvectors
are guaranteed to be orthogonal as long as κ1 6= κ2. In that case, Ka

b is proportional
to the identity matrix, and the eigenvectors can be chosen to be orthogonal.

The eigenvalues of the curvature tensor can be used to define two quantities
characterizing the curvature of the surface

K = Tr(Ka
b ) = Ka

a = κ1 + κ2 (2.57)

KG = det(Ka
b ) = κ1κ2, (2.58)

called the “extrinsic” and “Gaussian” curvature, respectively. The extrinsic curva-
ture K is so called to distinguish it from the Gaussian curvature KG, which is an
intrinsic quantity, i.e. it can be defined in terms of the metric! This is surprising
since we defined it using the normal vector n. However, it turns out that we did
not need n to define KG. This is so remarkable that it is referred to as Gauss’
“Theorema Egregium” [Fra11].

In the basis of a curve’s tangent and transverse vectors ta and la, the extrinsic
and Gaussian curvature are given by

K = K‖ +K⊥ = κn +K⊥ (2.59a)

KG = K‖K⊥ −K2
‖⊥ = κn(K − κn)− τ 2

g , (2.59b)

where we have replaced K⊥ = K − κn on the second line.
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Figure 2.5: At a saddle point, the principal curvatures have the same magnitude
but opposite sign, so that K = 0.

The extrinsic curvature and Gaussian curvature lead us to a few other important
functionals for surfaces. One example is the Willmore functional [Wil65],

EWillmore =

∫
dAK2. (2.60)

Note that the Willmore functional is invariant under rescaling: if all lengths are
rescaled by a factor λ, K2 7→ λ−2K2, and dA 7→ λ2dA, leaving the energy un-
changed. In fact, the Willmore functional is invariant under the much larger group
of conformal transformations of the ambient space [VDM14]. Because of its simplic-
ity and deep mathematical structure, this functional has a long history and extensive
literature, in fact having been proposed by Poisson [Poi14, LY82, B+84]. An equiva-
lent model has even been introduced independently by Polyakov [Pol86] and Kleinert
[Kle86] as an action functional for the string world sheet in string theory.

The Gaussian curvature of the surface also presents a scalar from which an energy
functional could logically be defined,

E =

∫
dAKG. (2.61)

Remarkably, this is a topological invariant for closed surfaces (i.e. surfaces with
no boundary). That is, for an arbitrary continuous deformation of the surface the
integral (2.61) gives a fixed value. This is a result of the Gauss-Bonnet theorem,
which states for a general surface S that∫

S

dAKG +

∫
∂S

ds κg = 2πχ, (2.62)
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where ∂S is the boundary of S, κg is the geodesic curvature of the boundary, and χ is
the Euler characteristic of the surface [Fra11]. The latter is a topological invariant of
the surface. For a compact, orientable surface with no boundary, χ = 2− 2g, where
g counts the number of holes in the surface. For example, this theorem states that
the total Gaussian curvature of a sphere (or any topologically equivalent surface) is
4π, and that the total Gaussian curvature of a torus (or any topologically equivalent
surface) vanishes.

Just as we introduced spontaneous curvature for filaments above, it is also com-
mon to study surfaces with spontaneous curvature. The Helfrich functional3 for lipid
membranes includes such a term,

EHelfrich =

∫
dA

{
σ +

κ

2
(K −Ks)

2 + κ̄KG

}
, (2.63)

where κ is the bending rigidity of the membrane (not to be mistake for the curvature
of a space curve), and κ̄ is the Gaussian curvature modulus [Hel73]. The spontaneous
extrinsic curvature Ks gives the extrinsic curvature of the surface in the stress-free
state. Spontaneous extrinsic curvature arrises from the asymmetry between the
two membrane leaflets. This functional combines all of the possible terms we have
discussed up to now.

2.2.4 Covariant derivatives

Curvature in surfaces also leads to changes in the way we evaluate derivatives.
Consider differentiating a vector f = faea. The naive approach of simply taking
∂af

b unfortunately leads to a derivative that does not behave properly under change
of coordinates, i.e. it is not a tensor. Under the coordinate change ua 7→ u′a, we see

∂′af
′b = J ca∂c

((
J−1
)b
d
fd
)

= J ca
(
J−1
)b
d
∂cf

d + J caf
d∂c
(
J−1
)b
d
. (2.64)

If ∂af
b were a proper tensor, the latter term would not be present! We can define

a proper tensorial derivative by considering the derivative of the full vector rather
than its individual components,

∂af = ∂a(f
beb) =

(
∂af

b
)
eb + f b∂aeb = (∂af

b + f cΓ b
ac )eb + f bKabn, (2.65)

where we have defined the Christoffel symbols of the second kind Γ c
ab via

∂aeb = Γ c
ab ec +Kabn. (2.66)

The Christoffel symbols (called “symbols” because they themselves are not tensors)
are clearly symmetric in the two subscript indices. By lowering the last index, we
obtain the Christoffel symbols of the first kind4, Γabc = gcdΓ

d
ab = (∂aeb) · ec.

3We will avoid using the word “Hamiltonian” when we mean “energy”, which we reserve for
the Legendre transform of a Lagrangian.

4Note that there is an unfortunate notational ambiguity here. Some authors switch the place-
ment of the upstairs index so that it comes first. We follow the convention used in Frankel’s [Fra11]
and Kreyszig’s [Kre68] textbooks.
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The Christoffel symbols define the covariant derivative of a vector,

∇af
b = ∂af

b + Γ b
ac f

c. (2.67)

It is crucial that the Christoffel symbols also do not transform like tensors under
coordinate changes. This is by design: it must be true in order for them to cancel
out the improper transformation terms of the partial derivative.

The covariant derivative can also be generalized to objects with covariant indices
or multiple indices. For quantities with one covariant index (sometimes called “co-
vectors”), the derivation works essentially the same way that it did for vectors, i.e.
by differentiating A = Aie

i. One finds

∇iAj = ∂iAj − Γ k
ij Ak. (2.68)

This definition allows us to take the covariant derivative of the surface tangent
vectors ea themselves, leading to a set of identities known as the Gauss formulas

∇aeb = ∂aeb − Γ b
ac e

c = Kabn. (2.69)

For tensors with multiple indices, the covariant derivative has a Christoffel symbol
term for each index, with a sign determined by whether the index is covariant or
contravariant. For example, the covariant derivative of a rank two covariant tensor
is

∇aBbc = ∂aBbc − Γ d
ca Bbd − Γ d

ba Bdc. (2.70)

An important consequence for the covariant derivative of the metric follows,

∇agbc = ∇a(eb · ec) = ∂aeb · ec + ∂aec · eb − gbdΓ d
ca − gdcΓ d

ba

= Γabc + Γacb − Γcab − Γbac = 0. (2.71)

This is described as the metric being compatible with the Christoffel symbols.
The covariant derivative allows us to generalize many familiar ideas from flat

space to curved surfaces. For example, we are able to define an analogue of the
divergence theorem for curved surfaces. Consider a vector field fa defined on a
patch on such a surface. The quantity ∇af

a is a scalar; it plays the role of the
divergence in our analogy. Integrating this over a patch Ω of the surface, it can be
shown that [Fra11] ∫

Ω

dA∇af
a =

∫
∂Ω

ds νaf
a, (2.72)

where ν = νaea is the outward pointing unit normal to the patch of the surface.
Another instructive generalization is that of a straight line. In flat space, a

straight line is defined by having a constant tangent vector. We can use the same
rough idea to construct the surface analogue. Let ua(s) describe a curve on the
surface parametrized by arc-length, with ta = u̇a the tangent vector to the curve.
We would like to require that the tangent vector is constant in the sense that its
covariant derivative along itself vanishes,

ta∇at
b =

∂ua

∂s

∂tb

∂ua
+ taΓ b

ac t
c = üb + Γ b

ac u̇
au̇c = 0, (2.73)
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where we have used the chain rule to reach the second equality. This is apparently
two equations, one for each value of the index b. However, the tangential projection
is satisfied trivially because the length of the tangent vector is constant,

0 = ta∇a(gbct
btc) = 2gbct

cta∇at
b = 2tb(t

a∇at
b). (2.74)

The other equation comes from the projection onto the transverse vector L = laea,

0 = lb
(
üb + Γ b

ac u̇
au̇c
)

= L · ta∇aT = L · Ṫ = κg. (2.75)

We have identified the transverse projection of ta∇at
b as the geodesic curvature

κg = Ṫ · L. Thus the surface analogue of a straight line is a curve that satisfies
κg = 0; such curves are called “geodesics”. Geodesics are additionally analogous to
straight lines in that they minimize the distance between points.
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Surface elasticity

In chapter 2, we discussed a few elastic models for surfaces. The present chapter
will focus on applications and extensions of those models. In each case, we consider
only surfaces having a continuous symmetry group. This is extremely important
because it allows us to write the energy as an integral over only one variable; thus
the shape equation will simplify to an ordinary, rather than a partial, differential
equation.

First, in section 3.1, we discuss a simple extension of the Helfrich model, which we
use to study simulated membranes. In section 3.2, we focus broadly on surfaces pos-
sessing helicoidal symmetry, including their parametrization, conservation laws, and
mechanics. After finding some interesting mathematical results along the way, our
study of helicoidal surfaces culminates in a mechanical model of dynamin-mediated
membrane fission.

3.1 Gel phase buckling

Lipid membranes form the boundaries of different compartments and organelles in
the cell, preventing the uncontrolled diffusion of matter. In many situations, the
shape, stress, and stability of these membranes can be predicted from elasticity
theory. Classic examples include the shape of red blood cells [Can70, HWM02] and
vesicles [DH76], and the tension in tubules [RT95]. Membranes are often studied us-
ing coarse-grained molecular dynamics simulations, for which various coarse-grained
models of lipids have been developed [MRY+07, CD05, BWD14]. It is important to
know the elastic parameters of these coarse-grained membranes both for interpreting
those simulations and so that we can compare them to real experiments.

The elastic parameters of a simulated membrane are usually either measured
passively—for example, by measuring the membrane’s fluctuation spectrum—or ac-
tively, in which case one measures the energetic response of the membrane to ap-
plied deformations. One useful active method is to buckle the membrane [Nog11,
KNNS13, HDID13, WD15, WD16]. In these simulations, an initially planar mem-
brane is confined to a box that is shorter than the membrane is long. As a result,
the membrane is forced to buckle, as in figure 3.1. These simulations can be com-
pared to theory in two distinct ways. First, theory predicts a specific shape for the
buckle. Second, theory predicts a stress-strain relation for the buckle. This gives
the stress necessary to buckle the membrane by a given amount (see figure 3.2 for
examples). Heuristically, the stress is a measure of the force that one part of the
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Figure 3.1: Example of a fluid phase membrane buckle confined in the x-direction
(top), and comparison of a profile curve to that of the gel phase buckle (right).
The blue curve represents a buckled membrane in the gel phase.

membrane imposes on its neighbors. Since the force and the extent of buckling can
be measured in the simulation, this gives us a method of directly comparing theory
and simulation.

Such simulations have been performed previously for membranes in the fluid
phase [HDID13]. Active methods for determining the bending modulus become
increasingly suitable both as κ increases and the temperature decreases because
the amplitude of the fluctuations scales as ∼ kBT/κ. Such methods are therefore
obviously useful at lower temperatures, where the membrane enters the stiffer and
more ordered gel phase [DIMD15]. Although it is not common in biology, the gel
phase has fascinating mechanical properties, as we will see here. These properties
are highly sought after in the field of meta-materials [COL+15].

In the fluid case, the bending energy is given by the familiar Helfrich model,

E =

∫
dA

κ

2
K2, (3.1)

where we take the spontaneous curvature Ks = 0 because the two leaflets are iden-
tical. Because of the symmetry of the buckle, this energy functional is identical to
the Bernoulli-Euler model of an elastic rod in two dimensions; the shapes predicted
by the model are thus well known.

Surprisingly, the results of the simulations disagree with these predictions [DIMD15].
Relative to the shapes of Euler buckles, the curvature of the gel phase membranes
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is more localized, indicating that the membrane becomes softer as the curvature in-
creases (see figure 3.1). This phenomenon is known as curvature softening, which has
indeed been observed in gel phase membrane vesicles [BG79, QQF+12]. Curvature
softening also occurs in DNA rings [YKM05], and has been proposed as an explana-
tion for anomalous measurements of carbon nanotube rigidity [TOY08] and faceted
edges in membrane vesicles [SdlC12]. Some meta-materials are in fact designed to
harness this phenomenon [COL+15]

The simplest model of curvature softening uses an energy density that is defined
piece-wise as a function of the curvature [TOY08]. In that model, the bending
energy is quadratic at low curvature, but becomes linear at a critical curvature Kc,

E =

{
1
2
κK2 K < Kc

1
2
κKc(2K −Kc) K > Kc.

(3.2)

We would prefer, however, to write down a curvature softening energy functional
that is analytic. The hope is that we could then more easily solve the shape equation,
which we could compare with our simulated buckles.

A simple way to modify the Helfrich energy density to reflect softening (while
still respecting the symmetries of the model) would be to add a term Eadd ∝ −K4,
where the softening is reflected by the negative coefficient on the term. However, the
resulting energy functional suffers from a severe problem: it is not bounded below.
Therefore, at very large curvatures, the energy density can be arbitrarily negative.
We could introduce a positive term proportional to K6 to restore boundedness, but
this introduces new problems. Firstly, the energy is not guaranteed to be convex.
Secondly, it creates an additional free parameter; as the number of parameters
proliferates, the model becomes less predictive. One candidate energy density with
only one parameter that is guaranteed to be convex and bounded below is the
following:

E =

∫
dA

{
κ2

κ4

(√
1 +

κ4

κ
K2 − 1

)}
, (3.3)

where we assume κ4 > 0. This is reminiscent of the curvature softening energy
functional in equation (3.2), but it goes smoothly from quadratic to linear, rather
than piece-wise. In the limit of small bending, this function becomes

E =

∫
dA

{
κ2

κ4

(
1 +

κ4

2κ
K2 − κ2

4

8κ2
K4 +O(K6)

)
− κ2

κ4

}
=

∫
dA
{κ

2
K2 − κ4

8
K4 +O(K6)

}
.

(3.4)

The coefficient on the K4 term is negative, implying that we have captured the effect
of a negative fourth order correction without sacrificing boundedness or introducing
too many new parameters. Note that in order for the second term under the square
root to be dimensionless, κ4/κ must have dimensions of (length)2. We therefore
define ` :=

√
κ4/κ as the crossover length from Helfrich-like behavior to the behavior

of the new model.

3.1.1 Finding the shape of the buckle

Now let us consider the specific case of a membrane of length L confined to a box
of length Lx, with the membrane totally flat in the y-direction. Following previous
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work on buckling [Nog11], we parametrize the membrane by

X(s, y) =

x(s)
y
z(s)

 , (3.5)

where s is arc-length along the direction perpendicular to the y-axis. In this
parametrization, the functions x(s) and z(s) must satisfy

ẋ2 + ż2 = 1, (3.6)

where a dot indicates differentiation with respect to arc-length s. Let us define
the angle ψ between the x-axis and the tangent vector Ẋ. Then, ẋ = cosψ and
ż = sinψ, so equation (3.6) is satisfied automatically. This angle is also useful in
that the extrinsic curvature of the surface is given by the very simple expression
K = −ψ̇.

To enforce the constraint that the buckle fit inside a box of length Lx, we intro-
duce a Lagrange-multiplier fx which we identify as the stress in the x-direction,

E
κ

=

∫
dA

{
1

`2

(√
1 + `2K2 − 1

)
+
fx
κ

(
cosψ − Lx

L

)}
= Ly

∫
ds

{
1

`2

(√
1 + `2K2 − 1

)
+
fx
κ

(
cosψ − Lx

L

)}
, (3.7)

where we have used the symmetry along the y-direction to perform the integral over
y. Since fx/κ has dimensions of length−2, we define a constant λ2 := κ/fx. For a
buckle, fx ≥ 0, that is, the stress is compressive.

Performing the variation with respect to ψ, we see

δE
κ

= Ly

∫
ds

 ψ̇√
1 + `2ψ̇2

δψ̇ − λ−2 sinψ δψ


= Ly

∫
ds

− d

ds

 ψ̇√
1 + `2ψ̇2

− λ−2 sinψ

 δψ +

 ψ̇√
1 + `2ψ̇2

δψ

L
0

.

(3.8)

Thus the buckle is in equilibrium when ψ satisfies the Euler-Lagrange equation

−λ−2 sinψ =
ψ̈√

1 + `2ψ̇2
3 . (3.9)

The simulations use periodic boundary conditions, so the points s = 0 and s = L
are identified. The boundary terms therefore vanish automatically. For convenience,
we will measure the arc-length s from the inflection point, so that ψ̇(s = 0) = 0.
The equivalence between flexible rods and rigid rotators is manifested here in the
fact that, when ` = 0, equation (3.9) is the equation of motion for a pendulum.
Interestingly, for finite `, equation (3.9) is equivalent to the Euler-Lagrange equation
for a relativistic pendulum [OD16].
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Equation (3.9) can be integrated using the integrating factor ψ̇. Defining the
inflection angle ψi = ψ(0), the left-hand side gives λ−2(cosψ(s) − cosψi), while the
right-hand side gives

∫ s

0

ds
ψ̈ψ̇√

1 + `2ψ̇2
3 =

 −1

`2

√
1 + `2ψ̇2

s
0

=
1

`2

1− 1√
1 + `2ψ̇2

 . (3.10)

The integrated equation thus simplifies to

1− 1√
1 + `2ψ̇2

= φ(cosψ − cosψi), (3.11)

where we have introduced the dimensionless force on the buckle φ := `2/λ2 =
fxκ4/κ

2.
We have now put the Euler-Lagrange equation (3.9) into a form that can be

solved easily by separation of variables. First, solve equation (3.11) for ψ̇,

ψ̇ =

√
φ (cosψ − cosψi) [2− φ (cosψ − cosψi)]

` (1− φ (cosψ − cosψi))
. (3.12)

By formally considering ψ̇ = dψ/ds a fraction, we can rearrange this equation so
that dψ and ds are on opposite sides of the equality. Collecting all terms containing
ψ, we can then integrate both sides, leading to

s

`
=

∫ ψ(s)

ψi

dψ
1− φ (cosψ − cosψi)√

φ (cosψ − cosψi) (2− φ (cosψ − cosψi))
. (3.13)

This method of solution is known as a quadrature, and implicitly solves equation
(3.9). The full embedding of the buckle in space is given by

x(s)

`
=

∫
ds cosψ =

∫ ψ(s)

ψi

dψ
cosψ

ψ̇

=

∫ ψ(s)

ψi

cosψ
1− φ (cosψ − cosψi)√

φ (cosψ − cosψi) (2− φ (cosψ − cosψi))
(3.14a)

z(s)

`
=

∫
ds sinψ =

∫ ψ(s)

ψi

dψ
sinψ

ψ̇

=

∫ ψ(s)

ψi

sinψ
1− φ (cosψ − cosψi)√

φ (cosψ − cosψi) (2− φ (cosψ − cosψi))
, (3.14b)

where in equation (3.15b) we have replaced ds = dψ/ψ̇, using equation (3.12) for
ψ̇. It is now easy to generate membrane shapes numerically, which can then be
compared to the shapes obtained in simulations. Treating φ = `2fx/κ as a fit
parameter, and using the measured value of fx from the simulation, we can determine
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the material parameter ` for our membranes. We find that the simulated shapes
agree much more with this model than with the Helfrich theory: the root-mean-
square deviation between simulated shapes and the predictions of the extended
model is about an order of magnitude smaller than that between simulated shapes
and the Helfrich theory [DIMD15].

3.1.2 Stress-strain relation

Our implicit solution for the buckle’s shape is sufficient for calculating the stress-
strain relation, which we can also compare with results from simulations. The stress-
strain relation provides the force fx necessary to induce a strain γ= 1−Lx/L, given
the material parameters κ and `. We begin by writing L and Lx in terms of our
quadrature by integrating equations (3.13) and (3.14a) over a quarter period of the
buckle,

L

4`
=

∫ ψi

0

dψ
1− φ (cosψ − cosψi)√

φ (cosψ − cosψi) [2− φ (cosψ − cosψi)]
, (3.15a)

Lx
4`

=

∫ ψi

0

dψ cosψ
1− φ (cosψ − cosψi)√

φ (cosψ − cosψi) [2− φ (cosψ − cosψi)]
, (3.15b)

Note that our expressions for both Lx and L are proportional to `, but otherwise
depend only on φ and ψi. We can therefore easily write the strain γ(φ, ψi) = 1−Lx/L
in terms of those variables. However, this is not very useful for comparison to
simulations: we are not interested in the strain at a given force φ and inflection
angle ψi. The inflection angle of our buckle is free to change. If we increase the
force, we expect γ and ψi to both change together. Instead, we seek the strain γ at
fixed force φ and fixed length L.

Our strategy for this task is as follows. First, we will compute γ as a series
expansion in powers of φ, which we will be able to invert to find ψi as a function
of γ and φ. We can then insert this relation into equation (3.15a), giving us L as a
function of γ and φ. Lastly, we will invert this for φ as a function of L and γ.

To find our series expansion of γ, first note that the integrands in equations
(3.15a) and (3.15b) both contain a factor of the form 1/

√
x(2− x), where x =

φ(cosψ − cosψi). This can be expanded as

1√
x(2− x)

=
1

2

∞∑
n=0

(2n− 1)!!

2nn!

(x
2

)n−1/2

. (3.16)

Note that this series converges absolutely if and only if |x|/2 < 1. This is a critical
point: in order to evaluate the integral as a series expansion, we will have to switch
the order of the sum with that of the integral, which is only allowed if the series
is absolutely convergent. Doing so, we integrate this series term by term, giving
[GR14] ∫ ψi

0

dψ

(
cosψ − cosψi

2

)n−1/2

=
(2n− 1)!!π

4n
sinn(ψi)P

−n
−1/2(cosψi), (3.17)∫ ψi

0

dψ cosψ

(
cosψ − cosψi

2

)n−1/2

=
(2n− 1)!!π

4n
sinn(ψi)P

−n
1/2(cosψi), (3.18)
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where Pm
l (x) are the associated Legendre functions. Inserting these expressions into

equations (3.15a) and (3.15b), we find

L = 2π`
∞∑
n=0

((2n− 1)!!)2φn−1/2

8nn!
sinn ψi

(
P−n−1/2(cosψi)−

2n− 1

2
φ sinψiP

−n−1
−1/2 (cosψi)

)
,

(3.19)

Lx = 2π`
∞∑
n=0

((2n− 1)!!)2φn−1/2

8nn!
sinn ψi

(
P−n1/2(cosψi)−

2n− 1

2
φ sinψiP

−n−1
1/2 (cosψi)

)
.

(3.20)

These expressions naturally lead to an expansion for γ = 1 − Lx/L in powers of
φ. In light of the exact solution for the Bernoulli-Euler buckles [HDID13], it is
convenient at this point to make a small change of variables: let us introduce the
elliptic parameter m= sin2(ψi/2). Rather than obtain ψi directly in terms of γ and
φ, we will solve for m.

Following reference [HDID13], let us assume that we can write m as a series1 in
γ, i.e.

m =
∞∑
n=0

an(φ)γn. (3.21)

We now insert this series into our equation for γ. Then we can find the coefficients
an(φ) by equating like powers of γ from each side of the equation. The coefficients
are presented up to order n = 6 in Table 3.1. Since this calculation has already
been performed in the Bernoulli-Euler case in reference [HDID13], we can compare
our coefficients with φ = 0 to theirs as a sanity check, finding that they agree.

Now, we can insert our formula for m(γ, φ) into equation (3.15a). Let us define
δ := 2π`/L as a dimensionless measure of how much the buckle differs from the
Eulerian buckle. Then, again assuming the series is well-defined, we write

φ = δ2

∞∑
n=0

bn(δ)γn. (3.22)

As we did to find the coefficients of m, we can equate the coefficients on like powers
of γ to find the bn(δ), which are shown up to order n = 6 (though our calculations
go up to order n = 10) in Table 3.2.

Amidst all the redefinitions, series expansions, and inversions, it is easy to lose
sight of the forest for the trees. After some rearranging and re-expressing in terms
of the original variables, equation (3.22) gives

fx = κ

(
2π

L

)2∑
n

bn(δ)γn. (3.23)

As expected, we see in Table 3.2 that when δ → 0, we recover the coefficients for
Euler buckling found in [HDID13]. The stress-strain relation is shown for a few
values of δ in figure 3.2.

1This would not be possible if m is not a well-defined function of γ and φ, e.g. if one set of
values (γ, φ) led to two possible values for m.
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Figure 3.2: The dimensionless stress-strain relations for δ =
0,
√

3/6, 1/
√

3,
√

3/2 are shown in blue, orange, green, and red, respec-
tively. All stresses have been scaled by the critical buckling force. At δ = 0, we
recover the Euler buckling case; at δ = 1/

√
3, the stress-strain relation becomes

non-monotonic. The vertical line shows the strain at which a kink forms with
δ =
√

3/2.

One of the hallmarks of buckling is that in the limit γ → 0, the force fx →
κ(2π/L)2 does not vanish. This indicates that there is a critical buckling force: the
membrane will not buckle unless a force greater than this is applied. Interestingly,
the critical force does not depend on `, and so is identical to the critical force for an
Euler buckle,

f0 = κ

(
2π

L

)2

. (3.24)

However, this theory differs from the Helfrich model at first order in γ, i.e. in
the slope of the stress-strain relation at γ = 0. In fact, when δ > 1/

√
3 ≈ 0.577,

the slope at γ = 0 becomes negative, so that the stress is no longer monotonic in
the strain. This non-monotonicity represents an instability. To see how, consider a
planar membrane, to which we apply an increasingly large force. Before we reach
the critical buckling force f0, there are two configurations with finite γ with the
appropriate value of fx. The membrane can therefore discontinuously jump to one
of these configurations!

This is more than just a theoretical novelty: simulations measured ` = 27.5±2.2
nm for the Cooke lipid model, and ` = 13.9 ± 0.5 nm for the MARTINI model
[DIMD15]. These correspond to δ = 2.9 and δ = 2.0, respectively, far beyond the
critical value. This theory has also been applied to the same model membranes in
the fluid phase, finding ` = 10.1± 40 nm for the Cooke model, and ` = 8.1± 0.8 nm
for MARTINI, corresponding to δ = 0.95 and δ = 1.1 respectively [DI16]. Thus, in
in the fluid phase, these membranes are in the negative compressibility regime.

Recall that our series expansions are only convergent when the quantity x =
φ(cosψ − cosψi) satisfies |x| < 2. In order for our calculations to be valid, this
inequality must be satisfied for the whole buckle. We should therefore consider the
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an(φ)
n = 0 0
n = 1 1
n = 2 −1

8
(3φ+ 1)

n = 3 1
32

(−5φ2 + 6φ− 1)
n = 4 1

1024
(39φ3 + 51φ2 + 33φ− 11)

n = 5 1
4096

(435φ4 − 420φ3 + 30φ2 + 36φ− 17)
n = 6 1

32768
(1499φ5 − 3795φ4 + 462φ3 + 74φ2 + 87φ− 55)

Table 3.1: Coefficients of m(γ, φ) series expansion.

bn(δ)
n = 0 1
n = 1 1

2
(1− 3δ2)

n = 2 3
32

(31δ4 − 14δ2 + 3)
n = 3 1

128
(−779δ6 + 447δ4 − 129δ2 + 21)

n = 4 5
8192

(21687δ8 − 15116δ6 + 5346δ4 − 1212δ2 + 159)
n = 5 3

16384
(160804δ10 − 131947δ8 + 54972δ6 − 15154δ4 + 2888δ2 − 315)

n = 6 7
131072

(1244807δ12 − 1175367δ10 + 562848δ8 − 180206δ6 + 41991δ4 − 6939δ2 + 642)

Table 3.2: Coefficients of φ(γ, δ) series expansion.

point where x is maximized, which occurs at points where ψ = 0. We conclude that
the series converges as long as

φ <
1

1− cosψi

=
1

2m
. (3.25)

Comparing this with equation (3.12), we see that the failure of our series expansion
to converge coincides with the divergence of ψ̇. This indicates that a kink has formed
in the buckle. This is a natural consequence of curvature softening; some examples
are discussed in references [YKM05, TOY08, SdlC12, EHA14]. Interestingly, we
also see kinks form in simulations, though they occur at lower strain than theory
predicts. It is worth noting that we obtain such strange pathological behavior from
a totally innocuous energy functional: unlike the piecewise constructions discussed
above, our energy density is both convex and infinitely differentiable.

Using our previously calculated series expansions for φ and m, we can establish
inequality (3.25) as a relation between γ and δ, so that for a given δ, we can find
the strain γ∗ at which it will kink, plotted in figure 3.3. We find that γ∗ = 1 at
δ ≈ 0.763 930, implying that below this value of δ, the membrane will never kink.
Conversely, γ∗ → 0 asymptotically as δ → ∞; thus for very large δ, any strain at
all will result in a kink.

3.1.3 Conclusions

Our extension of the Helfrich model successfully predicted appropriate shapes and
stress-strain relations for curvature-softening membrane buckles. We found that
for sufficiently large values of δ = 2π`/L, the stress-strain relation is in fact non-
monotonic. Increasing δ even further, we reach a phase in which it is possible for
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Figure 3.3: The strain γ∗ at which a membrane with a given value of δ will kink.
If δ < 0.763 930 (i.e. left of the vertical line), no amount of strain will create a
kink.

the curvature ψ̇ to diverge, so that the buckle forms a kink. It is interesting to
wonder whether this model correctly predicts when kinks occur for our buckles, and
whether it could also explain faceting of vesicles in the gel phase, which has indeed
been observed [BG79, QQF+12].

3.2 Helicoidal surfaces

Helicoidal symmetry is interesting for both practical and theoretical reasons. From a
practical perspective, helical objects are abundant in nature. For example, regions of
the endoplasmic reticulum called Terasaki junctions have been proposed to be locally
helicoidal [TSK+13]. Chromatin assembles into helices known as “30 nm fibers”
[FM86]. Helical symmetry is also common in engineering applications because helical
objects have the virtue of allowing material to flow along their axis. This principle
motivates the design of the Archimedean pump, used in the Antarctic for retrieving
ice cores [KB04, SS85], as well as spiral stairs. Not to mention, corkscrew designs can
be very aesthetically pleasing, as in the Solomonic columns in St. Peter’s Basilica.

From a mathematical perspective, helicoidal symmetry is interesting because
it can be considered a generalization of axial symmetry. Whereas axially sym-
metric objects are symmetric under rotations about an axis, helically symmetric
objects are symmetric under a simultaneous rotation and translation. This rela-
tionship results in certain properties of axially symmetric objects mapping cleanly
to helicoidally symmetric analogues. Since axially symmetric surfaces are very well
studied, including constant extrinsic curvature surfaces [RBN83], Willmore surfaces
[JSL93, DDG08], and membranes [Lip91], it is natural to ask which results of those
studies also can be generalized to helicoidally symmetric surfaces.

Here, we will consider helicoidally symmetric surfaces generally before restrict-
ing our focus to certain mechanical theories of surfaces. Before we consider these
physical problems, though, let us make a digression on how best to parametrize
the surface. The parametrization explored here will prove very useful both for un-
derstanding conservation laws emerging from helicoidal symmetry and variational
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problems. These tools will facilitate an analysis of the stability of helicoidal soap
films and membranes, the latter serving as a mechanical model of dynamin-mediated
membrane fission.

3.2.1 Parametrization

In Section 3.1, we represented the buckle by a single profile curve, parametrized by
arc-length, which, when traced along the y-axis, generated the full surface. Similar
parametrizations are also useful for axially symmetric surfaces: one traces rotations
of a profile curve, known as the generatrix 2, about some axis, generating a surface
that is symmetric about that axis. See references [DH76, JS94, DEK+97, Tu11] for
applications of such parametrizations to membrane mechanics. We would like to
apply this same reasoning to helicoidally symmetric surfaces; that is, we want to
parametrize our surface by a single curve, that, when traced along a helix, generates
a helicoidally symmetric surface. Such a parametrization was in fact considered by
Do Carmo in reference [DCD82].

There are in principle many equivalent ways to choose which surface curve to use
as the generatrix. We will choose one whose tangent vector is always perpendicular
to the generator of the helical symmetry. Even though enforcing this condition will
require some extra effort, it will prove well worth it. As an additional constraint,
we will choose our coordinates such that the generatrix itself is parametrized by
arc-length.

We write our parametrization in the form

X =

r(v) cos(u+ ϕ(v))
r(v) sin(u+ ϕ(v))

cu+ ζ(v)

 , (3.26)

where 2πc is the pitch of the surface. This form guarantees that u parametrizes
motion along the symmetry generator, and that v parametrizes motion along a
generatrix. As u goes from zero to 2π, the generatrix traces a full rotation about
the z axis, and a vertical motion of 2πc along the axis. The conditions for the
parametrization discussed above restrict how the functions r, ϕ, and ζ may depend
on v. The first such restriction is the requirement that the tangent vector to the
generatrix (given by ev = ∂vX) and the generator of the symmetry (given by eu =
∂uX) be perpendicular; this translates to

Xu ·Xv = r2ϕ′ + c ζ ′ = 0. (3.27)

The second condition is that v measure arc-length along the generatrix, that is, that
(∂vX)2 = 1; this translates to

X2
v = r′2 + r2ϕ′2 + ζ ′2 = 1. (3.28)

For the planar buckles in section 3.1, it was useful to define the angle ψ between
the profile curve’s tangent vector and the x-axis. For axially symmetric surfaces, one
might similarly define ψ as the angle between the tangent vector of the generatrix

2For axially symmetric surfaces, the generatrices are the meridians, i.e. curves for which the
cylindrical coordinate φ is constant.
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Figure 3.4: The two tangent vectors to the surface are shown in blue. The red
vector is φ̂. The vector X0

v = r̂ ×Xu is the tangent to a helix perpendicular to
the generator Xu. The angle ψ is measured between Xv and X0

v.

and the z-axis. This is called an angle-arc-length parametrization. Analogously, we
will define an angle ψ such that the following relations hold:

r′ = sinψ (3.29)

ϕ′ = − c cosψ

r
√
r2 + c2

(3.30)

ζ ′ =
r cosψ√
r2 + c2

. (3.31)

Like in the axially or translationally symmetric angle-arc-length parametrizations,
these relations make it possible to describe the surface by a single function ψ(v).
The coordinates r, ϕ, and ζ are then obtained by integration. In this case, ψ has a
subtler geometric meaning, which we will address shortly.

It is convenient to define the local pitch angle of the helix α = arctan(c/r). The
tangent and normal vectors are then given by

Xu =
√
r2 + c2

(
cosα φ̂+ sinα ẑ

)
(3.32)

Xv = sinψr̂ − cosψ
(

sinα φ̂− cosα ẑ
)

(3.33)

n = cosψr̂ + sinψ
(

sinα φ̂− cosα ẑ
)
. (3.34)

In this form, both the requirements |Xv| = 1 and |n| = 1 are manifestly satisfied.
Equation (3.33) clarifies the geometric meaning of ψ: it is the angle the tangent
to the generatrix Xv makes with the φz-plane. When ψ = 0, Xv is given by
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X0
v = r̂ ×Xu, which points along a helix perpendicular to Xu. This is illustrated

in figure 3.4.
The resulting metric and curvature tensor are

gab =

(
r2 + c2 0

0 1

)
,
√
g =
√
r2 + c2 (3.35)

Kab =

(
r cosψ − c√

r2+c2

− c√
r2+c2

c2 cosψ
r(r2+c2)

− ψ′

)
. (3.36)

Because we chose u to parametrize the helical symmetry, none of the geometric
invariants of the surface depend on u. Taking the eigenvalues of Ka

b , we see that the
principal curvatures are

κ± =
1

2

cosψ

r
− ψ′ ±

√
4c2

(c2 + r2)2
+

(
ψ′ +

cosψ

r

r2 − c2

r2 + c2

)2
 . (3.37)

Interestingly, this implies that the total curvature is independent of c, [Koz99]

K = κ+ + κ− =
cosψ

r
− ψ′. (3.38)

An important consequence of K being independent of c is that it does not change
in the c→ 0 limit, i.e. for the case of axial symmetry. As mentioned above, in that
case, ψ measures the angle between the generatrix’s tangent vector and the z-axis.
This is a remarkable result that will prove useful when we discuss soap films. Our
choice of generatrix has manifested a connection between helicoidally and axially
symmetric surfaces that is not otherwise visible.

Would another choice of generatrix have made our parametrization even sim-
pler? For example, in the axially symmetric angle-arc-length parametrization, the
curvature tensor is diagonal. Could we set up our parametrization so that this prop-
erty holds as well? It turns out the answer is no. To see why, consider the metric
and the curvature tensor as two-by-two matrices at each point on the surface. Each
matrix is uniquely diagonalized by one orthogonal basis. But we have already found
the basis that diagonalizes the metric at all points: it is the surface tangent vectors
in our current parametrization. However, in this basis, the off-diagonal part of the
curvature tensor vanishes if and only if c = 0. We conclude when c 6= 0 (i.e. except
for axially symmetric surfaces) one cannot simultaneously diagonalize the curvature
tensor and the metric of a helicoidal surface.

Recall from Chapter 2 that the off-diagonal components ofKa
b are proportional to

the geodesic torsion τg of the basis vectors. We therefore see that the generatrices
of helicoidally symmetric surfaces always have non-zero τg, and are therefore not
planar.

Consider a curve on our surface, parametrized by arc-length, given by (u(s), v(s)),
whose tangent vector makes an angle θ(s) with the local eu-direction. A formula
from Liouville states that, given locally orthogonal coordinates u and v, the geodesic
curvature can be decomposed as [DC76],

κg =
dθ

ds
+ κu cos θ + κv sin θ, (3.39)

42 Geometry, Mechanics, and Biology



Geometry, Mechanics, and Biology: Applications for Membranes and Filaments

where κu and κv are the geodesic curvature of the u-curves and v-curves, respectively.
These can be calculated easily

κu = − r sinψ

r2 + c2
(3.40a)

κv = 0. (3.40b)

Inserting these, we find that the geodesic curvature for any curve on the surface is
given by

κg =
dθ

ds
− r sinψ

r2 + c2
cos θ. (3.41)

As a result of the helicoidal symmetry of the surface, the geodesic equation κg = 0
has a first integral. This is analogous to Clairaut’s relation, which states that I =
r cos θ is conserved along geodesics on axially symmetric surfaces [Fra11, DC76].
Indeed, multiplying κg by the integrating factor

√
r2 + c2 sin θ and taking the anti-

derivative with respect to s, we find that the first integral is given by

√
r2 + c2 cos θ = I = const. (3.42)

When c = 0, we recover Clairaut’s relation. This is a necessary but not sufficient
condition for a curve to be a geodesic; for example, when θ = 0, I =

√
r2 + c2 is

constant, but the geodesic curvature in general does not vanish. In fact, in general
for a curve with θ = const, κg only vanishes in two cases: if sinψ = 0 everywhere,
i.e. the surface is a cylinder; or if θ = ±π/2, i.e. the curve is a generatrix.

Equation (3.42) is in fact result of a more general theorem stating that the
projection of the unit tangent vector to a geodesic onto a Killing field is conserved
along the geodesic [Fra11]. A Killing field is a vector field on a surface that generates
an isometry of that surface; for example, translations along the z-axis are isometries
of the cylinder, so ẑ is a Killing field on the cylinder. Since motion along u obviously
generates isometries of our surface, the tangent vector Xu forms a Killing field. Let
us consider a geodesic with unit tangent vector T = cos θXu/

√
r2 + c2 + sin θXv.

Taking the inner product with the Killing field, we find

T ·Xu =
√
r2 + c2 cos θ = I. (3.43)

The left hand side of equation (3.42) is precisely the inner product between the unit
tangent vector of a curve and this Killing field.

3.2.2 Symmetries and conservation laws

For helicoidal surfaces that minimize some energy functional, Noether’s theorem tells
us that there should be conserved quantities associated with the helicoidal symmetry
of the surfaces we have considered. It turns out that these conservation laws are
most naturally expressed in terms of the the stress tensor fa of the surface, where a
is an index ranging from one to two, introduced by Capovilla and Guven in reference
[CG02]. The parametrization described in the last section will be especially useful
for extracting conserved scalars from the stress tensor.

The stress tensor for a surface in three-dimensional space is somewhat unusual
in that it is not “square”: instead, it gives a three-dimensional space vector for each
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value of the index a. This is a result of the physical meaning of the stress tensor:
imagine cutting the surface along a line perpendicular to the tangent vector ea. The
force per unit length that must be applied to the cut in order to hold the surface in
the same configuration is fa. In other words, fa describes the internal forces that
parts of the surface apply to each other. A detailed exploration of the utility of
the membrane stress tensor is discussed in reference [Mül07]. For our purposes, the
most important property of the stress tensor is that it provides the force per unit
area on the surface at every point [CG02, Guv04],

∇af
a = Pn, (3.44)

where ∇a is the covariant derivative on the surface, and P is the local pressure
across the surface, which in general is not constant. The interpretation of equation
(3.44) is that the force transmitted outward from each point on the surface (i.e.
the divergence of the stress tensor ∇af

a) is equal to the external force per unit
area applied at that point (i.e. Pn). For surfaces with energy functionals that only
depend on geometric invariants of the surface (such as the Helfrich, Willmore, and
soap film energy functionals we have discussed), the stress tensor can be expressed
entirely in terms of surface geometry. Crucially, this implies that the stress tensor
inherits the symmetries of the surface.

Equation (3.44) is equivalent to the shape equation of the surface, as it describes
the conditions for mechanical equilibrium. For example, recall from Chapter 2 that
the soap film energy functional is given by

E =

∫
dAσ, (3.45)

where σ is the surface tension. The soap film stress tensor is given by [Guv04]

fa = σea. (3.46)

This has a simple interpretation: the force per unit length transmitted across any
curve is a constant, independent of the curve. The direction of the force is always
along the transverse vector to the cut. Taking the divergence and applying the
Gauss formulas (2.69), we recover the Euler-Lagrange equation of a soap film,

∇af
a = σ∇ae

a = σKa
an = σKn = Pn

=⇒ K =
P

σ
. (3.47)

This well-studied equation is known as the Young-Laplace equation [DHKW92,
DGBWQ13, Fra11].

To see how the stress tensor can lead to a conservation law, consider the total
force on a patch Ω of an axially symmetric surface. Assuming that the surface is
not subject to any external forces, e.g. from contact with another object or osmotic
pressure, the pressure vanishes everywhere: P = 0. Then the total force on any
patch is guaranteed to vanish, so that∫

Ω

dA ∇af
a = 0 =

∫
∂Ω

ds `af
a, (3.48)
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Figure 3.5: The patch Ω is shown in red. In both cases, it is bounded by
coordinate curves.

where s is arc-length along the boundary of Ω, ` = `aea is the outward pointing unit
normal to Ω (transverse to the boundary curve), and we have used the divergence
theorem from equation (2.72).

Let us now restrict to the case when the patch Ω has the same symmetry as the
surface, as shown on the left in figure 3.5. The boundary of Ω is two disjoint circular
rings C1 and C2. Let the tangent vector to the meridians be given by µ = µaea.
Because ` is the outward pointing normal, it is parallel to µ on C1, while it is
antiparallel on C2. The boundary integral in equation (3.48) can therefore be written∫

∂Ω

ds `af
a =

∫
C1

ds µaf
a −

∫
C2

ds µaf
a = 0. (3.49)

Recall that the patch Ω is arbitrary except for the fact that it is symmetric about
the axis. Thus, the equality above holds for any two rings C1 and C2 on the surface,
implying that the integral ∫

C
ds µaf

a (3.50)

does not depend on our choice of C! This integral represents the total of the internal
forces transmitted across the curve C. This this force is the same for every ring on
the surface. We can write this constant in closed form by exploiting the symmetry of
the surface, which is of course inherited by the stress tensor. The arc-length element
is given by ds = rdφ, where r and φ are the radial and axial cylindrical coordinates,
respectively. Integrating over the loop, the r̂ and φ̂ components of the vector µaf

a

give zero, leaving only the component along ẑ. Our constant is therefore given by

fz =

∫
C

dφ rµaf
a = 2πrµaf

a · ẑ. (3.51)

For an example, let us return to soap films. We can describe an axially symmetric
surface using our parametrization for helicoidally symmetric surfaces with vanishing
pitch, c = 0. Then the generatrix is given by a meridian, and ψ is the angle between
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the tangent to the meridians µ and the symmetry axis ẑ. The constant fz is then
given by

fz
2π

= rµaf
a · ẑ = rσµae

a · ẑ = rσµ · ẑ = rσ cosψ. (3.52)

Differentiating with respect to arc-length along the meridian v, we find

∂v(rσ cosψ) = σ(sinψ cosψ − r sinψψ′)

= rσ sinψ

(
cosψ

r
− ψ′

)
= r sinψσK = 0, (3.53)

where we have used ∂vr = sinψ on the first line. Going to the third line, we
recognize the quantity in parentheses as the extrinsic curvature K. Since the shape
equation for soap films in the absence of pressure is identically K = 0, confirming
that fz = 2πrσ cosψ is conserved.

We can apply the same reasoning for helicoidally symmetric surfaces. Con-
sider a patch Ω that winds around exactly one period of the helix as shown on
the right in figure 3.5. Let Ω be bounded on all sides by coordinate curves from
the parametrization we developed in subsection 3.2.1, so that two of its sides are
segments of generatrices, and the other two are helices. Again, it follows from the
absence of external forces that∫

Ω

dA∇af
a =

∫
∂Ω

ds `af
a = 0. (3.54)

In this case, the boundary of Ω is connected. Consider first the two sides of the
boundary described by segments of generatrices (the short segments in figure 3.5).
Because our patch winds exactly one full turn around the helix, the contribution
to the integral from these sides is identical up to a sign difference, which emerges
because the outward-pointing normal points in the opposite direction along the two
curves. These contributions therefore cancel out, and we need only consider the
terms arising from integrating over helices. We dub these curves H1 and H2 for
the upper and lower helix, respectively. Along these curves, the outward normal is
given by ` = Xv = `aea on H1 and ` = −Xv = −`aea on H2. The force integral
therefore gives∫

∂Ω

ds `af
a =

∫
H1

du
√
r2 + c2`af

a −
∫
H2

du
√
r2 + c2`af

a

= 2πẑ

(√
r2 + c2`af

a
∣∣∣
H1

−
√
r2 + c2`af

a
∣∣∣
H1

)
= 0. (3.55)

Just as for axially symmetric surfaces, the patch Ω was chosen arbitrarily, implying
that the equality holds for any two helices H1 and H2, and therefore that

fz = ẑ ·
√
r2 + c2`af

a (3.56)

is constant on helicoidally symmetric surfaces. In this case, fz represents the total
of the internal forces transmitted across one helical of the surface.

For soap films, we again find fz ∝ σr cosψ. We will encountered this constant
again later on in this chapter when we discuss helicoidal membranes.
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Scale invariance

So far in this section, we have examined conserved quantities arising from the he-
licoidal symmetry of our surface. These conservation laws exist because we have
focused on energy functionals that are symmetric under translations and rotations
of the surface in its embedding space. Thus when the surface exhibits linear combi-
nations of those symmetries, a conserved scalar arrises. Recall from Chapter 2 that
the Willmore functional (2.60) is also invariant under rescaling. This invariance can
also lead to a conservation law, which we explore here.

The Willmore functional is given by

E =

∫
dA

κ

2
K2. (3.57)

Imagine rescaling the surface so that all lengths λ are multiplied by a factor (1 + ε),
λ 7→ (1+ε)λ, where ε is assumed to be small. Then the area element is is mapped to
dA 7→ (1+2ε+O(ε2))dA, and the extrinsic curvature goes to K 7→ (1−ε+O(ε2))K.
So the rescaled energy is

E =

∫
dA

(κ
2

(1 + 2ε)(1− 2ε)K2 +O(ε2)
)

=

∫
dA

(κ
2
K2 +O(ε2)

)
. (3.58)

Under rescaling, the Willmore energy does not change at all! In fact, the Will-
more functional is invariant under the entire group of conformal transformations of
the embedding space, which includes scale transformations [LY82, JSL93, VDM14].
Again, we will find a conserved quantity associated with this symmetry from the
stress tensor.

Following Guven [CG02], we divide the stress tensor into a normal part fa and
a tangential part fab, where the indices a and b range from one to two. For the
Willmore functional, the stress tensor is then given by [Mül07]

fa = fabeb + fan, where (3.59a)

fa = −κ∇aK, (3.59b)

fab = κKabK − gabκ
2
K2. (3.59c)

Note that the tangential part of the stress tensor is traceless:

gabf
ab = κ

(
Ka
aK − δaa

K2

2

)
= κ

(
K2 −K2

)
= 0. (3.60)

This fact is known to be a result of the conformal invariance of the energy functional
[Guv05, RC05]. A key step towards obtaining a conservation law is observing that
the vanishing of the trace of the stress tensor can be written as a divergence:

∇a(f
a ·X) = (∇af

a) ·X + fa · ∇aX = fa · ea = fabgab = 0, (3.61)

where we have assumed the surface is in equilibrium, so that ∇af
a = 0. In the ter-

minology of field theory, we have identified fa ·X as the Noether current associated
with scale invariance.
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This Noether current can lead us to a conservation law just as the vanishing
divergence of fa did. Let us return to the case of axially symmetric surfaces. In-
tegrating ∇a(f

a · X) over the strip Ω shown in figure 3.5, we can again use the
divergence theorem find a conserved quantity,∫

Ω

dA∇a(f
a ·X) =

∫
C1

dφ rfa ·Xµa −
∫
C2

dr rfa ·Xµa = 0. (3.62)

Since the patch of membrane was chosen arbitrarily, we conclude that the integral∫
C

dφ rfa ·Xµa = 2πrfa ·Xµa (3.63)

is conserved. Inserting X = (r(s) cosφ, r(s) sinφ, z(s))T as the embedding of the
surface, we find that the conserved quantity is given by [ZMT17]

I = rfa ·Xµa = πκ
(
r2ψ′2 cosψ − tanψ(sinψ − 2rfz)− 2fzz

)
. (3.64)

Interestingly, this conservation law does not extend to helicoidally symmetric
surfaces. Of course ∇a(f

a ·X) = 0, as we have shown generally. But it turns out
that use this fact does not lead to a conserved scalar on helicoidal surfaces. Again
we can integrate ∇a(f

a ·X) over the patch Ω and use the divergence theorem to
transform this into an integral over ∂Ω,∫

Ω

dA ∇a(f
a ·X) =

∫
∂Ω

ds `af
a ·X. (3.65)

But this time, we are not able to cancel the contributions from the parts of the
boundary that are v-curves: the factor X differs at the two ends, so that those
terms do not cancel. Let the upper and lower v-curves bounding Ω be denoted
G1 and G2, respectively. The embedding function X differs at the two v-curves by
the pitch of the helix, X|G1 = X|G2 + 2πcẑ. Noting that the outward normal now
points along the helical generators, ` = Xu/|Xu| = νaea, we see that the sum of
the contributions from these curves to the integral in equation (3.65) is∫

G1
ds νaf

a ·X −
∫
G2

ds νaf
a ·X = 2πc

∫
dv fa · ẑ νa

= πκ

∫
dv

c2K2

√
r2 + c2

. (3.66)

In general, this integral does not vanish, so that there is no constant analogous to
I for helicoidal surfaces. Evidently, we instead have

∂I
∂v

= πκ
c2K2

√
r2 + c2

. (3.67)

So why is I not conserved on helicoidal Willmore surfaces? It seems we have
shown quite generally that it is conserved for surfaces minimizing scale invariant
functionals, and that the Willmore functional is indeed scale invariant. However,
recall the symmetry we have imposed on the surface has a built in length scale, that
is, the pitch c. It should come as little surprise that this breaks the conservation
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Figure 3.6: At low pitch, there are two minimal surfaces spanning a given helix;
increasing the pitch beyond a critical value c∗/R = 0.223 019, there are none.

law associated with scale invariance. We can see exactly how this symmetry break-
ing comes about by considering the energy per helical turn of a Willmore surface,
explicitly restricting our focus to the helicoidal case,

E =

∫
dA

κ

2
K2 =

∫
du

∫
dv
√
r2 + c2

κ

2
K2 = 2π

∫
dv
√
r2 + c2

κ

2
K2. (3.68)

Upon rescaling, the quantities v, r, and K change so that v 7→ (1+ε)v, r 7→ (1+ε)r,
and K 7→ (1− ε)K. But, crucially, c should be seen as fixed. This is because when
we focus on surfaces with a certain helical symmetry, we must specify a pitch in
advance; changing c is actually changing the symmetry of the surface. To first order
in ε, the energy becomes

E = 2π
κ

2

∫
dv(1 + ε)

√
(1 + ε)2r2 + c2 (1− ε)2K2

= πκ

∫
dv
√
r2 + c2

κ

2
K2 − ε πκ

∫
dv

c2K2

√
r2 + c2

+O(ε2). (3.69)

We should recognize the integrand of the second term: it is minus the anomalous
rate of change of I in equation (3.67)! Because of the fixed pitch c, the energy is no
longer scale invariant, confirming our assertion.

3.2.3 Soap films

The parametrization discussed in above is also especially useful for finding surfaces
that minimize a given energy functional, because it allows us to replace the sur-
face’s shape equation (ordinarily a partial differential equation) with an ordinary
differential equation. Let us consider a soap film as a simple example with some
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surprisingly interesting properties. It is common for the surface to enclose a fixed
volume, in which case the energy is augmented with a Lagrange multiplier term,

E =

∫
dAσ + P

∫
dV. (3.70)

where P admits the interpretation of pressure across the surface. As discussed in
section 3.2.2, the Euler-Lagrange equation for soap films is [DHKW92, DGBWQ13,
Fra11]

K =
P

σ
, (3.71)

that is, the extrinsic curvature is a constant, given by P/σ. Surfaces with K = 0 are
called minimal surfaces, because they minimize the area functional, while those with
K 6= 0 are called constant mean curvature (CMC) surfaces. There is an extensive
mathematical literature on the subject of such surfaces, containing many beautiful
theorems [DCD82, DHKW92, BPA99]. They are also well-studied in soft matter
physics, because they accurately represent tension dominated surfaces in general,
especially fluid interfaces in the absence of gravity [RBN83, DGBWQ13].

Let us investigate a soap film spanning a helical wire. We assume that it will
inherit the symmetry of the wire (though this is not necessarily so [MAGP16]), so
that the surface can be described by the parametrization constructed in section 3.2.1.
Recall that we have shown that K takes the same functional form for helicoidally
symmetric surfaces as for axially symmetric ones. As a result, it follows immediately
that for every axially symmetric soap film, there is a corresponding helicoidally sym-
metric one! The map from axially symmetric soap films to helicoidally symmetric
ones was constructed more rigorously and in detail by Do Carmo using the same
parametrization [DCD82].3 Since axially symmetric soap films are very well stud-
ied, this is a valuable observation. All that remains is to evaluate the boundary
conditions; however, these differ from the conditions on axially symmetric surfaces
in physically meaningful ways.

The generatrix spans the separation between rungs of a helix with radius R and
pitch 2πc. Let the arc-length s be measured from the center of the generatrix, so
that v ∈ (−L/2, L/2), where L is the total arc-length of the generatrix. First, we
consider the case with P = 0. The soap film equation is satisfied by

r(v) =
√
a2 + v2, (3.72a)

ψ(v) = arcsin

(
v√

a2 + v2

)
, (3.72b)

where a is a free parameter that is determined by the boundary conditions. At
v = ±L/2, the radial coordinate must be the radius of the helix R, i.e. r(±L/2) = R,
implying that L = 2

√
R2 − a2. In the axially symmetric case, these equations

describe a catenoid.
The condition that the generatrix connects one rung to the next determines a.

To express this condition mathematically, we consider the vertical distance traversed

3This is an interesting example of the cultural differences between physicists and mathemati-
cians. Where our proof is essentially Feynman’s adage “The same equations have the same solu-
tions”, Do Carmo painstakingly constructed the correspondence explicitly.
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Figure 3.7: The energies of the two surfaces satisfying K = 0 merge at the
critical point. The stable branch of the solution is shown in orange.

by a meridian of the surface over one period. This is by definition the pitch of the
helix 2πc. Recall that meridians are defined as curves for which the axial cylindrical
coordinate φ is constant, or equivalently, the differential of φ vanishes, dφ = 0.
Express this in terms of the surface coordinates u and v, we find

dφ = − c cosψ

r
√
r2 + c2

dv + du = 0. (3.73)

This can be understood as a relation between the differentials du and dv character-
izing the meridians. By solving equation (3.73) for du, we can write dz in terms of
only dv,

dz =
r cosψ√
r2 + c2

dv + c du =

√
r2 + c2

r
cosψ dv. (3.74)

Note that this relation only holds along the meridians. Integrating dz over one
period of the meridian gives the pitch of the helix,∫

dz = 2πc =

∫ L/2

−L/2
dv

√
r2 + c2

r
cosψ. (3.75)

Inserting our expressions for r(v), ψ(v), and L, this leads to a transcendental equa-
tion for a,

2πc =

∫ √R2−a2

−
√
R2−a2

dv

√
a2 + v2 + c2

a2 + v2

a√
a2 + v2

= 2

[
c arctan

(
c

a

√
R2 − a2

R2 + c2

)
+ a artanh

(√
R2 − a2

R2 + c2

)]
. (3.76)

This equation can only be solved numerically. Let us proceed in terms of dimen-
sionless variables a/R and c/R. We find that at low pitch, there are two solutions
a/R, leading to the red and blue surfaces shown in figure 3.6. As c/R increases, we
reach a point c∗/R = 0.223 019 where there is only one solution. Above this critical
value, there are no solutions.
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In figure 3.7 we plot the surface area of each of the two solutions as a function
of c/R. The upper branch is higher in area and, by implication, higher in energy.
It is thus at best meta-stable.

When K = P/σ 6= 0, the generatrix is described by

r(v) =

√
2(1−Ka)(1− cos(Kv)) +K2a2

K2
. (3.77)

As in the case K = 0, a is a parameter setting the radius of the surface at the
midpoint between rungs, and there is a critical pitch c∗/R above which there are
no soap films satisfying the boundary conditions. However, that critical pitch now
depends on the extrinsic curvature K. We will return to this issue in the following
section, where we treat it numerically.

3.2.4 Membranes

One interesting biological application of these considerations is dynamin-mediated
membrane fission. Dynamin mediates the final fission step in the formation of
clathrin coated vesiles during endocytosis [SDS00b, MR13b, ABDC+16]. During the
early years of dynamin research, there was some debate as to whether dynamin func-
tions as a “molecular switch”[SMS99, Sev02] or as a “mechano-chemical enzyme”
[DMH04b, BAE+08b, Ram11]. The latter mechanical model relies on the fact that
dynamin undergoes a conformational change upon GTP hydrolysis, wherein the
radius and pitch of the helix decrease;[DMH04b, RUFDC06b] in the model, the re-
sulting deformation of the underlying membrane neck then lead to fission through
an unspecified mechanism (said mechanism will be the subject of this paper). It
is now widely agreed that the means through which dynamin induces membrane
fission are indeed mechanical [MR13b, ABDC+16, SF11b, Rou14].

However, the question of how dynamin’s conformational change leads to the
ultimate fission step remains open. A few proposals have been discussed in the
literature. Firstly, there is the catalytic model [Ram11, SF11b, FLDB+03, KK03,
SBA+13]. In this model, the membrane has two possible equilibrium states: first,
that of an approximately cylindrical tubule; and second, what is known as the hemi-
fused state, wherein the membrane’s inner leaflets merge, forming a short stretch
of cylindrical micelle. Dynamin’s conformational change increases the energy of the
tubular state, increasing the probability that a thermal fluctuation will push the
membrane into the hemi-fission state. This would imply that membrane fission is
itself a stochastic process that may or may not succeed after dynamin’s constriction
and disassembly, depending on the state of the membrane when the dynamin scaffold
disassembles.

In contrast, the instability model posits that the membrane neck becomes in-
trinsically unstable when the dynamin scaffold goes into its constricted configura-
tion [Ram11]. This instability could arise through an increase in the pitch of the
dynamin helix [SDS00b, SMWM99, MSV+01, Koz01, RAL+11], or a decrease in
its radius[HS95, WS96, Koz99, Koz01, SDS00b, Rou14]. The possibility that the
induction of spontaneous curvature in the membrane (for example by wedge-like in-
clusions [FEAS15] or changes in lipid composition [SWT+99, RGL+99, KCdKB03,
MMTK04]) is related to this instability is also often suggested [Ram11, Koz01,
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MGL+11, CIFC+11]. These proposals sometimes resemble Leibler’s idea of a cur-
vature instability, where a protein creates spontaneous curvature in the membrane,
which recruits more of the protein, leading to a positive feedback loop [Lei86].

The instability model has significant appeal from a theoretical perspective be-
cause it attempts to explain fission at a very abstract level, leading to a mechanism
that is potentially universal. Indeed, the model requires no information about the
membrane beyond its representation as a curvature elastic sheet. In particular, no
discussion of leaflet merger or hemifission intermediate states is required. Further-
more, it closely echoes the instability of helicoidal soap films discussed in Section
3.2.3. Note that the soap film can be pushed across the collapse transition by ei-
ther of the deformation modes that are proposed to destabilize dynamin, i.e. by
decreasing the radius of the helix or by increasing its pitch.

So far, theoretical studies looking for such an instability in membranes have
either restricted their focus to small deformations of the membrane (assuming it is
approximately cylindrical)[Koz99, FJK+16a] or used indirect methods to minimize
the membrane energy[Koz01]. In particular, we will discuss reference [Koz01], and
how our analysis differs from it. However, this problem is well-defined, and can
be solved without approximations. Here we will use numerical methods to solve
the exact membrane shape equation, finding that such an instability in helicoidal
membranes does not, in fact, exist.

Considering the overall geometry of a membrane constricted by a dynamin helix,
we seek helicoidal surfaces minimizing the Helfrich energy functional

E =

∫
dA

{
σ +

κ

2
(K −Ks)

2
}
. (3.78)

where Ks is the spontaneous curvature, σ is the tension in the membrane. We
can evaluate the relevance of the surface tension σ by noting that there is a length
scale associated with it: typically,

√
κ/σ ∼ 30-100 nm in the plasma membrane

[HSDS96, DSWM98, MH01]. Since we are interested in smaller length scales (the
pitch and radius of the dynamin helix are both on the order of 10 nm), we can
assume that the effects of the tension can be considered a small correction relative
to those of the bending term κ(K −Ks)

2/2. The σ = 0 case is also convenient for
comparison with Kozlov[Koz01], who takes the tension to vanish as well.

In that case, it is obvious that the energy vanishes if the curvature at all points
on the membrane satisfies

K = Ks. (3.79)

Evidently, since the total energy E ≥ 0, this is lowest energy state for our mem-
brane. In Kozlov’s previous study of helicoidally symmetric membranes [Koz01],
he considers equation (3.79), finding that there are no solutions for certain values
of the dimensionless combinations c/R and RKs, concluding that the membrane is
unstable in this regime. But as we have shown, CMC surfaces minimize the soap
film energy functional, not that of membranes.

The membrane is in static equilibrium rather when the functional variation of
the energy vanishes, given by [ZCH87, CG02]

∇2K − 1

2
(K −Ks)

[
(K −Ks)K − 2K2 + 4KG

]
= 0 (3.80)
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whereKG is the surface’s Gaussian curvature, and∇2 is the surface Laplace-Beltrami
operator. Naturally, the shape equation is satisfied when K = Ks. However, not all
surfaces satisfying equation (3.80) will also satisfy equation (3.79). This distinction
is why our results disagree with those of Kozlov: he solves equation (3.79) to find
the shape of the membrane, not accounting for the fact that it is only a sufficient
condition for equilibrium, not a necessary one.

Because the shape equation of membranes is more complicated and less well
studied than that of soap films, in the present section we will use a slightly different
method that is more amenable to numerical analysis. Specifically, we would prefer
to write the shape equation as a system of first order equations rather than one
higher order equation. These can then be solved easily using the Matlab routine
BVP4C4.

While it is always possible to represent a higher order differential equation as a
system of first order ones, some ways of doing so are better than others. We use
a method that leads to equations and boundary conditions that often have clear
physical interpretations; as a bonus, these equations are also (relatively) simple.
First, we write the energy per helical turn of the membrane in our parametrization,

E =

∫
dA

κ

2
(K −Ks)

2 =

∫ 2π

0

du

∫ L

0

dv
√
r2 + c2

κ

2
(K −Ks)

2

= 2π

∫ L

0

dv
√
r2 + c2

κ

2
(K −Ks)

2 , (3.81)

where L is the length of the generatrix, which is a priori unknown. By integrating
over u, we reduce the problem to that of a one dimensional Lagrangian system. To
our energy we add a system of Lagrange multipliers enforcing the relations of our
parametrization; these will allow us to treat r, ψ, and K as independent variables.
The augmented energy functional is given by

E = 2π

∫ L

0

dv

{
√
r2 + c2

κ

2
(K −Ks)

2 + fr(r
′ − sinψ) + fz

(
z̄′ − cosψ

√
r2 + c2

r

)

− λK
(
ψ′ − cosψ

r
+K

)}
, (3.82)

where z̄ is a placeholder variable used to represent the constraint in equation (3.75):
by enforcing the boundary conditions z̄(0) = 0 and z̄(L) = 2πc, equation (3.75) is
automatically satisfied.

The Lagrange multiplier fr fixes the relationship between r and ψ, providing the
first in our system of first order equations,

r′(v) = sinψ. (3.83)

Similarly, fz gives us the differential equation for z̄,

z̄′(v) = cosψ

√
r2 + c2

r
. (3.84)

4See the appendix for a demonstration of how we use BVP4C
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Figure 1: The geometry and mechanics of membranes with kinked (left)
and smooth (right) boundary conditions at the dynamin contact line are
significantly di↵erent. The blue circles represent idealized cross sections
of the dynamin protein, and the black curves represent cross sections of
the membrane.

1

Figure 3.8: The geometry and mechanics of membranes with kinked (left) and
smooth (right) boundary conditions at the dynamin contact line are significantly
different. The blue circles represent idealized cross sections of the dynamin pro-
tein, and the black curves represent cross sections of the membrane.

Lastly, λK fixes the definition of the extrinsic curvature, giving a differential equation
for ψ

ψ′(v) =
cosψ

r
−K. (3.85)

The other Euler-Lagrange equations of this system come from variations with
respect to r, z̄, and ψ. Varying with respect to z̄ gives

0
!
= δz̄E = 2π

∫
ds fzδz̄

′ = 2π

(
−
∫

ds f ′zδz̄ + [δz̄ fz]

)
, (3.86)

implying that fz is a constant. Since δz̄|0 = δz̄|L = 0, the boundary term vanishes
trivially. Varying with respect to K, we find an algebraic equation identifying λK ,

δKE = 2π

∫
dv δK

{
κ
√
r2 + c2(K −Ks)− λK

}
(3.87)

=⇒ λK = κ
√
r2 + c2(K −Ks). (3.88)

Varying with respect to ψ gives

δψE = 2π

∫
dv

{
δψ

(
−fr cosψ + fz sinψ

√
r2 + c2

r

)
− λKδψ′

}

= 2π

∫
dv

{
δψ

(
−fr cosψ + fz sinψ

√
r2 + c2

r
+ λ′K

)}
+ 2π [λKδψ]v=L

v=0

(3.89)

=⇒ λ′K = fr cosψ − fz sinψ

√
r2 + c2

r
, (3.90)
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where we have used integration by parts to reach the second line. The requirement
that the boundary term vanishes determines the membrane’s boundary conditions.
In this case, we can either fix ψ (so that δψ = 0), or we can require that λK = 0
(equivalently, that K = Ks) at the point where the generatrix meets the helical
support.

Which case is appropriate depends on the microscopic details of the dynamin-
membrane interaction. Dynamin binds to the membrane via its pleckstrin homology
(PH) domain, which has a small hydrophobic loop that inserts into the membrane
[ZCL+96, SBQ+96, RS08], sometimes characterized as a wedge[SBA+13, FEAS15,
RPL+09]. It is possible (though, perhaps unlikely, given that the loop is only a few
amino acids long [ALSP97]) that this insertion of the PH domain into the bilayer
disrupts the membrane bilayer’s integrity, allowing the creation of a kink. However,
since the PH domain does not penetrate very far into the membrane [RS08, RPL+09],
one might also suppose that the surface is smooth across the contact line. Our
geometric conception of these two possibilities at the level of continuum theory are
illustrated in figure 3.8.

In the smooth case, ψ is not free to take whatever value minimizes the bending
energy, but instead is fixed by the protein; we are therefore not free to vary it at
all, so δψ = 0 at the boundary, thereby guaranteeing in a different way that the
boundary term in equation (3.90) vanishes. The protein can impose any value for ψ
by applying a torque to the membrane. This has been discussed in the case of small
deformations in reference [FJK+16a]. In this thesis, we will assume that ψ = 0,
not only for simplicity, but also based on the apparent symmetry of the dynamin’s
structure [FPG+11, FJN11, SFH+14].

To our knowledge, there is no sufficiently high resolution data on the membrane-
dynamin interaction to resolve the question of whether kinked or smooth boundary
conditions are more appropriate. We will therefore present both cases. The impli-
cations of our results will turn out not to depend significantly on which boundary
conditions we use.

Lastly, the variation with respect to r gives

δrE = 2π

∫
dv

{
δr

(
−fz

c2

r2
√
r2 + c2

− λK
cosψ

r2

)
+ frδr

′
}

= 2π

∫
dv

{
δr

(
−fz

c2

r2
√
r2 + c2

− λK
cosψ

r2
− f ′r

)}
+ 2π [frδr]

v=L
v=0 (3.91)

=⇒ f ′r = −fz
c2

r2
√
r2 + c2

− λK
cosψ

r2
. (3.92)

To maintain contact with the helix, we require r|s=0 = r|s=L = R, so δr = 0 at the
contact line. If we wanted to allow the radius of the helix to vary, we would require
fr to vanish at the contact line.

These Euler-Lagrange equations make up a coupled set of first order equations
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Figure 3.9: Phase diagram for membranes with kinked boundary conditions.
Below the red line, there are CMC solutions to the shape equation, so m = 0,
while it is non-zero above the red line.

that are equivalent to the membrane shape equation,

r′ = sinψ (3.93a)

ψ′ =
cosψ

r
−K (3.93b)

z̄′ = cosψ

√
r2 + c2

r
(3.93c)

K ′ =
fr cosψ

κ
√
r2 + c2

− fz sinψ

κr
− K −Ks

r2 + c2
r sinψ (3.93d)

f ′z = 0 (3.93e)

f ′r = −fz
c2

r2
√
r2 + c2

− κ
√
r2 + c2(K −Ks)

cosψ

r2
. (3.93f)

As mentioned above, we solve these equations using the Matlab program BVP4C,
a relaxation routine well suited to solving boundary value problems of this sort.

Kinked boundary conditions

First, we consider the surfaces with kinked boundary conditions, so that K = Ks

at the dynamin contact line. This case will be ideal for comparison with Kozlov,
since he allows his surfaces to be kinked. Example solutions to the shape equation
are shown in figure 3.10. At low pitch, we indeed find that CMC surfaces are the
lowest energy solutions, agreeing with Kozlov’s result; we call this regime the CMC
region. These solutions of course have exactly zero bending energy. Recall that
these special surfaces in fact solve the soap film shape equation (3.79); thus, above
the critical pitch where soap films become unstable, solutions of this type no longer
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c = 0.26 c = 0.28 c = 0.30
Ks = 1/2 Ks = 1/2 Ks = 1/2

Figure 3.10: Example membrane configurations. The coloring indicates the local
scaled extrinsic curvature RK. The dynamin contact line is illustrated in black.

exist, and the membrane cannot have constant extrinsic curvature. However, we still
find solutions to the membrane shape equation (3.80). In that regime, the extrinsic
curvature K is not equal to Ks; in fact, it is not even constant. We call this regime
the non-CMC region.

To quantify a surface’s deviation from equation (3.79), we define the order pa-
rameter m = 〈R(K −Ks)〉, where 〈·〉 indicates averaging over the membrane. This
order parameter of course vanishes in the CMC region, but increases continuously
going into the non-CMC region, as shown in figure 5.17. This transition is precisely
the instability of the soap film equation: in the non-CMC region, there are no so-
lutions to equation (3.79), and so the membrane must go into a configuration with
non-zero energy. Examples of CMC and non-CMC surfaces are shown in figure 3.10.

From our numerical results, it appears that the transition from m = 0 to m > 0
occurs continuously, so that a small change in the parameters R, c, or Ks leads to a
small change in the surface. If the membrane underwent a discontinuous transition,
it would have to be temporarily out of equilibrium, potentially destabilizing the
membrane and leading to breakage. The transition we observe, however, can be
performed adiabatically, so that the membrane is always in equilibrium.

Of course, configurations with m 6= 0 will also have non-zero energy. The dy-
namin helix must therefore do work to deform the membrane out of the CMC region.
This energy can be provided by GTP hydrolysis.
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Smooth boundary conditions

We also solve equation (3.80) with boundary conditions requiring the surface to be
smooth at the contact line. Examples of such solutions are shown in figure 3.2.4. In
this case, the membrane only has constant mean curvature when RKs = 1, in which
case it is exactly cylindrical. That is, with these boundary conditions, solutions to
equation (3.79) are almost never solutions to equation (3.80). As a result, there is
no significant transition in the order parameter m, or in the shape of the surface.
Once again, small changes in the parameters R, c, and Ks seem to always lead
to small changes in the membrane’s shape, so that any change can be performed
adiabatically.

Furthermore, we find no set of parameters for which a solution does not exist.
Even at very large pitch-radius ratios c/R ∼ 10, our numerical solver is able to find
shapes satisfying the shape equation.

Conclusions

Using the full membrane shape equation, we have found that there are equilibrium
membrane configurations possessing helicoidal symmetry at all relevant values of the
pitch and spontaneous curvature. This is true whether one requires smooth surfaces
or allows kinks at the helical contact line.

As we have shown, Kozlov’s analysis of helicoidal membranes considered only a
subset of the solutions to the membrane shape equation, namely, CMC surfaces. The
omission of other solutions led to the conclusion that no solutions exist in a certain
regime. On the contrary, the membrane continuously transitions from a CMC state
to a non-CMC state as the helical pitch increases, the helical radius decreases, or
the membrane spontaneous curvature decreases. Non-CMC surfaces are of course
higher in energy than their counterparts, requiring the dynamin protein to do work
in order to drive the membrane across the transition from CMC to non-CMC.

Perhaps more importantly, the lower order equation considered by Kozlov per-
mits fewer boundary conditions. This makes it impossible to consider membranes
that are differentiable across the dynamin contact line. Using the higher order equa-
tion and applying these smooth boundary conditions we find that the membrane has
no instability or shape transition of any sort.

Although we have found that solutions to the shape equation exist for seemingly
any boundary conditions, we must point out that there is a stricter sense of the word
“stability” that one encounters primarily in the mathematical literature and which
we have not analyzed here. This meaning distinguishes local minima of the energy
functional, which are stable, from saddle points, which are unstable. To guarantee
our solutions’ stability in this sense requires the technically challenging framework
of the second variation, the functional analogue of the second derivative. In order to
evaluate the stability of a membrane configuration in this sense, one must calculate
the spectrum of eigenvalues of a differential operator for each solution of the shape
equation; this operator was calculated for membranes in references [ZCH89, CGS03].
For an example of such a calculation applied to helicoidal soap films, see reference
[BPA99].

If the membrane does not possess such an instability, the analysis presented here
suggests the Helfrich model cannot explain why the membrane undergoes fission.
This is not entirely surprising; after all, the Helfrich model only describes the mem-
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brane approximately, and is not guaranteed to be valid at length scales on the order
of a few nanometers. Higher order terms or internal degrees of freedom such as
tilt or membrane compressibility may be essential for understanding how dynamin’s
conformational change induces fission.
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c = 1/2 c = 1/2 c = 1/2 c = 1/2
Ks = −1.2 Ks = −0.6 Ks = 0.6 Ks = 1.2
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c = 1 c = 1 c = 1 c = 1
Ks = −1.2 Ks = −0.6 Ks = 0.6 Ks = 1.2

Figure 3.11: (Top) Example membrane configurations with smooth boundary
conditions c = 1/2. (Bottom) Example configurations with c = 1.
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Surface-bound elastic filaments:
theory

Now that we have the geometric tools available, we can begin to investigate the
elastic behavior of filaments. Before we attempt this study, though, we will first
need to review the theory of their mechanics more generally, which has a history
dating back to Galileo [Lev08]. We take a particular interest in the confinement of
elastic rods to curved surfaces, a problem with many applications to biology, but
also important in engineering. In particular, we seek to build a continuum model of
dynamin mediated membrane fission, to which we have already made a few references
in this thesis [SDS00a, MR13b, ABDC+16]. Another system that could be modeled
as a surface bound elastic rod is chromatin, which is assembled from chains of
DNA wrapping around small spheres called histones [OO74, FM86]. In fact, DNA’s
binding to histones differs from dynamin’s membrane binding in a mechanically
crucial way. This distinction between different types of surface binding will be
discussed in depth in this chapter. Outside of the biological realm, the elastic theory
of rods was applied to the buckling of drill strings inside a cylindrical hole [VdH01].
In comparison to the general elastic filament, the confined elastic filament is very
young: David Hilbert once famously (and incorrectly) assumed that surface-confined
elastic filaments lie along geodesics, creating a rare opportunity for mathematicians
and physicists with more conventionally human intellects to favorably pit theirs
against his [HCV52]. This very system was also studied more recently by Nickerson
and Manning in reference [NM88]. The formalism was significantly improved even
more recently by Guven and Vázquez-Montejo in references [GVM12, GVVM14]. In
particular, reference [GVVM14] discusses surface confined filaments fairly generally,
and overlaps to a large degree with section 4.3. We review their work here firstly
because many of their results will be needed in future chapters, but also because
this chapter will include an expansion upon their discoveries.

In many cases, the chemical details of polymers and proteins is indispensable for
understanding their functioning. For example, actin is not simply an inert rod in
the cell; it is constantly polymerizing and being actively pushed around by myosin
motors. Dynamin does not only bind to the membrane during endocytosis, but can
also bind to itself and to other proteins that can affect the membrane composition
[SWT+99]. However, the mechanics of these objects is as indispensable as their
chemistry. As we will see in this chapter and the next, a mechanical study of
surface bound elastic rods will provide us with insights that are often surprising,

62



Geometry, Mechanics, and Biology: Applications for Membranes and Filaments

Figure 4.1: Examples of filaments with rotating (top) and fixed (bottom) cross
sectional orientations.

non-trivial, and, most importantly, useful.

To begin, we will find the Euler-Lagrange equations of an elastic filament in
three dimensional Euclidean space in section 4.1. These calculations will illustrate
the basic mechanics of such rods, and introduce some of our methods of analysis.
Then we can consider confining the filament to a curved surface. The details of
this confinement are profoundly important. Namely, certain binding mechanisms
will constrain the orientation of the filament’s cross section relative to the surface
normal. In more mathematically language, the details of the binding mechanism
determine the relationship between the Darboux frame and the material frame. As
alluded to above, DNA binds to histones via electrostatic attraction. The attraction
between the oppositely charged DNA molecule and the histone is the same regardless
of the DNA’s orientation. On the other hand, dynamin binds to membranes via its
pleckstrin homology (PH) domain, and thus maintains a fixed material orientation
relative to the surface. Figure 4.1 illustrates the different constraints implied by
these mechanisms, showing one filament with a freely twisting cross section, and
one with a fixed cross section. It is a theory of surface confinement with fixed
cross sections that was developed in reference [GVVM14]. Our contribution is to
generalize their results to include filaments with freely twisting cross sections. We
will first discuss confinement of filaments with free cross sections in section 4.2, and
then review the results of Guven et al. in section 4.3. This sequence of presentation
is of course ahistorical, but we believe it will be clearer than the alternative.
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4.1 Unconfined filament

4.1.1 Bernoulli-Euler rod

Let us begin with an analysis of the simplest model of an elastic filament, the
Bernoulli-Euler rod,

EBE =

∫
ds α

κ2

2
. (4.1)

We parametrize the filament by the function Y (s) (where s is assumed to be arc-
length). Following references [GVM12, GVVM14], we will add Lagrange multiplier
terms to this energy functional defining the tangent vector and material curvatures,
and ensuring the orthogonality of the material frame vectors. These will allow us
to treat the various quantities in the energy functional as independent, making the
process of finding the Euler-Lagrange equation for the filament much easier. As we
will see, the filament is in equilibrium when the forces on it are balanced at every
point. This physical condition must be expressed in terms of the geometry of the
filament in order for the Euler-Lagrange equation to meaningfully describe the shape
of the filament.

With the Langrange multipliers, the energy functional becomes

EBE =

∫ L

0

ds

{
α

2
T ′2 + F · (T − Y ′) +

Λ

2
(T 2 − 1)

}
. (4.2)

The multiplier F enforces the definition of T , and the multiplier Λ ensures that T
is a unit vector (or, equivalently, that s is arc-length). Varying with respect to Y ,
we find

δY EBE =

∫ L

0

dsF ′ · δY − [F · δY ]L0 , (4.3)

implying that, in equilibrium,

F ′ = 0. (4.4)

Thus, the vector F is conserved along the filament. In fact, it is the constant as-
sociated with translational invariance. The boundary conditions require that either
δY = 0 or F = 0 at the endpoints. Varying with respect to T gives

δTEBE =

∫ L

0

ds (−αT ′′ + F + ΛT ) · δT + α [κN · δT ]L0 . (4.5)

In equilibrium, we therefore get

F = αT ′′ − ΛT = −(ακ2 + Λ)T + ακ′N + ακτB, (4.6)

where we have used the Frenet equations (2.6) to evaluate T ′′. The vanishing of
the boundary term requires that either the tangent vector is either clamped fixed,
δT = 0, or free to vary, in which case κ = 0.

Together, equations (4.4) and (4.6) give the Euler-Lagrange equations for the
filament. However, the function Λ is still unknown. To find a meaningful equilibrium

64 Geometry, Mechanics, and Biology



Geometry, Mechanics, and Biology: Applications for Membranes and Filaments

condition, we must find Λ in terms of the geometry of the filament, e.g. in terms
of κ and τ . Let us label the components of F in the Frenet-Serret basis as F =
FTT + FNN + FBB. Then the tangential projection of equation (4.4) gives

0 = F ′ · T = (F · T )′ − F · T ′ = −3ακκ′ − Λ′, (4.7)

where we have used the Frenet-Serret equations (2.6) to evaluate T ′ = κN . This
can be integrated to obtain Λ(s),

Λ = −3

2
ακ2 +H, (4.8)

where H is a constant of integration. This quantity is analogous to the surface
tension σ of a surface; just as σ can serve as a Lagrange multiplier fixing the area
of the surface, it turns out that H controls the length of the filament.

We could also have obtained this equation by noting that the integrand in equa-
tion (4.2) does not depend explicitly on s. We can consider equation (4.2) as a La-
grangian system with arc-length s playing the role of time. But a time-independent
Lagrangian implies that the system’s Hamiltonian must be conserved [GPS02]. Sim-
ilarly, we will in fact show that H is the constant of motion associated with arc-
length-independence!

To see this explicitly, recall that for a Lagrangian system with coordinates qi,
the Hamiltonian is given by the Legendre transform of the Lagrangian, that is

q′ipi − L = H, (4.9)

where the pi = ∂L/∂q′i are called the “canonical momenta” conjugate to coordinates
qi. The energy density plays the role of the Lagrangian L. In this case, “coordinates”
are Y and T , with conjugate momenta

P Y =
∂L
∂Y ′

= −F (4.10)

P T =
∂L
∂T ′

= ακN . (4.11)

The Hamiltonian is therefore

H = P Y · Y ′ + P T · T ′ − L
= −FT + ακ2 − α

2
κ2

= ακ2 + Λ +
α

2
κ2

=
3α

2
κ2 + Λ, (4.12)

which agrees with equation (4.8).
The normal and binormal projections of equation (4.4) can now be written as

F ′ ·N = α

[
κ′′ + κ

(
κ2

2
− τ 2 −H

)]
= 0 (4.13a)

F ′ ·B = α [2κ′τ + κτ ′] = α
(κ2τ)′

κ
= 0. (4.13b)
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These conditions describe the equilibrium of the filament.
How can we interpret these equations physically? One informative picture emerges

from considering a uniform translation of the filament. Let us therefore displace the
filament by a constant δY = a, leaving the tangent vector unchanged δT = 0.
During this displacement, we imagine the bulk of the filament to be in equilibrium,
though the ends may be clamped or held in some way. As a result of the displace-
ment, the energy changes by

δEBE =

∫ L

0

dsF ′ · a− [F · a]L0 = −a · [F ]L0 . (4.14)

Since the change in energy is minus the displacement a times the force, we identify

[F ]L0 =

∫ L

0

dsF ′ (4.15)

as the force on the filament.
The fact that F ′ is the force per unit length on the filament also offers an

explanation for F itself. Just as equilibrium for a surface is achieved when the
divergence of the stress vanishes, equilibrium for the filament is defined by the
derivative of F vanishing. We therefore conclude that F is the stress in the filament:
if we make a cut across the filament at point s, then F (s) is the force we will have
to apply to keep the filament in the same configuration. This also suggests an
interpretation for H, which appears as a constant in the tangential component of
the stress tensor. This behavior is reminiscent of the surface tension σ in a surface.
We conclude that H represents a constant isotropic tension in the filament: when
H > 0, the filament is under tension, and when H < 0, it is under compression.

A similar calculation can identify the torque on the filament. Consider perform-
ing a constant rotation by an amount θ about an axis w, so that δY = θw × Y
and δT = θw×T . Assuming the filament is in equilibrium, the resulting change in
energy is

δEBE = [−F · (θw × Y ) + ακN · (w × T )]L0 = −θw · [Y × F − ακB]L0 . (4.16)

This identifies the quantity in brackets,

M = Y × F − ακB (4.17)

as the moment of the filament. As F describes the force necessary the hold the
filament in place after cutting it, M describes the torque necessary to do so. The
first term is the torque due to external stresses, i.e. F . The second term S = −ακB
is known as the bending moment of the filament. Because the filament only bends
about the B axis, S only has components in the B direction.

Consider the derivative of the moment M ′. Using equation (4.4), this is given
by

M ′ = T × F + Y × F ′ − α(κB)′

= ακ′B − ακτN − ακ′B + ακτN = 0. (4.18)

Thus the momentM is the conserved quantity associated with rotational symmetry.
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4.1.2 General rod

As we discussed in Chapter 2, the energy of the Bernoulli-Euler rod can be aug-
mented in a number of ways to make it more realistic. Namely, we could consider
anisotropy between different types of bending, include penalties for twist, and al-
low for the possibility of spontaneous curvature. Including these quantities will not
change the physical meaning of the Euler-Lagrange equations; it will only change
their appearance.

Let us consider a filament whose energy density is defined by an arbitrary func-
tion E(κ1, κ2, κt), which depends only on the material curvatures and the twist of
the rod,

E =

∫ L

0

ds E(κ1, κ2, κt). (4.19)

The energy density E could take a large variety of forms, such as that in the Kirchhoff
model of the elastic rod (see equation (2.17)). Again, we will use Guven’s method
[GVM12, GVVM14] and add a system of Lagrange multipliers to the energy func-
tional. However, this time, we will need additional Lagrange multipliers to enforce
the orthonormality of every vector in the material frame and to define the material
curvatures and twist in terms of the material frame. The final energy functional is
given by

E =

∫ L

0

ds

{
E(κ1, κ2, t) + F · (T − Y ′(s))+

1

2
γij(f i · f j − δij) +

1

2
Γij
(
f ′i(s) · f j −Mij

)}
, (4.20)

where the f i are the basis vectors of the material frame with f 1 = m1, f 2 =
m2, f 3 = T and Mij are the components of the material frame connection matrix1,
given by

M =

 0 κt −κ1

−κt 0 −κ2

κ1 κ2 0

 . (4.21)

Because the constraint enforce by γij is symmetric in the indices i and j, we assume
without loss of generality that γij is symmetric. Similarly, we assume that Γij is
antisymmetric.

In this case, the stress F will not be given by equation (4.6). Instead, we must
calculate the appropriate stress function for the new energy density. However, as in
the case of the Bernoulli-Euler rod, we see immediately by varying with respect to
Y that

F ′ = 0. (4.22)

Thus we should still expect that the force at each point on the filament vanishes.

1In this section, we will mostly not bother with distinguishing between covariant and contravari-
ant indices. This is because all the indices here are in a orthonormal cartesian basis, where the
metric is simply gij = δij . There is therefore no difference between the two types of indices.
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Because we have enforced their definition through Lagrange multipliers, we can
also vary with respect to the curvatures of the filament independently. We find

0 =
∂E
∂κ1

+ Γ13 (4.23a)

0 =
∂E
∂κ2

+ Γ23 (4.23b)

0 =
∂E
∂t
− Γ12, (4.23c)

and therefore that

Γ =

 0 Ft −F1

−Ft 0 −F2

F1 F2 0

 , (4.24)

where Fi = ∂E/∂κi for i = 1, 2 and Ft = ∂E/∂t.
Lastly, we vary with respect to the f i to find

0 = Fjδi3 + γij −
(

1

2
Γ′ij + ΓikMkj

)
. (4.25)

The unusual term δi3 arrises because the Fj term only appears when varying with
respect to T = f 3. Using our assumption that γij is symmetric, we can eliminate
the γij term by antisymmetrizing in i and j,

0 = Fjδi3 − Fiδj3 − Γ′ij − ΓikMkj + ΓjkMki. (4.26)

Taking i = 3, j = 1 in equation (4.26), we find

F1 = F ′1 −F2κt + Ftκ2. (4.27)

Taking i = 3, j = 2, we find

F2 = F ′2 + F1κt −Ftκ1. (4.28)

Lastly, we take i = 1, j = 2, leading to

F ′t = F1κ2 −F2κ1. (4.29)

This last equation actually has very different information content from the two
preceding it. In fact, it provides the Euler-Lagrange equation for the cross section of
the filament! For example, using the Kirchhoff energy functional with spontaneous
curvature defined in equation (2.23), it becomes

βκ′t(s) = −α2(κ2 − c2)κ1 + α1(κ1 − c1)κ2. (4.30)

In the isotropic rod case c1 = c2 = 0, α1 = α2, and equation (4.29) reduces to

κ′t(s) = 0. (4.31)

For the Bernoulli-Euler rod, Ft vanishes, so equation (4.29) is satisfied trivially.
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The only physically significant quantity we have not determined is FT . As for the
Bernoulli-Euler rod, we cannot algebraically solve the above equations simultane-
ously for FT and γ33, where γ33 plays the role that Λ did for the Bernoulli-Euler rod.
However, we can again exploit that fact that the energy density does not depend
explicitly on s to find FT up to an additive constant H. In this case, the functions
Y and f i have conjugate momenta given by

P Y = −F (4.32)

P f i =
1

2
Γijf j. (4.33)

The Hamiltonian is therefore given by

H = −F · Y ′ + 1

2
Γijf j · f ′i − E

= −FT +
1

2
Γijf j · (Mikfk)− E

= −FT +
1

2
ΓijMij − E .

=⇒ FT = κ1F1 + κ2F2 + κtFt − E −H. (4.34)

We now have the ingredients to write (4.22) explicitly. The tangential component
is satisfied trivially:

F ′ · T =(F · T )′ − F · T ′
=(κ1F1 + κ2F2 + κtFt − E −H)′ − κ1(F ′1 −F2κt + Ftκ2)− κ2(F ′2 + F1κt −Ftκ1)

=κ′1F1 + κ′2F2 + κ′tFt + κ1F ′1 + κ2F ′2 + κtF ′t − κ′i
∂E
∂κi
− κt

∂E
∂κt

− κ1F ′1 − κ2F2 − κt(κ2F1 − κ2F2) = 0, (4.35)

where we have used the definition of the Fi to eliminate the κ′i terms, and equation
(4.29) to eliminate the F ′t term. The projections onto m1 and m2 give, respectively,

F ′ ·m1 =F ′2 + κ1FT − κtF3

=F ′′1 −F ′2κt −F2t
′ + F ′tκ2 + Ftκ

′
2+

κ1 (κ1F1 + κ2F2 + κtFt − E −H)− κt (F ′2 + F1κt −Ftκ1) (4.36)

F ′ ·m2 =F ′3 + κ2FT + κtF2

=F ′′2 + F ′1κt + F1t
′ −F ′tκ1 −Ftκ

′
1+

κ2 (κ1F1 + κ2F2 + κtFt − E −H) + κt (F ′1 −F2κt + Ftκ2) . (4.37)

We have already remarked that, as the conserved quantity associated with trans-
lation invariance, F still defines the stress in the filament. We can again find the
moment M by considering a uniform rotation of the filament by an angle θ about
the w axis. Then, the changes in the position Y and material frame elements f i
are given by δY = θw × Y and δf i = θw × f i. The resulting change in energy,
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δua

δT

Figure 4.2: The blue bars represent a surface-confined filament before and after
a small translation δua. The surface confinement couples the translation with
rotation δT of the filament’s tangent vector.

assuming the filament is in equilibrium, is

δE =

[
−F · (θw × Y ) +

1

2
Γijf j · (θw × f i)

]L
0

= −θw ·
[
Y × F +

1

2
Γijf i × f j

]L
0

= −θw ·
[
Y × F +

1

2
Γijεijkfk

]L
0

(4.38)

=⇒ M = Y × F +
1

2
Γijεijkfk. (4.39)

The term in the moment due to external stresses Y ×F is unchanged in form. The
bending moment of the rod, though, is now given by

S =
1

2
Γijεijkfk = −F2m1 + F1m2 + FtT , (4.40)

which, we note, is very similar in form to the angular velocity vector ω given in
equation (2.12). For the Bernoulli-Euler rod, the structure of F and S guaranteed
that M ′ = 0; it simply turned out to be an identity. In this case, that is only
true for the components of M ′ that are perpendicular to the rod. The tangential
projection of M ′, though, contains additional physical information: it is identically
equation (4.29)! Thus equation (4.29) tells us that the rod’s material cross section
is relaxed when the torque about the tangent vector is conserved.

4.2 Surface confinement with free cross section

As we confine the filament to a surface, much of the physics remains unchanged.
The Lagrange multiplier F which defines the tangent vector will still represent the
stress in the filament. The equilibrium conditions are still determined by force and
torque balance. However, except in special cases, confinement to a surface breaks
the translational and rotational symmetries that were present before. As a result,
the stress F and torque M are no longer conserved. Surface confinement will
also couple certain variables that were independent before: whereas translation and
bending are unrelated when the filament is free, translation along a surface may put
the filament in a region where the surface is itself more strongly curved, necessitating
increased bending in the filament (see figure 4.2). In particular, this coupling makes
the evaluation of boundary conditions much subtler.
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We describe the surface by X(u1, u2), where the ua are generic surface coor-
dinates. Because the filament is confined to the surface, is also has a natural
parametrization as a surface curve ua(s), embedded in space as X(u1(s), u2(s)).
We therefore add an additional Lagrange multiplier λ to our previous energy func-
tional, identifying the surface curve ua(s) and the space curve Y (s). This leads
to

E =

∫ L

0

ds

{
E(κ1, κ2, κt) + F · (T − Y ′(s)) + λ · (X(u1(s), u2(s)− Y )

+
1

2
γij(f i · f j − δij) +

1

2
Γij
(
f ′i(s) · f j −Mij

)}
, (4.41)

where E is again a generic energy density depending only on the material curvatures
and twist. Note that if the energy does not depend on twist, it is still important to
distinguish whether the cross section is free or fixed, because the energy may not be
symmetric in the two material curvatures κ1 and κ2.

The stress F is still determined by variation with respect to the f i, and has
the same form it did in the absence of surface confinement. Similarly, the analysis
leading to equations (4.24), (4.34) and (4.29) still holds. Thus Γ and F take the
same form they did for the unconfined filament, and we still find that

F ′t = F1κ2 −F2κ1, (4.42)

providing the Euler-Lagrange equation for the filament’s cross section. However, F
is apparently no longer conserved. Now, the variation with respect to Y gives

δY E =

∫
ds (−F · δY ′ − λ · δY )

=

∫
ds (F ′ − λ) · δY − [F · δY ]L0

=⇒ F ′ = λ. (4.43)

Thus the surface must exert a force on the filament to maintain confinement. From
Newton’s third law, we therefore conclude that the filament exerts an opposing
force in equilibrium. This is the mechanism by which filaments are able to deform
surfaces. Varying with respect to the coordinates of the surface curve ua(s) leads to

δuaE =

∫
ds (λ · ∂aXδua)

=⇒ λ · ea = 0 (4.44)

where ea = ∂aX are the surface tangent vectors. Together, equations (4.43) and
(4.44) imply that

F ′ = λ = λn, (4.45)

where n is the surface unit normal vector, and λ is the normal component of the
force density. Equation (4.45) implies that the force on the filament is entirely per-
pendicular to the surface. Whereas for the unconfined filament equilibrium required
that all forces on the filament vanish, in this case, only the forces that are in the
tangent plane of the surface must vanish.
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Since the Lagrange multipliers take the same form they did for the unconfined
filament, most of our work is done. What remains is to write the Euler-Lagrange
equation for the filament’s centerline explicitly in terms of geometry. To do so,
we must consider the projections of F ′ onto the Darboux frame, rather than the
material frame. In the Darboux basis, we see

F ′ = (F ′ada + Fad
′
a) = (F ′ada + FaDabdb) = (F ′a −DabFb)da, (4.46)

where di are the basis vectors of the Darboux frame, so that d1 = n, d2 = L, d3 =
T , and Dab are the components of the Darboux matrix

D =

 0 τg −κn

−τg 0 −κg

κn κg 0

 . (4.47)

Thus the Darboux frame components of the stress F must satisfy

F ′N + κnFT − τgFL = λ (4.48a)

F ′L + κgFT + τgFN = 0. (4.48b)

F ′T − κnFN − κgFL = 0 (4.48c)

The condition (4.48c) will turn out to be trivial; it is identically satisfied given
the form of F . Equation (4.48a) will give an explicit form for the force on the
filament, and equation (4.48b) will be the Euler-Lagrange equation for the filament’s
centerline.

To calculate the transverse force density of equation (4.48b), we must write out
the basis vectors n and L in terms of the material frame. Using the change of basis
formulas

n = cosφf 1 + sinφf 2 (4.49a)

L = − sinφf 1 + cosφf 2, (4.49b)

we can write the curvatures, the Fi, and the components of F as

κn = T ′ · n = cosφκ1 + sinφκ2 (4.50a)

κg = T ′ ·L = − sinφκ1 + cosφκ2 (4.50b)

Fn =
∂E
∂κn

= cosφF1 + sinφF2 (4.50c)

Fg =
∂E
∂κg

= − sinφF1 + cosφF2 (4.50d)

FT = κ1F1 + κ2F2 + κtFt − E −H
= κgFg + κnFn + κtFt − E −H (4.50e)

FN = cosφF1 + sinφF1 = F ′n + κgFt − (φ′ + t)Fg (4.50f)

FL = − sinφF1 + cosφF2 = F ′g − κnFt + (φ′ + t)Fn. (4.50g)

We can simplify this by noting that

τg = n′ ·L = φ′ + f ′1 · f 2 cos2 φ− f ′2 · f 1 sin2 φ = φ′ + t. (4.51)
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Finally, we can write equations (4.48a) and (4.48b) explicitly as

λ =F ′′n + κgF ′t − τgF ′g + κ′gFt − τ ′gFg

+ κn(κgFg + κnFn + κtFt − E −H)

− τg(F ′g − κnFt + τgFn) (4.52)

0 =F ′′g − κ′nFt + τ ′gFn − κnF ′t + τgF ′n
+ κg(κgFg + κnFn + κtFt − E −H)

+ τg(F ′n + κgFt − τgFg) (4.53)

Combined with equation (4.29), we now have a complete set of differential equations
describing the centerline and internal degrees of freedom of the filament. However,
we do not know what boundary conditions are appropriate. This calculation will
prove surprisingly subtle.

4.2.1 Boundary conditions

As we alluded to in the previous section, the calculation of boundary conditions is
much more complicated for the confined filament. Specifically, this is because the
δf i are no longer truly independent from δY : translations along the surface can
create changes in the filament’s material frame.

Each use of integration by parts leads in the calculation of the Euler-Lagrange
equations leads to a boundary term, i.e. a term that is evaluated at the endpoints
of the filament. The total boundary term, also called the Noether current, left over
from all of our variations is

Q = −F · δY +
1

2
Γijδf i · f j. (4.54)

In equilibrium, Q of course must vanish. But because δY and δf i are not linearly
independent, we cannot determine the appropriate conditions when Q is in this
form. After writing down Q in terms properly independent fields, we will be able to
choose physical boundary conditions.

We need a total of three independent variation fields: two fields to vary the
position of the filament on the surface, Φ and Ψ, and one to vary the orientation of
the filament’s cross section relative to the Darboux frame, δφ. We begin by writing
the variation δY in terms of tangential and transverse variation fields

δY = ΦT + ΨL. (4.55)

We can immediately see how this variation induces changes in T = f 3 by dif-
ferentiating δY . Because the variation and the arc-length derivative commute, we
see

δT = δY ′ = (κnΦ− τgΨ)n+ (Ψ′ + κgΦ)L+ (Φ′ − κgΨ)T . (4.56)

However, the magnitude of T must be preserved by the variation. This implies that
δ(T · T ) = 2T · δT = 0, leading to a constraint on the variation fields

Φ′ = κgΨ, (4.57)

so that
δT = (κnΦ− τgΨ)n+ (Ψ′ + κgΦ)L. (4.58)
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Rather than determine the variations of the material frame basis vectors directly,
we will first calculate the variations of the Darboux frame basis vectors. For the
surface normal, we have

δn =
∂n

∂ua
δua = −Kb

aebδu
a, (4.59)

where Kab is the extrinsic curvature tensor of the surface, and we have used the
Weingarten equation (2.49), ∂an = −Kb

aeb. We can write δua in terms of Φ and Ψ
as

δua = δY · ea = Φta + Ψla, (4.60)

where ta and la are the components of T and L in the ea basis. Because T and
L form a complete basis for the tangent plane to the surface, we can also write
eb = tbT + lbL. Thus we find

δn = −Kb
a(tbT + lbL)(Φta + Ψla)

= −TKab

(
tatbΦ + latbΨ

)
−LKab

(
talbΦ + lalbΨ

)
= T (−κnΦ + τgΨ) +L(τgΦ− (K − κn)Ψ), (4.61)

where K is the mean curvature of the surface. In the last line we have used the
identities (2.52), (2.53) and the fact that Kabl

alb = K⊥ = K − κn.
The fact that the basis vectors are orthogonal provides a set of identities which

allows us to determine δL from δT and δn:

δ(n ·L) = δn ·L+ n · δL = 0 (4.62a)

δ(T ·L) = δT ·L+ T · δL = 0, (4.62b)

so that

δL = −T (δT ·L)− n(δn ·L) = −T (Ψ′ + κgΦ) + n(−τgΦ + (K − κn)Ψ). (4.63)

Combining equations (4.49a) and (4.49b), we can write f 1 and f 2 in the Darboux
basis,

f 1 = cosφn− sinφL, (4.64a)

f 2 = sinφn+ cosφL, (4.64b)

leading to

δf 1 · f 2 = −δφ+ cos2 φδn ·L− sin2 φδL · n
= −δφ+ τgΦ− (K − κn)Ψ. (4.65)

We now have all the ingredients to express equation (4.54) in terms of properly
distinct variation fields. We find

Q = Φ(−FT + Fnκn + Ftτg) + Ψ(−FL + Fgκg + Ft(K − κn)−Fnτg) + Ψ′Fg − δφFt

= Φ(−Fgκg +H + E)−Ψ(F ′g −Fgκg + Ft(K − 2κn) + 2Fnτg) + Ψ′Fg − δφFt.

(4.66)

The possible range of boundary conditions is summarized in table 4.1.
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Φ = 0 Tangential coordinate fixed −Fgκg +H + E = 0
Ψ = 0 Transverse coordinate fixed F ′g −Fgκg + Ft(K − 2κn) + 2Fnτg = 0
Ψ′ = 0 Tangent vector fixed Fg = 0
δφ = 0 Cross section fixed Ft = 0
δL = 0 Total length fixed H = 0

Table 4.1: At each endpoint (s = 0 and s = L), one boundary condition must
be chosen from every row.

Consider a filament with completely free endpoints. That is, the location of
the endpoints, the direction the filament is pointing, and the orientation of the
filament’s cross section are all unconstrained. This implies that Φ, Ψ, Ψ′, and δφ
are all arbitrary. Thus, in order for the boundary term to vanish, the coefficients on
the variation fields must be zero, so that

H + E|endpoints = 0 (4.67a)

F ′g + 2Fnτg = 0 (4.67b)

Fg = 0 (4.67c)

Ft = 0. (4.67d)

The last two of these has a natural physical interpretation in terms of the bending
moment S. Because Fg is the component of the bending moment S along the
normal vector n, the tangent T is free to rotate about the normal when it vanishes.
Because Ft is the component of S along the tangent vector T , the cross section is
free to rotate about T when it vanishes.

Equation (4.66) offers an opportunity make a few useful interpretations. First,
Φ is the field corresponding to moving the endpoint of the filament along its tangent
vector. We therefore see that the cost of moving the end of the filament along itself
is H + E . The field Ψ′ corresponds to varying the direction of the tangent vector
within the tangent plane of the surface; therefore Fg is the torque associated with
that rotation. Lastly, because it couples directly to δφ, we identify Ft as the torque
associated with rotating the filament’s cross section.

Length variation

In many biological systems, including dynamin, the filaments we are interested in
actually freely polymerize on the surface of interest. This contrasts from the descrip-
tion we have given above, in which the length of the polymer is fixed. We should
therefore consider L as a variable that can be varied just like the filament’s overall
configuration, effectively changing from the fixed L ensemble to a fixed chemical po-
tential ensemble. Variations that change the overall interval of the arc-length s (or,
in a classical mechanical Lagrangian system, the time t) are called ∆-variations; we
follow the discussion presented in Goldstein’s Classical Mechanics textbook [GPS02].

We consider a variation as in the above section, with Y 7→ Y + δY , f i 7→
f i + δf i, but with the additional variation L 7→ L+ δL. Assuming that the Euler-
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Lagrange conditions hold, the change in energy is

δE =

∫ L+δL

0

ds E −
∫ L

0

ds E

= δL E|s=L +

[
−F · δY +

1

2
Γijδf i · f j

]
s=L

. (4.68)

The terms δY and δf i are evaluated at the original arc-length endpoints of the
filament. But we need the variations at the new endpoints; we call these variation
fields ∆Y and ∆f i. To find these variations, we must include the change in the
coordinates induced by the extension of the filament

∆Y = δY + δL Y ′ = δY + T δL (4.69)

∆f i = δf i + δL f ′i = δf i +Mijf jδL. (4.70)

Inserting this into our expression for the total change in energy, we see

δE = −F ·∆Y +
1

2
Γij∆f i · f j − δL

(
−E − F · T +

1

2
ΓijMij

)
. (4.71)

The first two terms in this equation are analogous to the boundary terms considered
above in this section. The term in parentheses represents the cost of additional
polymerization: it is identically the Hamiltonian calculated in (4.34)! If we want
the filament to be in equilibrium with respect to overall changes in its length, we
therefore must require that the Hamiltonian vanish. Thus, for filaments with variable
length, the boundary conditions calculated above must be augmented to include

H = 0. (4.72)

We can also consider adding a term to the energy

EL = −
∫ L

0

ds µ, (4.73)

where µ is a constant force driving polymerization of the filament onto the surface.
Because it is a constant, it changes none of the Euler-Lagrange equations; however,
it changes the boundary conditions in that the Hamiltonian should satisfy H = −µ
rather than vanishing.

4.3 Surface confinement with fixed cross section

What if the material frame of the filament is constrained to make a fixed angle with
the surface? As we discussed above, this would be the case if the filament’s binding
to the surface is localized to one “sticky side” of the filament, for instance in the
PH domain of dynamin. An illustration of this idea is shown in figure 4.3.

In general, the cross sectional orientation relative to the surface is a third source
of anisotropy for the filament (in addition to the eigenvectors of the inertia tensor and
the direction of the spontaneous curvature). In general, these symmetry breaking
effects need not align, so that a filament whose energy functional is diagonal in the
material frame may not be so in the Darboux frame.
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δua

δn

Figure 4.3: The blue polygons represent material cross-sections of a surface
confined filament before and after a small translation δua. After the translation,
a rotation of the material frame by δn is necessary.

We assume that the constraint fixes the angle φ between the material and Dar-
boux frames to a constant value along the entire filament. Then, the material
curvatures are given by

κ1 = κn cosφ− κg sinφ (4.74)

κ2 = κn sinφ+ κg cosφ (4.75)

κt = τg. (4.76)

Only in the special case when φ = 0 are the material curvatures equivalent to their
Darboux analogues. However, recall that the material frame can be chosen however
we like: the only reason to make any particular selection is so as to diagonalize the
inertia tensor Iij. But since we write the energy density as an unspecified function of
the material curvatures in twist in this section, we are free to redefine the material
frame by rotating it by a constant φ. Then, we can identify one component of the
material frame, say m1, with the surface normal vector n.

Regardless of what value it takes, when the angle φ is constant, the material
curvatures κ1 and κ2 can be written as functions of the Darboux curvatures. We can
therefore write the energy density E as depending only on the Darboux curvatures.
To enforce the constraint, we amend the energy in equation (4.41) with a term
ensuring that the material frame vector m1 points along the surface normal vector
n. The energy becomes

E =

∫ L

0

ds

{
E(κn, κg, τg) + F · (T − Y ′(s)) + λ · (X(u1(s), u2(s)− Y )

−m
(
f 1(s)− n(u1(s), u2(s))

)
+

1

2
Λij(di · dj − δij) +

1

2
∆ij

(
d′i(s) · f j −Dij

)}
,

(4.77)

where the f i are the basis vectors of the material frame, and Dij are the components
of the Darboux matrix, given in equation (4.47). After the identification with the
Darboux frame, the material frame vectors become f 1 = n, f 2 = L, f 3 = T .
Because the constraints they enforce possess these symmetries, we assume without
loss of generality that ∆ij is antisymmetric and that Λij is symmetric. Note that m
has three components, but really only constrains two degrees of freedom: the fact
that n is a unit vector is enforced elsewhere.

Varying with respect to Y , we again find that

F ′ = λ. (4.78)
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However, varying with respect to ua gives a significantly different result because of
the n term:

λ · ea +Kb
am · eb = λa +Kb

amb = 0, (4.79)

where we have again used the Weingarten equations (2.49) to rewrite ∂an = Kb
aeb.

In this case, we see that the local force applied to the filament is not purely along
the surface normal. It also has components in the surface’s tangent plane. In light
of our physical interpretation of the Euler-Lagrange equation for the filament with
a free cross section, this seems strange. We might expect that the transverse force
on the filament should still vanish at every point. The reason it does not is that by
fixing the cross section relative to the surface normal, we have coupled translations
of the filament to rotations of its cross section. Thus the force on the filament can
now be balanced by the filament’s bending moment.

Although λ now has components tangential to the surface, the component along
the tangent to the filament, λ·T , still must vanish because the energy density remains
arc-length-independent. The vanishing of λ · T is equivalent to the conservation of
the Hamiltonian H. Projecting equation (4.79) onto the tangent vector,

λT = taλa = −taKb
am · eb = 0. (4.80)

We can then insert m = mTT +mNN +mLL, leading to

− taKab(mTκ
b
t +mLl

b) = −κnmT + τgmL = 0, (4.81)

where we again used the identities in equations (2.52) and (2.53).
The transverse projection of the external force gives

λL = laλa = −Kab(mT l
atb +mLl

alb)

= (τ 2
g − κn(K − κn))

mL

κn

, (4.82)

where we have again used the identities (2.52) and (2.53). We can simplify this
further using the following identity for the surface’s Gaussian curvature KG,

KG = κn(K − κn)− τ 2
g , (4.83)

which follows from writing Kab in the ta and la basis and evaluating the determinant.
Therefore, the Euler-Lagrange equation in the fixed cross section case is given by

F ′ ·L = −KGmL

κn

. (4.84)

In the free cross section case, the transverse force on the filament λL had to vanish.
Here, it is not zero, but instead is balanced by a torque mL, with lever arm κn/KG.

The procedure for determining the Lagrange multipliers is very similar to that
of the previous sections. We simply need to obtain the components of F and m
in the Darboux frame basis. Varying with respect to the curvatures and geodesic
torsion, we find

0 =
∂E
∂κn

+ ∆13 (4.85)

0 =
∂E
∂κg

+ ∆23 (4.86)

0 =
∂E
∂τg

−∆12. (4.87)
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implying

∆ =

 0 Ft −Fn

−Ft 0 −Fg

Fn Fg 0

 , (4.88)

where Fn = ∂E/∂κn, Fg = ∂E/∂κg and Ft = ∂E/∂τg. Varying with respect to the
material frame basis vectors f i, we find

0 = mjδi1 + Fjδi3 + Λij −
(

1

2
∆′ij + ∆ikDkj

)
. (4.89)

As in section 4.1.2, the unusual terms δi1 and δi3 emerge from the fact that m
and F only couple to f 1 and f 3, respectively. Again, we consider the individual
components of this 3 × 3 matrix equation, as we did solving equation (4.25). We
find that

mL = F ′t − κgFn + κnFg (4.90)

FN = F ′n + κgFt +
τg

κn

(F ′t − κgFn) (4.91)

FL = F ′g + τgFn − κnFt. (4.92)

Interestingly, it is not possible to solve these equations for mN . This is a consequence
of using a three-dimensional Lagrange multiplier to constrain two degrees of freedom,
as discussed above. However, mN does not appear in the Euler-Lagrange equations
or boundary conditions, and therefore physically irrelevant.

It is also interesting to compare equation (4.90) with equation (4.29). After
expressing equation (4.29) in the Darboux frame basis, it turns out that the Lagrange
multiplier mL = S′ · T = 0 is the condition for the filament’s cross section to be
relaxed! We can therefore interpret mL as the local torque per unit length due to
twisting the filament about its axis.

We again find FT through the filament’s Hamiltonian. In this case,

FT = κgFg + κnFn + τgFt − E −H. (4.93)

Note that the tangential components of the stress FT and FL are not altered by
constraining the filament’s cross section. This will be useful in our discussion of
boundary conditions. We now have all the ingredients necessary to express the
Euler-Lagrange equations in terms of geometric quantities:

−KG

κn

(F ′t −Fnκg + Fgκn) =F ′′g − κ′nFt + τ ′gFn − κnF ′t + τgF ′n
+ κg(κgFg + κnFn + τgFt − E −H)

+ τg(F ′n + Ftκg +
τg

κn

(F ′t − κgFn)). (4.94)

The normal component of the force on the filament is given by

λN =

(
F ′n + κgFt +

τg

κn

(F ′t − κgFn)

)′
+ κn (κgFg + κnFn + τgFt − E −H)− τg

(
F ′g + τgFn − κnFt

)
. (4.95)
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Φ = 0 Tangential coordinate fixed −Fgκg +H + E = 0
Ψ = 0 Transverse coordinate fixed F ′g −Fgκg + Ft(K − 2κn) + 2Fnτg = 0
Ψ′ = 0 Tangent vector fixed Fg = 0
δL = 0 Total length fixed H = 0

Table 4.2: At each endpoint of the filament, a boundary condition must be
chosen from every row.

4.3.1 Boundary conditions

The procedure for calculating the boundary conditions for filaments with fixed cross
sections is nearly identical to that of the filaments with free cross sections at every
step. The only difference is that the field varying the cross section orientation is not
introduced—for obvious reasons. Because of this significant similarity, many steps
in this calculation will be skipped.

The Noether charge is given by

Q = −F · δY +
1

2
∆ijδf i · f j. (4.96)

Again, we vary Y by introducing tangential and transverse variation fields, δY =
ΦT + ΨL. Recall our earlier remark that the projections of the filament stress F
onto the tangent vector T and transverse vector L are unchanged by constraining
the filament’s cross section. Since the normal component of F does not contribute
to the Noether charge, the entire F · δY term is also unchanged from the free cross
section case.

Because we already know ∆ij and δf i · f j, we are now ready to write down the
Noether charge in terms of our independent variation fields Φ and Ψ, finding

Q = Φ(−Fgκg +H + E)−Ψ(F ′g −Fgκg + Ft(K − 2κn) + 2Fnτg) + Ψ′Fg, (4.97)

that is, Q is identical to the free cross section case in equation (4.66), except for the
missing −δφFt term corresponding to the variation of the cross section. Thus, for a
filament with totally free endpoints,

H + E|endpoints = 0 (4.98)

F ′g = Ft(2κn −K)− 2Fnτg (4.99)

Fg = 0. (4.100)

The full set of possible boundary conditions is summarized in table 4.2.
If we want to allow the filament’s overall length to vary, the derivation from

section 4.2.1 still applies. Again, we augment the boundary conditions with the
requirement that H = 0, or, if there is a non-zero polymerization force,

H = −µ. (4.101)

4.4 Surface symmetries

In section 4.1 we found that the vectors F and M are conserved for an elastic
filament that is not confined to a surface. These conservation laws are a result of
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the translational and rotational symmetry of Euclidean space. When a filament
is confined to a surface, this symmetry is in general broken. However, if the sur-
face possesses its own symmetries, there will be corresponding conservation laws.
Reference [GVVM14] includes a discussion of such laws.

For surfaces with translational symmetry, a uniform translation along the sym-
metry direction does not change the geometry of the filament at all. Obvious ex-
amples of surfaces with translational symmetry include the cylinder (which is sym-
metric with respect to translations along its axis), the plane (which is symmetric
with respect to translations along any of its own tangent vectors), and the buckled
membranes discussed in section 3.1 (which are symmetric under translation along
the ridges). A uniform translation along the symmetry direction obviously does not
change the shape of the filament, and hence does not change its energy. Noether’s
theorem tells us that if a system is invariant under a certain transformation, then the
momentum conjugate to the coordinate representing that transformation is invariant
[GPS02]. We have already seen that the momentum conjugate to Y is P Y = −F .
Let us assume the surface is symmetric under translations along the z-axis. Then,

(F · ẑ)′ = F ′z = 0. (4.102)

This equation states that the stress along the direction of symmetry is conserved.
For the cylinder, this means that the stress along the cylindrical axis is conserved.
For the plane, it means that the stress in any tangential direction is conserved.
Recall that the membrane buckles studied in section 3.1 were equivalent to planar
elastic rods. This fact implies that the ẑ and x̂ components of the membrane stress
are conserved in that system.

The other primary transformations of interest are rotations. Again, we have
already calculated the momentum conjugate to rotation of the filament. It is the
torque,

M = Y × F + S, (4.103)

where

S = FtT −F2m1 + F1m2 (4.104)

= FtT −FgN + FnL. (4.105)

For example, consider a surface that is symmetric under rotations around the z-axis,
such as the catenoid or the cylinder. Then Noether’s theorem implies

(M · ẑ)′ = M ′
z = 0. (4.106)

Just as the components of F along directions of translational symmetry are con-
served, the components ofM along axes of rotational symmetry are conserved. This
is especially interesting on the sphere: since every axis is an axis of rotational sym-
metry, we recover the full rotational symmetry of Euclidean space, so that M ′ = 0
[GVM12].
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Surface-bound elastic filaments:
applications

In this chapter, we will apply the findings of Chapter 4 to specific systems. In the
first section, we consider one of the simplest possible cases of confinement of rods:
the Bernoulli-Euler rod confined to a cylinder. This investigation will illustrate the
rich mathematical structure that emerges in surface-confined rods. This work was
published in reference [VMMDG15]. In the second section, we will consider the
confinement of Kirchhoff rods to both cylinders and catenoids, with an eye towards
modeling dynamin from the perspective of a flexible polymerizing filament. This
work was published in reference [MVMGD16].

5.1 Bernoulli-Euler rods on cylinders

Analyzing the physical situation of the Bernoulli-Euler rod confined to the surface
of a cylinder will illustrate the surprising complexity that surface bound elastic
filaments can exhibit, especially with regards to the force density λ transmitted to
the surface. Luckily, the symmetries of the cylinder make many calculations solvable
analytically. We will focus on the shapes of filaments in equilibrium and the force
that they exert on the surface.

Recall that for Bernoulli-Euler rods, the energy is given by

E =

∫
ds
α

2
κ2, (5.1)

where κ is the Frenet curvature. Because it is the only energy scale present in this
section, we will take α = 1 throughout what follows.

As we discussed in Chapter 4, in general, the appropriate conditions for equilib-
rium of the filament depend on whether we regard the cross section of the filament
to be fixed relative to the surface. For filaments with freely rotating cross sections,
equilibrium is achieved when the transverse force on the filament vanishes (equation
(4.53)) and the twisting moment of the filament vanishes (equation (4.29)). For
those with fixed cross sections, the twisting moment and transverse force become
coupled, leaving only a single equilibrium condition given by equation (4.94). How-
ever, in the special case of the Bernoulli-Euler rod, we do not need to make the
distinction between fixed and free cross sections. This equivalence holds only when
two conditions are satisfied simultaneously. Firstly, the filament must be symmetric
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Figure 5.1: Illustration of parameters for cylindrically bound filaments.

under rotations of its cross section. Secondly, the energy must not punish twisting
of the filament.

Let us write the energy in terms of the geodesic and normal curvatures as

E =

∫
ds
κ2

g + κ2
n

2
. (5.2)

The moments of the filament are therefore

Fg =
∂E
∂κg

= κg (5.3a)

Fn =
∂E
∂κn

= κn (5.3b)

Ft =
∂E
∂τg

= 0 (5.3c)

Inserting these into equation (4.53) or (4.94), the condition for mechanical equilib-
rium is given explicitly in terms of the geometry of the filament by

κ′′g + τ ′gκn + 2τgκ
′
n + κg

(
κ2

g + κ2
n

2
− τ 2

g −H
)

= 0, (5.4)

where a prime denotes differentiation with respect to arc-length. Using equation
(4.52) or equation (4.95), the local normal force density exerted on the surface is
given by

λ = κ′′n − 2τgκ
′
g − τ ′gκg + κn

(
κ2

g + κ2
n

2
− τ 2

g −H
)
. (5.5)

On the cylinder, the geodesic curvature, normal curvature, and geodesic torsion
are given by

κg = θ′, (5.6a)

κn =
cos2 θ

R
, (5.6b)

τg =
sin(2θ)

2R
, (5.6c)
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Figure 5.2: Illustration of the “particle in a potential” analogy. The role of the
potential is played by U(θ) (solid line), and the role of the total energy is played
by H (dotted line). In this case, f = 0.1, m = −0.5, H = 0.1.

where θ is the angle between the filament’s tangent vector T and the local horizontal,
and R is the radius of the cylinder.

Let us parametrize the surface with the usual cylindrical coordinates, φ and z.
With our definition of θ, the coordinates of the filament satisfy

Rφ′(s) = cos θ, z′(s) = sin θ, (5.7)

The tangent vector is thus manifestly unit magnitude, |T | = 1. Since it is the only
length scale present in this problem, we can simply take R = 1 in what follows.
Doing so, and inserting equations (5.6a)-(5.6c), equation (5.4) becomes

0 = θ′
θ′2 − 3 sin2(2θ) + 3 cos4 θ − 2H

2
+ θ(3), (5.8)

where θ(3) denotes the third derivative of θ with respect to s.
Recall from Chapter 4.4 that surface confined filaments possess conserved quanti-

ties associated with translational and rotational symmetry of the surface [VMMDG15,
GVVM14], both of which are present on the cylinder. Associated with the rotational
symmetry, the torque m along the z-axis is conserved,

m = M · ˆvsz =
1

2
cos θ

(
−2H− cos4 θ + θ′2

)
− sin θ

(
2 sin θ cos3 θ + θ′′

)
. (5.9)

Indeed, differentiating this equation and using m′ = 0, we recover equation (5.4)
with an overall pre-factor of sin θ. Similarly, the translational symmetry of the
cylinder implies that the stress f along the z-axis is conserved,

f = F · ˆvsz =
1

2
sin θ

(
−2H− cos4 θ + θ′2

)
+ cos θ

(
2 sin θ cos3 θ + θ′′

)
. (5.10)

Again, by differentiating this equation and using f ′ = 0, we recover equation (5.4),
this time with an overall pre-factor of cos θ.

We can take a linear combination of these constants to cancel the θ′′ terms,
leading to

f sin θ +m cos θ =
1

2
θ′2 − cos4 θ

2
−H. (5.11)
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δY · T = 0 Tangential coordinate fixed H + (κ2
n − κ2

g)/2 = 0
δY ·L = 0 Transverse coordinate fixed κ′g − κ2

g + 2κnτg = 0
δθ = 0 Tangent vector fixed κg = 0
δL = 0 Total length fixed H = −µ

Table 5.1: At each endpoint of the filament, one boundary condition must be
chosen from every row.

We have now reduced the problem to that of a particle in a potential with energy
H and position θ, where the potential energy is given by

U(θ) = −cos4 θ

2
− f sin θ −m cos θ. (5.12)

An illustration of this idea is shown in figure 5.2. Note that only the f sin θ term
breaks θ 7→ −θ symmetry.

Equation (5.11) can of course be solved by separation of variables, just as we did
for the buckled membranes in section 3.1. In this case, the quadrature is given by

s =

∫
dθ

1√
2(H− U(θ)

. (5.13)

We will only be able to evaluate the integral on the right hand side in special cases.
With equation (5.11), we can eliminate the derivatives of θ from the equation

for λ (5.5), so that λ becomes a function of only θ and the constants f, m, and H:

λ =
1

8

[
14f sin θ − 18f sin(3θ)− 2m(5 cos θ + 9 cos(3θ))− 9 cos(4θ)

− 3 cos(6θ)− (64H + 9) cos(2θ)− 3
]
. (5.14)

With this information, we can begin to solve the Euler-Lagrange equations for
the filament in detail. But first, we will need to establish the appropriate boundary
conditions.

5.1.1 Boundary conditions

In Chapter 4, we found that for a filament with endpoints that are free to rotate
and slide along the surface, the appropriate boundary conditions are

κg = 0 (5.15)

H + E = H +
cos4 θ

2
= 0 (5.16)

F ′g = Ft(2κn −K)− 2Fnτg =⇒ θ′′ = −2 cos3 θ sin θ, (5.17)

where E = (κ2
g + κ2

n)/2 is the energy density. Comparing these conditions with
equations (5.9) and (5.10), we see that f = m = 0 for free filaments. We will
consider this case in more detail later. If we want to go from a fixed length ensemble
to one in which the filament is free to polymerize, we would amend these equations
to include

H = −µ, (5.18)
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where µ is a constant force driving the polymerization of the filament.

Removing any degree of freedom at the endpoints requires removing one of the
above boundary conditions. The full set of possible boundary conditions is sum-
marized in Table 5.1. If we want to consider a filament with fixed endpoints, so
that the curve goes from a point (φ1, z1) to a point (φ2, z2), then we would not en-
force boundary conditions (5.16) and (5.17). We can also consider a filament with
clamped endpoints, so that the value of θ is also fixed at the ends; then we would
not enforce condition (5.15). For the sake of definiteness, we focus on filaments with
free endpoints.

Another interesting possibility is that the filament is closed. This is mathemat-
ically equivalent to requiring that the filament begin and end at the same point
with the same tangent vector. We will see that the mechanical behavior of closed
filaments depends strongly topological considerations, namely how many times the
filament winds around the cylinder.

5.1.2 Free endpoints

Näıvely, we may think that the behavior of a filament with totally free endpoints
is obvious: it should simply lie along a meridian of the surface, in which case it
has exactly zero energy. While this is obviously the ground state (i.e. the lowest
energy state), there is actually a whole family of solutions parameterized by the
constant stress H. Only in the case H = 0 does the filament lie along a meridian.
On the other hand, when H = −1/2, the filament lies along a ring with θ = 0.
Between these cases, the filament takes a trajectory on the cylinder over which the
angle θ is not constant. While in other cases the shape of the filament will have to
be computed numerically, in this this special case we can actually find analytical
results.

Note that, although all filament configurations discussed in this section do satisfy
the Euler-Lagrange equation of the filament, we cannot guarantee that they actually
minimize the energy: they may be saddle points of the energy functional, in which
case they would be unstable. Distinguishing such solutions from mechanically stable
ones requires the framework of the second variation. Although the second variation
for this system was calculated in reference [VMMDG15], actually applying it is
incredibly difficult for all but the simplest configurations, and not a task that we
undertake here.

We begin solving equation (5.11) by rewriting it as

θ′2 = cos4 θ − cos4 θi, (5.19)

where we have made the replacement H = − cos4 θi/2, with θi being the angle of
the filament at the inflection point, i.e. the point where θ′ = 0. It is always possible
to write H in this form; if it were not, (namely, if H > 0 or H < −1/2), then there
is no point at which θ′ = 0, and the boundary conditions cannot be satisfied. This
implies that −1/2 ≤ H ≤ 0 for free filaments. Recall from the previous chapter that
H admits the interpretation of tension in the filament. Since these rods must have
H < 0, they are under compression.

The angle θ will oscillate periodically between −θi and θi. The quadrature (5.13)
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now becomes

s =

∫
ds =

∫ θ(s)

0

dθ√
cos4 θ − cos4 θi

. (5.20)

This integral can in fact be evaluated in terms of special functions:

s =
1√

2 cos θi

F

[
arctan

(
sin θ cos θi√

2(cos2 θ − cos2 θi)(1 + cos2 θi)

)∣∣∣∣∣ sin2 θi

2

]
, (5.21)

where F(φ|m) is the elliptic integral of the first kind. In this case, s is measured
from the point where θ = 0. Inserting θ = θi, we see that the period of oscillations
of θ(s) is

L = 4(s|θ=θi − s|θ=0) =
4√

2 cos θi

K

(
sin2 θi

2

)
, (5.22)

where K(m) = F(π/2|m) is the complete elliptic integral of the first kind.
Equation (5.21) can in fact be inverted for θ(s) using the Jacobi elliptic function

sc(u|m),

θ(s) = arccos

√
2 cos2 θi − cos2 θi(1 + cos2 θi) sc(

√
2 cos θis| sin2 θi/2)

2 cos2 θi − (1 + cos2 θi) sc(
√

2 cos θis| sin2 θi/2)
. (5.23)

With θ(s), we can find the coordinates φ and z from equations (5.7). These are
given analytically by

φ =

∫
ds cos θ =

∫ θ(s)

θi

dθ
cos θ√

cos4 θ − cos4 θi

=
1√

1 + cos2 θi

(
F

[
arcsin

sin θ

sin θi

∣∣∣∣ sin2 θi

1 + cos2 θi

]
−K

[
sin2 θi

1 + cos2 θi

])
(5.24)

z =

∫
ds sin θ =

∫ θ(s)

θi

dθ
sin θ√

cos4 θ − cos4 θi

=
1√

2 cos θi

F

[
arccos

cos θi

cos θ

∣∣∣∣ 1

2

]
. (5.25)

Let us consider the overall extent and geometry of these solutions. Given one
endpoint of the filament, where does it end up? First, we see from equation (5.25)
that

z|θ=±θi =
1√

2 cos θi

F

[
arccos

cos θi

cos(±θi)

∣∣∣∣ 1

2

]
=

1√
2 cos θi

F

[
0

∣∣∣∣12
]

= 0. (5.26)

Over every half period, the filament returns to the ring z = 0. This is a result of the
z 7→ −z symmetry that occurs when f = 0. Over one full period of the filament’s
oscillation, the φ coordinate changes by an amount

∆φ = 4(φ|θ=θi − φ|θ=0) = 4
1

1 + cos2 θi

K

[
sin2 θi

1 + cos2 θi

]
. (5.27)
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Figure 5.3: Closed curves with f = m = 0. From left to right, these curves have
w/n = 3/4, w/n = 1, w/n = 2. The far right image has been scaled down by a
factor of two relative to the others. Each curve is colored by its normalized local
force density λ.

For certain values of θi, the filament completes an integer number of full turns around
the cylinder, so that ∆φ = 2πw, where w is an integer called the winding number.
This implies that the filament actually closes back on itself. But it is also possible
for the filament to close even if ∆φ 6= 2πw if we consider a filament that completes
multiple oscillatory periods n before completing a full turn around the cylinder.
Then, we write

∆φ =
2πw

n
, (5.28)

so that after n periods of the filament’s oscillation, it winds w times around the
cylinder. For example, if w/n = 3/4, four periods of the filament circumnavigate
the cylinder three times. This and other cases of closed filaments are shown in figure
5.3.

Considering ∆φ as a function of the inflection angle θi, it has a minimum at
θi = 0, where ∆φ = 1/

√
2 (shown in figure 5.4). It is therefore impossible to have,

for example, w/n = 1/2 or w/n = 2/3 when f = m = 0. On the other hand, the
winding ∆φ → ∞ as the inflection angle θi → π/2, so there is no upper bound on
w/n.

Force

Let us turn our focus to the force λ a filament with free endpoints exerts on the
surface, calculated in equation (5.14). Because we have calculated the shape of
the filament analytically, we can determine the force it exerts exactly. For small
inflection angles θi, the force is uniformly positive, i.e. outward. If we imagine
that the filament is on the interior of the cylinder, it would be in contact with the
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Figure 5.4: Extent of winding ∆φ/2π as a function of inflection angle θi. The
dotted line indicates 1/

√
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Figure 5.5: The force per unit length λ exerted on the cylinder over one period
of the filament as a function of arc-length s for a few values of the inflection angle
θi; from top to bottom, θi = 0.3, 0.374 734, 0.64, 0.93, 1.4.

cylinder at every point even in the absence of any adhesion energy. At θi = 0.374 734
however, the force vanishes at the point where θ = 0. For larger inflection angles,
the force is in some places negative and other places positive. In this case, if there is
no force of attraction between filament and surface, the filament loses contact with
the surface at the points where λ < 0; what would happen when the filament is
only in partial contact with the surface is beyond the scope of this analysis. As the
inflection angle approaches π/2, the force at the inflection point tends towards zero.
This is shown in figure 5.5. In no case does the filament exert uniformly inward
forces. We therefore conclude that a Bernoulli-Euler rod with free endpoints cannot
constrict a cylinder without, at some points, also dilating it.

The preceding discussion illustrates the surprising subtlety of this problem. Even
with the simplest boundary conditions on a highly symmetric surface, the filament
can take a variety of shapes and exert non-uniform forces. This counter-intuitive
behavior is a product of the boundary conditions and the forces exerted on the
filament by the surface.
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5.1.3 Closed curves

Let us now consider closed curves more generally. Closed filaments of course have
no boundary; the boundary terms of the variation therefore vanish trivially.

However, there are certain conclusions that we can draw based on the closure
of the curve. Firstly, the function θ(s) is of course periodic, implying that θ will
oscillate between two angles θa and θb. We again characterize each closed equilibrium
state by two integers: the winding number w and the number of periods n. We will
label the set of solutions with winding number w and n periods Lw,n. Each such
set has a continuum of solutions parametrized by the length L of the filament (or,
equivalently, the curvature independent stressH), which we write as L = 2π(w+∆r),
where ∆r ≥ 0 is the “excess radius” of the filament. Using equation (5.13), the
length can be expressed in terms of the filament’s trajectory as

L =

∫ L

0

ds = 2n

∫ θb

θa

dθ
ds

dθ
=

∫ θb

θa

2n√
2(H− U(θ))

dθ = 2π(w + ∆r). (5.29)

The factor of 2n comes from the fact that θ goes from θa to θb and back each time
per period.

Following similar reasoning, over the length of the filament, the coordinate z
changes by an amount

∆z =

∫ L

0

ds sin θ =

∫ θb

θa

2n sin θ√
2(H− U(θ))

dθ = 0, (5.30)

where we have used the quadrature in equation (5.13) and the relation between z
and θ in equation (5.7). It is of course necessary that ∆z = 0 for the filament to
close. If f = 0, the potential U(θ) is an even function, so θa = −θb. Because the
integrand is odd, it is then guaranteed that ∆z = 0. If f 6= 0, the z 7→ −z symmetry
is broken, and the filament in general does not close. Though we have no proof that
f = 0 is necessary to ensure that the filament closes, we will take f = 0 for the rest
of this section.

Lastly, we can calculate the winding number as

∆φ =

∫ L

0

ds cos θ = 2n

∫ θb

θa

cos θ√
2(H− U(θ))

dθ = 2πw, (5.31)

where we have used the quadrature (5.13) and the relation between φ and θ in
equation (5.7).

Before we begin solving the Euler-Lagrange equations, there are a few conclu-
sions we can already draw from the analogy to a particle in a potential. In the
analogy, closed filaments correspond to bound states of the particle. When f = 0,
θ oscillates about the ring with θ = 0; this requires that θ = 0 be a local minimum
of the potential U(θ). Since the second derivative must be non-negative at a local
minimum, we conclude that U ′′(0) = m + 2 ≥ 0. The fact that θ is oscillatory also
tells us that the Hamiltonian H cannot exceed the highest peak of the potential,
given by

H ≤ Hmax =

{
3
4

3

√
m4

2
m < 2

m− 1
2

m > 2
. (5.32)

As H → Hmax, the period of oscillations L/n→∞.
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Figure 5.6: Perturbative calculations (dotted lines) give the values and slope of
H and m at ∆r = 0, but the approximation does not hold at larger values of ∆r.

Perturbative regime

If ∆r is small, the amplitude of oscillations is small, implying that the filament is
approximately circular. We can therefore use perturbation theory to approximate
the shape of filaments with small ∆r. In this framework, we write each quantity in
the model as a formal power series in some “smallness parameter” ε. Because ε is
arbitrary, we can solve then equation (5.11) “order by order” in the parameter ε.

First, we write θ(s), m, and H as

θ = ε θ1 + ε2θ2 + ... (5.33a)

m = m0 + εm1 + ε2m2 + ... (5.33b)

H = H0 + εH1 + ε2H2 + ... . (5.33c)

We now insert equations (5.33a)-(5.33c) into the Euler-Lagrange equation (5.11) and
series expand the result. This leads to

−
(

1

2
+m0

)
−m1ε+

1

2

(
(m0 + 2)q2

1 + q′21 − 2m2

)
ε2 + ... = H0 +H1ε+H2ε

2 + ... .

(5.34)
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The terms of each order in ε on either side of the equality must match. At order
zero, this implies

−1

2
−m0 = H0, (5.35)

giving us a relation between m and H for exactly circular rings. At next order, we
obtain

−m1 = H1. (5.36)

It turns out that this is the only equation in which the parameter H1 appears. We
can therefore set m1 = −H1 = 0 without loss of generality.

At order ε2 we obtain a differential equation describing the shape of the filament,

m2 +H2 =
1

2
θ′21 +

1

2
(m0 + 2) θ2

1. (5.37)

This should look familiar: it is the equation of a harmonic oscillator with energym2+
H2, unit mass, and frequency ω =

√
m0 + 2 ! Again invoking Feynman’s aphorism

“The same equations have the same solutions”, the function θ1(s) is therefore given
by

θ1(s) =

√
2(H2 +m2)

m0 + 2
cos(
√
m0 + 2 s). (5.38)

All of the familiar results for the harmonic oscillator of course carry over to the
present scenario. Since we expect the frequency to be a real number, this result
fits nicely with our earlier conclusion that m ≥ −2. As long as ω is real, the angle
oscillates sinusoidally with amplitude

θa =

√
2(H2 +m2)

m0 + 2
. (5.39)

We can now begin to relate the geometric parameters of the filament, ∆r, n, and
w, to the mechanical ones, m and H. We begin by evaluating ∆φ using the integral
in equation (5.31). We find

∆φ =

∫ θi

−θi

2n cos θ√
2(U(θi)− U(θ))

dθ

=

∫ θa

−θa

2n√
m0 + 2

√
θ2
a − θ2

dθ − 2nε2
∫ θa

−θa

12m2 + (4 + 11m0)θ2 − (m0 + 20)θ2
a

24
√
m0 + 2

3√
θ2
a − θ2

dθ + ...

=
2πn√
m0 + 2

− ε2 2πn(8m2 + 3(m0 − 4)θ2
a)

16
√
m0 + 2

3 + ... . (5.40)

But we also know ∆φ through the closure condition ∆φ = 2πw. We can also solve
this boundary condition order by order, so that it must be satisfied at order ε0,
and all higher order terms in ∆φ must vanish identically. We therefore obtain the
following equations for m0 and m2:

m0 =
(n
w

)2

− 2 (5.41a)

m2 = −3θ2
a

8

[(n
w

)2

− 6

]
. (5.41b)
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We follow similar reasoning to relate the total length L to the mechanical pa-
rameters. Using equation (5.29), we see

L =

∫ θi

−θi

2n√
2(U(θi)− U(θ))

dθ

=

∫ θa

−θa

2n√
m0 + 2

√
θ2
a − θ2

dθ + 2nε2
∫ θa

−θa

(m0 + 20)(θ2 + θ2
a)− 12m2

24
√
m0 + 2

3√
θ2
a − θ2

dθ

=
2nπ√
m0 + 2

+ 2nε2
θ2
a(m0 + 20)− 8m2

16
√
m0 + 2

3 + ... . (5.42)

Again, we already know L = 2π(w + ∆r). Recall that this discussion began with
the assumption that ∆r is small; we now formalize that statement by assuming that
the lowest order term in ∆r is at leas order ε1. Then, at order ε0, equation (5.42)
simply confirms equation (5.41a) for m0. Inserting equations (5.41a) and (5.41b),
the remaining term tells us

∆r = ε2
n

π

θ2
a(m0 + 20)− 8m2

16
√
m0 + 2

3 + ... = ε2
θ2
aw

4
+ ... . (5.43)

Finally, we can combine equations (5.39), (5.41b), and (5.43) to write m2 and
H2 entirely in terms of geometric quantities

m2 =
3∆r

w

(
3− n2

2w2

)
(5.44)

H2 =
∆r

w

(
7n2

2w2
− 9

)
. (5.45)

Insert these into our power series and taking ε = 1, this implies

m =
n2

w2
− 2 +

3∆r

w

(
3− n2

2w2

)
(5.46)

H =
3

2
− n2

w2
+

∆r

w

(
7n2

2w2
− 9

)
. (5.47)

These are plotted, along with numerical calculations (which we will discuss in the
next section) of m and H in the non-linear regime in figure 5.6. For larger defor-
mations (or filaments with a larger excess radius ∆r), these perturbative results do
not approximate H and m well.

These results also tell us the force exerted on the cylinder by approximately
circular loops. Up to second order in ε, the force density λ is given by

λ = ω2 − 1 + ∆r
(4− 22ω2) cos(2ωs)− 5ω2 + 14

2w
. (5.48)

To lowest order, the force is given by ω2 − 1 = n2/w2 − 1. Thus for approximately
circular filaments completing more loops around the cylinder than oscillatory peri-
ods, the force is negative (see figure 5.9), i.e. constrictive, while if there are more
oscillatory periods than loops (see figure 5.8), the force would tend to dilate the
cylinder. As ∆r increases, the magnitude of the second term grows; if ∆r is large
enough, the force is no longer uniformly inward or outward.
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Figure 5.7: Closed curves in the L1,1 series. Each curve is colored by its normal-
ized local force density λ.

Nonlinear Regime

We could in principle take these calculations to higher orders in ε, but simply finding
numerical solutions to equation (5.11) is more practical. We perform these calcula-
tions using Matlab’s built-in boundary value problem solving routine BVP4C, where
our set of first order equations is given by

φ′ = cos θ (5.49a)

z′ = sin θ (5.49b)

θ′ = κg (5.49c)

κ′g = f cos θ −m sin θ − 2 sin θ cos3 θ. (5.49d)

This enables us to go to very large deformations of the filament, as shown in figures
5.7, 5.8, and 5.9. In each figure, the filament is colored by the force density λ
normalized by the maximum of its magnitude, λ/maxs{|λ|}. This is because the
sign of λ is more important than its overall magnitude, which is has no significance
without defining a rigidity for the surface or allowing it to respond.

Another useful quantity is the net force transmitted to the surface,

Λ =

∫ L

0

ds λ. (5.50)

This will help us ascertain whether the filament tends to decrease or increase the
cylinder’s radius, overall. We will focus on the L1,1, L1,2, and L2,1 series as a repre-
sentative sample of the behavior of these filaments.

For each series Ln,w that we have considered, the inflection angle θi increases as
a function of ∆r at small ∆r. This pattern continues past the point when θi = π/2,
developing an overhang. Continuing to increase ∆r, the inflection angle θi increases
only slightly beyond this point, eventually reaching a maximum. The angle then
asymptotically decreases towards θi = π/2 as ∆r →∞.
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Figure 5.8: Closed curves in the L2,1 series. Each curve is colored by its normal-
ized local force density λ.

To determine if the filament is uniformly constrictive or dilative, we calculate
the maximum and minimum of λ(s) over the entire curve. We see numerically that
the maximum and minimum force (plotted in figure 4.45) tend towards λmax → 1
and λmin → −2 as ∆r → ∞. This implies that, whether bound to the inside or
the outside of the cylinder, very long filaments tend to detach. The net force Λ
from long filaments on the surface though is always outward. In the limit ∆r →∞,
Λ→ πn.

The behavior at low ∆r accords well with our perturbative calculations. For all
solutions in the L1,1 series, the force is neither uniformly constrictive nor dilative. In
the L1,2 series, the force is uniformly dilative for small excess lengths, but becomes
mixed at a finite length. In the L2,1 series, the force is uniformly constrictive for
small excess lengths; this is a result of the fact that the ratio n/w < 1.

Conclusions

In this section, we have seen that the behavior of even the simplest elastic filaments
on highly symmetric surfaces can be surprisingly complex. Even filaments with free
endpoints can take many different configurations depending on their length L, or,
equivalently, the Hamiltonian H. For short filaments, the sign of the force density
λ is uniform, and matches the sign of n/w− 1. This shows that it is possible for the
filaments to constrict the cylinder, even when the stress-free state of the filament
is a straight line. For longer filaments, the force tends to constrict the cylinder in
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Figure 5.9: Closed curves in the L1,2 series. Each curve is colored by its normal-
ized local force density λ.

some places and dilate it in others. However, the behavior of long filaments is mostly
inaccessible analytically, even using perturbation theory. Instead, we must resort to
numerical solutions of the Euler-Lagrange equations even for this simple case.

5.2 Dynamin as a surface-confined Kirchhoff rod

We would like to use our theory of surface confined elastic filaments to create a model
for dynamin-mediated membrane fission. The dynamin family of proteins mediates
fission during many distinct cellular processes, including cytokinesis, endocytosis,
and vacuolar as well as mitochondrial fission [KIY94, JSBB10, LMR09, MGF04,
MR13a, SF11a, SDS00a, WK14]. It has also been shown that some members of
the dynamin family are able to form tubules from flat membranes [RKL+10, PM04,
YPM01]. Proteins of this family appear in most phylogenetic branches, including
plants, animals, yeast, and even prokaryotes [AT02, FDC12, LWKA02, vdB99].

To create a realistic model of dynamin in our framework, we must make a few
important adjustments. Firstly, real dynamin polymers do not close back on them-
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Figure 5.10: (Top) Maximum (solid lines) and minimum (dotted lines) force
density λ exerted on the cylinder by closed curves as a function of ∆r. If both
have the same sign, the force on the cylinder is mono-directional. (Bottom) Net
force Λ exerted on the cylinder as a function of ∆r.

selves, making most of the last section inapplicable. Dynamin is also present at such
high concentrations in cells that there is essentially an limitless supply for any given
target, so it is more appropriate to treat the length of the filament as a dynamical
variable, and fix a polymerization force or chemical potential which controls the
length. Lastly, real dynamin polymers are helical, so we must consider polymers
with preferred curvature and twist.

We therefore analyze open-ended, helical elastic filaments of variable length. In
this case, we will consider only the lowest energy state for a given filament. First
we will apply this to cylindrical substrates, as they are the most commonly studied
in vitro [BAE+08a, DMH04a, PS08, RUFDC06a]. It turns out that the symmetries
of the cylinder make this calculation analytically tractable, so it will also serve as
a simple introduction to some of the concepts used later, as well as highlighting
the importance of symmetries. Then, we will consider a more biologically relevant
surface geometry, the catenoid, which represents the neck between two splitting
membranes or organelles.

This neck shape must be constructed by other agents acting on the membrane,
for instance clathrin in endocytosis or the ER in mitochondrial fission. Interestingly,
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this can be performed by local constriction of the neck or dilation of the membrane
at remote locations [BGVMS14]. We will find that our model provides insight into
the desirable features of a fission machine that will lead us to important restrictions
on the parameters of dynamin, and suggest physical explanations for recruitment
and constriction.

Common features in the dynamin family include GTPase domains and pleckstrin
homology domains used for membrane binding [vdB99]. As we have discussed, these
proteins polymerize into helices that wind around their fission target [vdB99]. These
features suggest a process by which these proteins mediate fission: after forming a
helical scaffold around its target membrane, dynamin hydrolyzes GTP, and uses
the associated energy to deform the target to its breaking point. However, this
description glosses over certain subtleties. How exactly does dynamin deform the
membrane [SDS00a]? How is dynamin recruited to the neck, or as van der Bliek
put it, “what keeps dynamin from turning all membranes into vesicles?” [vdB99].
What assistance does it need from other proteins [RUFDC06a]?

Van der Bliek hypothesized that the answer to his question was that dynamin
is recruited through a biochemical regulatory pathway. Contrarily, our goal in this
section is to move toward a minimal model of a dynamin family protein’s elastic in-
teractions with its target. As we will see, simple physical mechanisms are sufficient
to explain dynamin’s recruitment. This will help us to understand both how real dy-
namin works and the restrictions under which evolution created this fission machine.
Although it is an essential step in the fission process, we omit GTP hydrolysis. Our
justification for this approach is that we seek to understand the passive aspects of
fission before considering the active ones. What are the forces that more realistic
elastic filaments can exert on surfaces whose curvature might not match their own,
in particular, under the constraint that they spontaneously polymerize onto that sur-
face? Even understanding this mechanical interaction turns out to be surprisingly
informative.

This analysis will illustrate some of the connections between elasticity, geometry,
and chemistry in the design of a polymerizing fission machine. For example, we find
that the pitch of the helix is closely related to the range of neck radii onto which
dynamin binds. We also show fundamental limitations on how much such a polymer
can deform its target, and hence offer an explanation of why dynamin-mediated
fission is an active process.

In the past few years, many theoretical approaches for modeling dynamin have
been developed. Each of these imagines a different idealized form for the protein and
is able to capture different aspects of the fission process. For instance, considering
dynamin as a mean-field density functional on the membrane surface illustrated the
role of dynamical instabilities in the fission process [SGR11]. A fluid dynamical
analysis showed the limitations imposed by friction during constriction [LPJ08].
A model representing dynamin simply as a rigid sheath was able to show that
dynamin’s recruitment can be connected to local membrane geometry [RKL+10].
Other theories imagined dynamin as a closed chain [FJK+16b] or as a a system of
insertions which agglomerate via membrane-mediated interactions [FgDG03].

However, we feel that a more detailed discussion of the elastic interaction be-
tween the dynamin polymer and the membrane is needed. As we will see, mismatch
between the preferred geometries of the protein and its target produces the force on
the membrane and inhibits polymerization.
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Our model represents dynamin as a continuous, zero-thickness elastic filament.
We begin with an energy functional which expresses the total energy of the filament
as an integral over its length. In the case of dynamin, the orientation of the poly-
mer relative to the surface is fixed: the protein must keep its pleckstrin homology
domains in contact with the membrane in order to bind. We will therefore apply
the calculations from section 4.3.

The key steps we make towards a more realistic model of dynamin are including
twist rigidity, considering filaments with helical unstressed configurations, and in-
troducing the effects of a polymerization force µ. These generalizations impel us to
use the Kirchhoff model of elastic rods with spontaneous curvature from equation
(2.23). The energy functional is therefore given by

E =
1

2

∫ L

0

ds
{
Iij (κi − ci) (κj − cj) + β (κt − ct)

2} , (5.51)

where i and j serve as indices to refer to the normal and geodesic curvatures, and
are implicitly summed over. The spontaneous curvatures cg and cn describe the
filament’s bending when unstressed, and the spontaneous twist ct describes its twist
(or, equivalently, geodesic torsion).

As shown in recent structural studies, dynamin’s cross section is approximately
symmetric under reflections through the plane defined by the filament’s tangent and
the local surface normal vector, implying that cg ' 0 [FPG+11, FJN11]. We will
furthermore make the simplifying assumption that the cross section is isotropic, in
which case Iij = αδij, where α is the bending rigidity. This holds automatically if
the cross section is symmetric with respect to rotations about its center. While the
cross section is not quite circular, the width and height are comparable (both are
about 10 nm), which also suggests that the two eigenvalues of Iij are similar. As
we will see, the model will indeed be able to describe many features of dynamin’s
behavior.

We can estimate the other spontaneous curvatures cn, and ct from the shape of
dynamin filaments formed in the absence of any binding substrate. In the case of
classical dynamin (“classical dynamin” refers to the prototypical dynamin molecule,
dynamin 1), the protein forms helices of radius r ≈ 15 nm and pitch 2πc ≈ 10 nm
in low-salt, low pH solution [MR13a]. The curvature and torsion of a helix in terms
of these parameters are

κn =
r

r2 + c2
(5.52a)

κt =
c

r2 + c2
. (5.52b)

Assuming that this is the stress-free configuration of the filament, we therefore
estimate that classical dynamin has cn = 1/15 nm−1, ct = 1/150 nm−1.

We will use 1/cn as a reference length scale, so other lengths are measured in
terms of 1/cn. The dimensionless ratio ct/cn = h/r is an especially important
parameter in our analysis. We note here that it is small for classical dynamin,
though it could vary throughout the dynamin family.

For isotropic filaments, the twist modulus β is related to the bending modulus by
β = α/(1+ν), where ν is Poisson’s ratio [LL59]. For ordinary materials, 0 < ν < 1/2
so that 2/3 ≤ β/α ≤ 1. Test cases we have analyzed suggest that changing β in
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this range has no qualitative effect on the behavior of the filament, so we take
β = α. This symmetry also has the advantage of permitting some level of analytical
tractability. Because it is the more intuitively understandable quantity and the two
terms are in this case interchangeable, we will use twist κt instead of geodesic torsion
τg throughout this section.

The bending rigidity α can be estimated from the persistence length of the helix,
or by assuming the Young modulus of dynamin is comparable to that of similar
proteins, such as actin. For classical dynamin, α ≈ 105 kBTnm [LPJ08, MR13a].
This is large enough that thermal fluctuations are unlikely to significantly perturb
the shape of the filament, justifying their omission. We will use α to set the energy
scale.

Including our simplifications, the energy functional of the filament reduces to

E =

∫ L

0

ds
{α

2

(
κ2

g + (κn − cn)2 + (κt − ct)
2)− µ} , (5.53)

where µ represents a combination of polymerization energy, adhesion energy, and the
entropy lost by confining a monomer to a two-dimensional surface. This quantity has
been called the “polymerization force”, and is estimated to be about µ ≈ 20 pN =
5 kBT/nm for classical dynamin at concentrations of 10 − 15 µM [MR13a]. This
is a larger concentration than what is expected in vivo, which is less than 1 µM.
But since the polymerization force depends only logarithmically on concentration,
we believe this is still a good order-of-magnitude estimate. We point out that this
value corresponds to µ ≈ 0.01αc2

n in terms of our energy scale α and length scale cn,
a relation which will be useful later on.

We will focus on the configuration with the lowest energy, i.e. the “ground state”.
We write its energy as E(L,R), which depends on the length of the polymer L, and
a parameter R characterizing the size of the surface (e.g. the radius of the cylinder).

Equilibrium is achieved when

∂E

∂L

∣∣∣∣
(L,R)

= µ . (5.54)

This equation can be understood as prescribing an equilibrium length for a given
value of µ, or as giving the appropriate µ for a given value of L. However, as we
will see, the relationship between µ and L is not always one-to-one; often, multiple
different length polymers share the same µ. In this case, we must check whether
each state is stable, and compare their free energies E−µL to determine the ground
state. The stability is determined by the second derivative of E: if

∂2E

∂L2

∣∣∣∣
(L,R)

> 0 , (5.55)

then L will correspond to an energetic minimum, and hence a stable equilibrium.
Stable states that are not the ground state are called “meta-stable”.

As we have seen, confining the filament to the surface prevents the filament from
fully relaxing, thus inducing stress, leading to a local force density λ(s) that is
applied to the surface. Although λ has components tangential to the surface, they
are not transmitted to the surface, but balanced by the filament’s bending moment
[GVVM14]. Because changes in the surface are a fundamental part of fission, we will

100 Geometry, Mechanics, and Biology



Geometry, Mechanics, and Biology: Applications for Membranes and Filaments

attempt to consider the surface’s response to these forces. However, we do not have
a theory for the interaction between flexible surfaces and flexible rods; we therefore
restrict to global changes in the surface, in which the scale parameter R is adjusted.

We are especially interested in finding the value of the surface size R in equilib-
rium. We introduce the net radial force

fr(L,R) := − ∂E

∂R

∣∣∣∣
(L,R)

, (5.56)

will vanish at some equilibrium radius R0. On the cylinder, fr is equivalent to∫
λ·r̂ ds, but this is not true in general. On other surfaces λ·r̂ includes contributions

from the tangential components of λ, which should not be transmitted to the surface.
Although we use the symbol fr and the term “force”, we should emphasize that fr
is not necessarily an actual force that is applied anywhere. Instead, it serves to keep
track of how the energy changes with respect to the scale parameter R, and so we
interpret it as a generalized force.

It is important to point out that classical dynamin is much stiffer than the
substrate, though it is not obvious that this holds for all proteins in the dynamin
family. One might argue it would be more appropriate to allow the surface, rather
than the filament, to bend, as we did in section 3.2.4.

The bending moduli of the membrane and the filament can be compared (despite
having different dimensions) using the membrane’s intrinsic length scale, which is
defined in terms of its bending rigidity κ and applied tension σ as rc =

√
κ/2σ

[RKL+10]. In equilibrium, the membrane forms cylinders of radius rc. Taking
rc = 15 nm, κ = 20 kBT , we see that κrc/α ≈ 3× 10−3, indicating that the filament
is quite stiff.

However, it is somewhat curious that classical dynamin should be so stiff. By
studying a more flexible filament, we can consider hypothetical designs for dynamin,
and possibly other members of the dynamin family. Furthermore, this model will
serve as a stepping stone to one that includes the elasticity of both objects. We
expect the present model will correctly account for many qualitative properties, such
as the approximate shape of the filament and binding phase diagrams determined
by geometry and polymerization force.

5.2.1 Cylindrical substrate

In many in vitro experiments, dynamin is bound to cylindrical membrane tubules
[RUFDC06a, BAE+08a]. The advantage of using cylindrical tubules is that the
cylinder’s radius is determined by the membrane tension, and is thus easy to tune.
We will now use this case to illustrate the concepts of our model without immediately
getting bogged down in mathematics.

We begin by solving the shape equation for the filament. We can then calculate
the total energy of the ground state as a function of L and cylinder radius R. This
will allow us to determine whether it will bind at a given value of µ. Supposing that
it does, we can then calculate the total radial force fr exerted on the surface.
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Rcn = 3/4 Rcn = 1 Rcn = 3/2 Rcn = 2

Figure 5.11: The equilibrium configuration of filaments confined to the surface of
a cylinder is helical, with pitch angle θ0. The pitch of the filament in equilibrium
depends on the radius of the cylinder.

Recall that the Darboux curvatures on a cylinder are given by

κg = θ′(s) (5.57a)

κn =
cos2 θ

R
(5.57b)

κt =
sin 2θ

2R
(5.57c)

where θ is the angle between the filament’s tangent vector T and the local horizontal
φ̂ (see figure 5.1).

Just as in section 5.1, the symmetries of the cylinder provide two integrals of the
Euler-Lagrange equation, leading to a rigorous analogy to a particle in a potential.
In this case, the Euler-Lagrange equation integrates to

H =
θ′2

2
− 1

2

(
cos2 θ

R
− cn

)2

− 1

2

(
sin 2θ

2R
− ct

)2

− f sin θ − m

R
cos θ, (5.58)

where f and m are the conserved stress and torque along the z-axis, respectively.
Because the endpoints of the filament are free, f and m both vanish. As discussed
above, in this case, we are interested in the lowest energy configuration of the fil-
ament. This occurs when θ′ = 0, and the remaining “potential energy” term is
minimized. The minimum is at θ0 such that

tan(2θ0) =
Rct

Rcn − 1/2
. (5.59)

Since each point along the helix is identical, θ0 completely characterizes the shape
of the filament.

Inserting θ(s) = θ0 into the energy functional, we find the total energy of the
ground state

E(L,R) =
αL

2R2

([(
Rcn −

1

2

)2

+R2c2
t

]1/2

− 1

2

)2

. (5.60)
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Figure 5.12: Energy E per unit length on the cylinder as a function of cylinder
radius. Because E is linear in L, this has a second interpretation as a phase
diagram.

Note that E is a linear function of L, and hence that E−µL is as well. If E−µL is
increasing as a function of L (i.e. µ < ∂E/∂L), the lowest energy state is realized at
L = 0, so there is no polymerization at all. If E−µL is decreasing (i.e. ∂E/∂L < µ),
there is no minimum, and polymerization continues without bound. The equilibrium
length is never finite! However, in experiments, it is possible to find finite polymers
on cylinders. Our model hence suggests that these are not in equilibrium. Indeed, in
Ref [RKL+10] it was found that, given enough time, cylindrical tubules will become
completely coated with dynamin.

In figure 5.12, the energy density E/L is shown as a function of R for a few
values of ct/cn. There is a minimum at R = R0 = cn/(c

2
n + c2

t ), corresponding to
the radius the helix would have in the absence of a cylinder. Because E is exactly
linear in L, the energy density E/L is equal to the binding threshold for µ. Figure
5.12 can thus also be interpreted as a phase diagram with R on the horizontal axis
and µ on the vertical axis. Each energy density curve is then interpreted as a phase
boundary for filaments with that ratio of ct/cn. If µ ≥ E/L, infinite binding occurs,
while no binding occurs if µ < E/L.

This concept is perhaps easier to understand by imagining a system at fixed µ,
with many tubules of different radius. By solving the inequality ∂E/∂L < µ for R,
we can find which radii dynamin binds onto,

cn −
√

2µ/α

c2
n + c2

t − 2µ/α
< R <

cn +
√

2µ/α

c2
n + c2

t − 2µ/α
. (5.61)

This inequality shows directly how µ relates to recruitment. At small µ, the range is
very narrow, so dynamin only binds on tubules with geometry similar to its own. The
range of permissible radii widens as µ increases. At µ = α(c2

n + c2
t )/2 (for classical

dynamin ≈ 220kBT/nm), the upper bound on R diverges, implying that dynamin
polymerizes even on flat surfaces. This transition should be measurable in a lab
environment, since for this polymerization force, dynamin should coat membranes
regardless of their curvature. Although the transition µ is too large to be accessible
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Figure 5.13: Force per unit length on the cylinder as a function of cylinder radius.
Negative forces correspond to constricting the substrate. Solid lines indicate
where binding would occur given a realistic polymerization force of 5 kBT/nm.

experimentally for classical dynamin, it would be much smaller for dynamin variants
that have larger radii or softer bending rigidities.

When the polymerization force is more realistic, dynamin automatically poly-
merizes on tubules with radii close to R0. If tubules in the limits set by Inequality
(5.61) do not form spontaneously, other proteins have to partially constrict the mem-
brane before dynamin can begin to bind and polymerize. Indeed, it appears that
this role is played by clathrin in vesicle fission and the ER in mitochondrial fission.

The total radial force fr is plotted in figure 5.13. The force vanishes on cylinders
of radius R0 = cn/(c

2
n + c2

t ), as mentioned above. Intuitively, the filament pushes (or
pulls) the surface towards this radius, so that the surface conforms to the polymer’s
preferred size.

Of course, whether any force is applied to the surface is contingent on the poly-
mer’s binding at all. For a given value of µ, there is no force at all on tubules
that do not satisfy inequality (5.61). In figure 5.12, solid lines indicate the radii at
which binding would occur (and hence force would be applied) given µ = .01αc2

n ≈
5 kBT/nm, while dashed lines indicate where it would not. For this value of µ, the
equilibrium radius R0 is only about 15% smaller than the maximum radius allowed
by inequality (5.61).

Note that R0 decreases for increasing ct. Thus the inner radius of the helix can
be decreased by twisting as well as bending, suggesting one explanation for why
dynamin twists during its conformational change [RUFDC06a].

5.2.2 Catenoidal substrate

We use a catenoid to represent the neck between two compartments undergoing
fission. The surface is parametrized as

X(φ, z) =

R cosh(z/R) cosφ
R cosh(z/R) sinφ

z

 . (5.62)
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The catenoid is an ideal candidate for the neck because it has zero extrinsic curva-
ture, and therefore minimizes the energy of a curvature elastic membrane. Indeed,
it has been shown that as the neck between two vesicles becomes much smaller than
the vesicle radius, it approaches this shape [FMR+94].

On the catenoid, the Darboux curvatures are given by

κg = θ′ − sinh(z/R) cos θ

R cosh2(z/R)
(5.63a)

κn =
cos(2θ)

R cosh2(z/R)
(5.63b)

κt =
sin(2θ)

R cosh2(z/R)
(5.63c)

Clearly, the translational symmetry along the z-axis is broken. As a result, the
Euler-Lagrange equation cannot be reduced to a quadrature.

The dependence of the ground state energy on L becomes non-trivial because
not all points on the surface are equivalent. We emphasize this because it allows the
possibility of finite length polymers in equilibrium. Theory and experiment suggest
that these shorter polymers are better suited to mediating fission than very long
ones [SBA+13, LPJ08, MLP+10].

Specifically, using equation (4.94), the Euler-Lagrange equation is given by

κ′′g + ctκ
′
n − cnκ

′
t + κg

(
κ2

g + κ2
n − c2

n + κ2
t − c2

t

2
−H

)
+ κt

(
κg

[
cnκt

κn

− ct

]
+ κ′n +

κtκ
′
t

κn

)
=
κ2

n + κ2
t

κn

(κ′t + cnκg). (5.64)

The conserved torque is given by

m =− κg tanh
( z
R

)
+ (cos θ(κn − cn) + sin θ(κt − ct))sech

( z
R

)
−R cosh

( z
R

)(
cos θ

(
κ2

g + κ2
n − c2

n + κ2
t − c2

t

2
−H

)
− sin θ

(
κ′g − cnκt + ctκn

))
(5.65)

Using the results of section (4.3), filaments with free endpoints satisfy the boundary
conditions (see Table 4.2)

m = 0 (5.66a)

κg = 0 (5.66b)

κ′g + 2(ctκn − cnτg) = 0. (5.66c)

Unsurprisingly, this higher order shape equation is also much harder to solve. We
will therefore have to seek perturbative solutions as well as numerical ones, for which
we agin use the Matlab routine BVP4C, in order to solve the problem for arbitrary
µ or L.

The parameter R now represents the radius of the neck. For surface coordinates,
we use the azimuthal angle φ and the height z above the catenoid’s central plane.
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Figure 5.14: If R < Rc, short filaments bind away from the center, while on
large catenoids they wind symmetrically about the neck’s center.

Perturbative regime

Since they are accessible analytically, we will first discuss the L � R and L � R
limits. Then, we will move on to our numerical studies of intermediate length regime.

We begin our investigation of short polymers with the question whether, and,
equally importantly, where they bind. Since they prefer to bind at the part of
the catenoid that most closely matches their own geometry, they may bind a finite
distance z0 away from the center of the neck, spontaneously breaking the up-down
symmetry of the catenoid. We can calculate z0 for very short filaments with L �
R. Again, we admit that in this case our continuum model does not really hold.
However, we think this calculation paints an appropriate qualitative picture of dimer
or oligomer binding. Let us assume that the filament approximately traces a geodesic
on the surface. Then, the energy depends only on z(s) and θ(s). In the L→ 0 limit,
we can take z and θ to be constant, so that only rigid motions of the dimer are
included. In this approximation, the dimer is a directed point-like object. We can
write its energy as

E =
αL

2

[(
cos(2θ)

R cosh2(z/R)
− cn

)2

+

(
sin(2θ)

R cosh2(z/R)
− ct

)2
]
. (5.67)

Minimizing with respect to θ and z, we find that short filaments should have

z0 =

R arsinh

([
Rc

R
− 1

]1/2
)

R ≤ Rc

0 R > Rc

(5.68a)

θ0 =
1

2
arctan

ct

cn

, (5.68b)

where we have defined the critical radius as

Rc :=
1√

c2
n + c2

t

. (5.69)
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Equation (5.68a) can be understood as follows. On necks with R < Rc, there are
sites where the geometry of the surface and the polymer match exactly: the polymer
can choose z and θ so that κn and κt take their preferred values, cn and ct. However,
on larger necks, the polymer prefers to be more strongly curved than any point on
the catenoid, and so binds at the most curved site available, which is the center of
the neck.

We can insert these results on the ground state of short filaments from equations
(5.68a) and (5.68b) into the energy in equation (5.67) to find the elastic energy of
short filaments. This is important because the competition between this and the
binding energy determines whether binding occurs at all. Differentiating the total
energy with respect to L, we find

µ0 =

{
0 R ≤ Rc

1
2
α (R−1 −R−1

c )
2

R > Rc.
(5.70)

Binding occurs for any µ if R ≤ Rc, again because if R < Rc, there are sites on
the surface matching the preferred geometry of the polymer exactly. The non-zero
binding threshold for R > Rc reflects the fact that it costs energy for polymers to
form on large necks. At a given value of µ, this threshold also implies an upper
bound on R. Solving equation (5.70) for R, we see that binding will only occur on
necks with

R ≤ Rmax =
Rc

1−Rc

√
2µ/α

. (5.71)

When µ > α/2R2
c = α(c2

n + c2
t )/2, the upper bound diverges, and binding occurs on

necks of any size. This is the same as the threshold for binding to cylinders of any
size, implying it is the threshold for binding to planes.

In the opposite case of L� R, the behavior of the filament is determined by the
spontaneous curvature cn relative to the radius of the neck. If the filament is strongly
curved, the polymer prefers to go towards the most curved parts of the catenoid,
i.e. the center. In the weak curvature case, it rather prefers the flat parts above and
below the neck. As the polymer grows, material is added to the preferred region, and
the shape away from that region is left unchanged. The energetic cost of growing the
polymer then becomes independent of L, so that the energy E(L,R) asymptotically
grows linearly in L. It is therefore useful to define µ∞(R) = limL→∞ ∂E/∂L. When
µ > µ∞ the ground state becomes infinitely long.

To determine µ∞, we will find the energetic cost of adding material either at
the neck’s center or in the flat regions of the catenoid. First, we consider the
weak curvature case. Far away from the center of the neck, all curvatures are
approximately zero. We calculate the energetic cost of adding material to this
region by inserting κg = κn = κt = 0 into equation (5.53), and see that the energy
density is

µ∞
weak
=
α

2

(
c2

n + c2
t

)
. (5.72)

On the other hand, strongly curved polymers add material at the center of the neck
as they grow. At that point, κg = κt = 0 and κn = 1/R. Inserting these values into
the energy density gives

µ∞
strong
=

α

2

[(
1

R
− cn

)2

+ c2
t

]
. (5.73)
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Figure 5.15: ∆φ and h in the weak and strong curvature regimes. Blue, orange,
and green lines have ct/cn = 0.1, ct/cn = 0.2, and ct/cn = 0.4, respectively.
The solid and dotted lines correspond to numerical and perturbative results,
respectively. In the bottom right panel, the asymptotic height for each value of
ct is indicated by the gray lines.

Comparing equations (5.73) and (5.72) allows us to make the distinction between
strong and weak curvature more precise. If Rcn < 1/2, the filament’s energy is lower
in the flat regions of the catenoid than at the neck. While the stress free state in
the weak curvature regime is of course not a perfectly straight rod, even such a
configuration is lower in energy than binding at the neck. Obviously, the ground
state is not centered at the neck. This makes the regime Rcn < 1/2 quite unrealistic
for dynamin, and so we will ignore it from now on.

Guided by this observation, we will assume the filament lies approximately at
the ring with z = 0 and θ = 0, and therefore write z(s) = εz1, θ(s) = εθ1. To lowest
order, this implies

z′ =
sin θ

cosh(z/R)
=⇒ z′1 = θ1, (5.74)

φ′ =
cos θ

R cosh(z/R)
=⇒ φ1 =

s

R
. (5.75)

We will also assume that ct is of order ε; physically, this is a valid limit for classical
dynamin, for which ct/cn ≈ 10−1. This limit is also necessary from a mathematical
perspective for our assumption that the filament is approximately circular to hold,
and for the condition m = 0 to be satisfied. At first order in ε, the Euler-Lagrange
equation (5.64) becomes

R4z
(4)
1 (s)− 2(2Rcn + 1)R2z′′1 (s) + (2Rcn − 1)z1 = 0. (5.76)

Measuring s from the center of the filament, z1 should be an odd function of s. It
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is therefore given by

z1 = A1 sinh(k1s) + A2 sinh(k2s), where (5.77)

k1 =

√
1 + 2Rcn +

√
2 + 2Rcn + 4R2c2

n

R

k2 =

√
1 + 2Rcn −

√
2 + 2Rcn + 4R2c2

n

R
. (5.78)

We can determine the coefficients A1 and A2 by enforcing the boundary conditions
(5.66b)-(5.66c) at s = ±L/2,1 leading to

A1 =
2R(1−R2k2

2)ct sinh(k2L/2)

k2(1− k2
1R

2)2 cosh(k2L/2) sinh(k1L/2)− k1(1− k2
2R

2)2 cosh(k1L/2) sinh(k2L/2)
(5.79a)

A2 =
2R(1−R2k2

1)ct sinh(k1L/2)

k1(1− k2
2R

2)2 cosh(k1L/2) sinh(k2L/2)− k2(1− k2
1R

2)2 cosh(k2L/2) sinh(k1L/2)
.

(5.79b)

Let us define the amount the filament winds around the neck ∆φ(L) = φ(L) −
φ(0), and the height of the filament h(L) (see figure 5.14). For our perturbative
calculations, ∆φ = L/R. At large L, h(L) approaches a finite value

h∞ = lim
L→∞

z(L/2)− z(−L/2)

=
4R3(k2

2 − k2
1)ct

k1(1−R2k2
2)2 − k2(1−R2k2

1)2
. (5.80)

These perturbative results agree well with numerical solutions (see comparison in
the bottom row Table 5.15). In the bottom left figure of Table 5.15, there is a dotted
line indicating our perturbative results for ∆φ, though it is difficult to see. In the
bottom right figure, we see that the agreement is poorer for larger values of ct. We
point out that at R = 1/cn, h∞ is approximately h∞/R ≈

√
2ct/cn, reflecting that

the ratio ct/cn controls the aspect ratio of the helix.
Because strongly curved polymers are confined within the h < h∞ region, the

density of polymer in this region becomes large as they grow longer. This build-up
is not realistic because physical polymers have finite thickness and cannot overlap.
This limits the applicability of our model in certain cases.

Nonlinear regime

The regime where L ∼ R is much more difficult analytically, and so in this case we
rely on numerics. In this regime, a small increase in L can lead to global changes
in the filament’s shape. As a result, ∂E/∂L is a non-trivial function of L and for
certain values of µ, there are finite values of L that satisfy equation (5.54). Our
numerical solutions to the shape equation show that the energy of the filament
increases monotonically with L. However, its derivative ∂E/∂L is non-monotonic in

1This may seem to imply we have four equations for two variables. However, because of the
symmetry of the filament, if each condition is satisfied at one end it is also satisfied at the other
end. The additional condition m = 0 simply becomes an equation for H.
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Figure 5.16: Total free energy as a function of L for special values of µ explained
in the text, with Rcn = 0.6, ct/cn = 0.1 (top) and Rcn = 0.6, ct/cn = 0.4
(bottom). In the ct/cn = 0.1 case, the only transition is from asymmetric binding
to infinite (symmetric) binding. The inset shows a zoomed out version.

L if R is below Rc, leading to multiple equilibrium states at the same µ and complex
binding phase behavior.

Let us define a few useful values of µ to help decipher the phase diagram in figure
5.17. In figure 5.16 we have plotted the free energy E−µL at these special values of
µ at Rcn = 0.6 (note this is still the strong curvature regime, since Rcn > 1/2) with
ct/cn = 0.1 and ct/cn = 0.4. For small µ, the equilibrium state is a short filament
centered away from the neck. Increasing µ slightly, L increases and the filament
moves towards the center of the catenoid. At µ = µs1, called the first spinodal,
there is an additional state satisfying ∂E/∂L = µ. The higher L state is not a local
minimum of E − µL, but only a saddle point. Interestingly, this state is symmetric
under z 7→ −z, φ 7→ −φ. Increasing µ past µs1, the symmetric state splits into
two stationary states: one local minimum and one local maximum, both of which
are symmetric. Eventually, µ is large enough that the stable symmetric state and
the asymmetric state have the same free energy. This is called the binodal, and
this value of µ is denoted µb. The unstable symmetric state creates an energetic
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Figure 5.17: Phase diagrams for binding on a catenoid with (top) ct/cn = 0.1,
(bottom) ct/cn = 0.4. Infinite binding occurs in the yellow region, asymmetric
binding in the red region, and symmetric binding in the green region. The binding
threshold µ0 is shown in red, the binodal µb in solid blue, the spinodals in dotted
blue, and the asymptotic polymerization force µ∞ in black. The ct/cn = 0.4 case
is less realistic for classical dynamin, but better illustrates the difference between
the binodal line and the two spinodal lines. The inset in the top graph zooms in
on the boxed region.

barrier between the two stable states. For µ > µb, the symmetric state is the global
minimum. However, the asymmetric state is still metastable until µ reaches the
second spinodal point, µ = µs2. Finally, for µ > µs2 there is only one local minimum,
and the ground state is symmetric. This state may or may not have infinite length,
depending on whether µs2 > µ∞. Indeed, µs2 does exceed µ∞ for small ct/cn, as
shown in figure 5.17. In that case, the possibility arrises that µb = µ∞, so that the
onset of symmetric binding is simultaneous with that of infinite binding (shown in
the top panel of figure 5.16).

Figure 5.17 illustrates how these values of µ depend on R. The inset in the
top panel shows the very narrow finite binding region when ct/cn = 0.1. We can
quantify this narrowness by noting that the infinite binding threshold has a minimum
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at R = 1/cn given by µ∞,min = αc2
t/2. For classical dynamin, this corresponds to

about 2 kBT/nm. The fact that this is very near the estimated actual value is
intriguing, especially in light of studies showing that long polymers are ill-suited for
fission. In inequality (5.71), we found the largest neck on which polymers form at
a given µ. Assuming that no infinite binding occurs, we can find an inequality that
depends only on geometric features of the filament by requiring µ < αc2

t/2; one finds

R <
Rc

1−Rcct

=
1√

c2
n + c2

t − ct

. (5.81)

In figure 5.18, we show how the equilibrium length of the filament at fixed µ
depends on the radius of the neck, again with ct/cn = 0.1 on the top and ct/cn = 0.4
on the bottom. The symmetric-asymmetric binding transition has been omitted
from the figure; it would manifest as a discontinuous drop in L at lower values of R.
The violet curves illustrate what happens when µ > αc2

t/2: if R lies within a certain
finite interval (delimited by the dotted violet lines), the length diverges. The green
curves have µ = αc2

t/2, and hence diverge at Rcn = 1. At lower values of µ, the
length is always finite.

The dotted black line shows the radius for which the energy is minimal (which,
in this case, depends on L). At a given µ, this plot thus also illustrates the energetic
gradient flow. One imagines a pre-existing vesicle neck, for instance as created by
clathrin. If this neck is small enough, dynamin binds, and in doing so, exerts forces
constricting the neck. Energy minimization causes the system to flow along a fixed-
µ curve toward R0, i.e. the dotted line. As the radius decreases, the length of the
polymer grows at first, reaching a maximum around Rcn ≈ 1, when, surprisingly,
the polymer actually shrinks again. Ultimately, equilibrium is reached at R = R0.
The filament cannot wrap entirely around the neck unless the length L is at least
2πR. The solid black line in the figure shows this minimum length. If L is below this
line at the equilibrium radius, adjacent rungs of the filament are unable to interact.
Since such interactions are hypothesized to be essential for fission, this threshold
could be very important [SBA+13].

Although we do not have an analytical expression for E(L,R), we can determine
R0 via perturbation theory when L � R and L � R. For very short filaments,
E ≈ µ0L: minimizing the right hand side of equation (5.70) with respect to R, one
finds R0 = Rc. On the other hand, for long filaments, E ≈ µ∞L: minimization
gives R0 = 1/cn. Interestingly, R0 is not monotonic in L, and does not depend on ct

if L is large. This suggests two advantages of shorter polymers: they have smaller
equilibrium radii, and they enable the twisting motion of dynamin’s conformational
change to reduce the equilibrium radius further.

With knowledge of R0 and the maximum binding radius Rmax given by equation
(5.71), we can estimate how much strain dynamin imposes on a neck without GTP
hydrolysis. We define the maximum strain as

γ =
Rmax −R0

Rmax

≈
√

2µ

α
Rc, (5.82)

where we have ignored the slight decrease in R0 which occurs for low L. As one
sees in the top panel of figure 5.18, for realistic values of ct and µ the radius of the
neck only decreases by about 10-15%. It has been estimated that to induce fission,
a much more dramatic decrease from 15 nm to 3 nm would be necessary [KK03].
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Figure 5.18: Equilibrium length as a function of R at fixed µ with ct/cn = 0.1
(top), and ct/cn = 0.4 (bottom). The solid black line is L = 2πR, which of course
indicates the threshold for winding once around the neck. The dotted black line
shows where the energy is minimized with respect to R. In the top figure, the
curves are µ/αc2

n × 103 = 5.5, 5, 4.5, 4, 3.5, 3, going from top to bottom. In
the bottom figure, they are µ/αc2

n × 103 = 90, 80, 75, 70, 60, 50.

As in the cylindrical case, the fact that the neck must be of similar size to the
filament’s rest state in order for polymerization to occur inhibits passive constriction
of the neck.

5.2.3 Conclusions

We have analyzed the binding of a curved polymer with constant polymerization
force to cylindrical and catenoidal substrates with the aim of constructing a minimal
model of dynamin and similar proteins. This model is a substantial jump in realism
from our previous analysis of cylindrical confinement of semi-flexible polymers in
section 5.1. Here, we include helical rest configurations and a more realistic surface
geometry. We also allow the length of the polymer to vary and remove the constraint
that the polymer close back on itself.
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On the cylinder, the energy of the filament is linear in L, hence it is minimized
at either L = 0 or L =∞, eliminating a finite binding phase. This suggests a limi-
tation of experiments using only cylindrical substrates: membrane bound dynamin
polymers will tend to be very long, but shorter polymers may be more efficient fis-
sion machines [SBA+13]. Experiments on cylindrically bound dynamin can be useful
for studying intermediate stages in the fission process or dynamin’s conformational
change (for example), but are not likely to accurately reflect the dynamics of in vivo
fission.

It is possible that there is a finite binding phase on cylinders which we overlooked
by omitting membrane deformations from our analysis. However, no such phase was
found in [RKL+10], in which Roux et al. studied dynamin binding onto cylindrical
tubules at many different concentrations. If such a phase does exist, it seems to
occur over a very narrow range in µ.

On the catenoid, however, E depends non-trivially on L, creating the possibility
for equilibrium finite length polymers. In fact, all polymers have finite length if
µ < αc2

t/2. Intriguingly, experimental estimates of µ are very close to this bound,
suggesting that dynamin may indeed have evolved to avoid this transition. The
significant difference between the binding phase diagram on the cylinder and the
catenoid suggests that dynamin’s behavior depends strongly on the shape of the
substrate, a fact which to our knowledge has not been explored experimentally.

We must point out, though, that the infinite polymerization presented in our
model is incomplete, because we allow the polymer to wind infinitely densely around
the center of the neck. It is clear that, in reality, as more dynamin binds, more of
the surface is occupied. The actual behavior of very long filaments depends on how
the polymer rigidity α compares to the membrane bending rigidity, usually called
κ. If κ is sufficiently small, dynamin could begin to tubulate the membrane before
infinite binding becomes relevant.

The equilibrium cylinder radius R0 decreases as a function of ct. This reflects the
fact that twisting of the polymer can lead to constriction. For catenoidally bound
polymers, R0 depends additionally on the polymer’s length. For large L, R0 ≈ 1/cn

is independent of ct. If L is small, R0 ≈ Rc. The twisting motion of dynamin’s
conformational change is therefore put to best use by short polymers. Though if the
polymers are too short, they may just detach from the membrane when stressed,
rather than induce any geometric change. Detachment is more difficult if they are
long enough to wind completely around the neck. Furthermore, longer polymers are
able to exert larger forces on the membrane. Understanding the balance between
these considerations would require a model of the dynamin-membrane interaction
far from equilibrium.

The adhesion energy or polymerization force µ limits the range of surfaces on
which filaments will bind, and hence the extent to which the filament can deform
the surface. Because we do not allow the surface to deform locally, we expect that
in reality this range is wider than our model predicts. On cylindrical membranes,
dynamin only binds if the radius is near the equilibrium radius R0. In the catenoidal
case, dynamin is only drawn to the central neck if the latter is larger the critical
radius Rc. This competition of binding energy and elastic deformation leads to a
physical explanation for recruitment: polymerization only occurs if the substrate
is already geometrically similar to the polymer. This offers a mechanical answer
to the question, “what prevents dynamin from turning all membrane into vesicles”
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[vdB99]. However, mismatch in the geometries of the filament and the substrate
also induces stress in the filament, and therefore force on the substrate. Thus the
easier it is for dynamin to bind, the less useful it is for constricting, presenting
something of a catch-22. This is perhaps why dynamin-mediated fission relies on a
conformational change in the protein [BAE+08a, PS08, RUFDC06a]: without such
a reconfiguration, very little constriction is possible.

We conclude that elasticity alone probably does not account for dynamin’s fission
capacity. According to our model, fission requires an equilibrium-breaking active
process. However, we have of course only examined the region of parameter space
we believe to be most relevant, and we cannot totally rule out the possibility of a
passive fission mechanism.
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Conclusion and summary

Throughout this thesis, we have seen many applications of the elasticity of low-
dimensional continua to soft matter and biological problems. Evidently, a top down
view can be very informative about biological systems, even in cases where the
effects of chemistry are also essential. Let us review our findings, and discuss some
potentially interesting avenues of inquiry for the future.

In Chapter 2, we briefly reviewed the geometry of curves and surfaces in three
dimensional space. We also introduced energy functionals for filaments and sheets,
endowing them with mechanical as well as geometric properties.

In Chapter 3, we focused on surfaces. In section 3.1, we discussed the buck-
ling of membranes, to which we applied a novel extension of the Helfrich model.
This extension is very simple; the energy density is both continuous and smoothly
differentiable. It is therefore surprising that the system exhibits anomalous and
pathological behavior, including negative compressibility and faceting. To date, the
predictions of the model have not been compared with the kinks formed in simu-
lated membranes. Does the model accurately capture the transition from smooth to
kinked, that is, does it predict the right phase diagram? Can it predict the change
in the membrane’s tangent angle across a kink? Another interesting question that
remains open is how this model behaves in different topologies, such as those of
spherical vesicles or cylindrical tubules. Perhaps an analytical study of the faceting
of gel phase vesicles is feasible.

Then in section 3.2, we considered helicoidally symmetric surfaces. Using an
elegant parametrization first applied by Do Carmo [DCD82], we were able to easily
study helicoidal minimal surfaces, which we found have a singular transition from a
regime with two solutions to a regime with no solutions, exactly like that of axially
symmetric minimal surfaces. This parametrization also facilitated an analysis of
the conservation laws emerging from the helicoidal symmetry. A conserved stress
associated with translation and rotation invariance of the energy functional emerged.
Interestingly, the scale invariance of the conformally symmetric Willmore functional
was broken because of the fixed length scale implicit in helicoidal symmetry, i.e.
the pitch. Therefore the conserved quantity associated with the scale invariance of
the Willmore functional is not conserved on helicoidal Willmore surfaces. This is
reminiscent of the concept of an anomaly in quantum field theory, and would be
interesting to examine in those terms.

Our analysis of helicoidal soap films raised the possibility of an interesting ex-
planation for how the membrane ultimately breaks during dynamin-mediated mem-
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brane fission, previously considered by Kozlov [Koz01]. Could membrane fission
be explained by a similar instability to that occurring in soap films? If so, fission
could be understood entirely at the level of Helfrich theory. Unfortunately, we found
that, because the membrane shape equation is higher order than that of a soap film,
membranes have a larger space of solutions, and as a consequence do not exhibit a
similar instability. The hope for a model of fission at the level of Helfrich theory
is significantly diminished, but not gone: it is still possible that a second variation
analysis will show that the membrane in fact does become unstable, but not in the
same way that a soap film does. However, in view of the growing experimental
evidence supporting the catalytic model of fission, we are inclined to give it more
credence.

In Chapters 4 and 5, we studied elastic filaments confined to rigid surfaces.
Chapter 4 reviewed and expanded on the theoretical fundamentals originally found
by Guven and Vázquez-Montejo. That group originally devised a powerful method
of analysis for surface-confined filaments, which they first applied to Euler rods
confined to spheres [GVM12], then generalizing the theory with Valencia to any rod
with a cross section fixed relative to the surface normal [GVVM14]. Our contribution
was to expand their theory to filaments with freely rotating cross sections; this also
elucidated certain aspects of the theory with fixed cross sections that were previously
unclear. Unfortunately, we were unable to extend the theory to include the elasticity
of the substrate. As it turns out, the interaction between a flexible one-dimensional
object and a flexible two-dimensional object is analytically quite difficult. At a
heuristic level, we can anticipate a form for the Euler-Lagrange equations. The
Euler-Lagrange equations for each of the membrane and the filament separately
state that the forces on the object in question vanish; rendering this statement
in geometrical language makes finding equilibrium configurations possible. It seems
that coupling the surface and filament together should require simply that the forces
on each object are balanced by those of the other at the places where they are in
contact. Regrettably, a proof for this statement turns out to be elusive.

Chapter 5 contained applications of the results of Chapter 4. First, in section
5.1, we considered Bernoulli-Euler rods confined to a cylinder. Despite being one
of the simplest possible examples of a confined elastic filament, this problem turned
out to be surprisingly rich, illustrating the mathematical complexity exhibited by
confined filaments. This analysis led to the counter-intuitive result that it is possible
for closed elastic loops to constrict cylinders, depending on the topology of the loop.
Specifically, the loop must wind more than once around the cylinder to impart
constrictive forces at every point. Though this is far from a realistic description
of dynamin’s constriction of a membrane neck, it qualitatively illustrates how such
constriction can be possible. If the dynamin helix wraps multiple times around the
membrane neck, it can be “topologically” prevented from disassociating from the
membrane, similarly to these loops.

Lastly, in section 5.2, we pursued a model of dynamin-mediated fission from
another perspective: one in which the filament is flexible, and the surface is fixed.
The theory of surface-confined elastic rods with fixed cross sections was perfect for
this task, as dynamin’s membrane binding is localized to one domain. Competi-
tion between the energetic costs of elastic deformation and the energetic gain of
binding emerged naturally from the model. This competition suggests a poten-
tial explanation for how dynamin is recruited to membrane necks. The model also
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provides evidence that a passively constricting filament would not be capable of ini-
tiating membrane fission. The local membrane deformations that would result from
the forces exerted on the membrane by the polymer were notably absent from our
model. However, in light of our analysis of helicoidal membranes (indicating that
helicoidal membranes are mechanically stable), pursuing a complete continuum the-
ory of polymer-membrane interactions would, in our view, not be especially useful
for understanding dynamin. Including these features in our model would probably
lead only to a quantitative change in our binding phase diagrams. Rather, dynam-
ical questions are much more important at this stage. For example, what keeps
dynamin from disassembling after the GTP-hydrolysis step? In the language of our
model, the GTP-hydrolysis induced conformational change results in an increase of
the spontaneous curvature, cn. At this stage, equilibrium is likely broken in two
ways: firstly, mechanical equilibrium between the protein and the membrane is dis-
turbed; secondly, the dynamin polymer is not at its equilibrium length. Associated
with each of these disequilibria, the system can move toward equilibrium either by
decreasing the membrane radius or depolymerizing the dynamin. Which happens
first determines whether the membrane achieves fission.
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Illustration of numerical methods

For many problems in this thesis, we have had to solve differential equations with
boundary conditions at both the initial point and the final point of the problems
domain; such problems are known as boundary value problems, as opposed to initial
value problems, where there are only boundary conditions at one end of the domain.
In cases where analytical solutions were not possible, we have used the Matlab
routine bvp4c to solve these problems. It is worthwhile to discuss our procedure for
using bvp4c in depth. In this appendix, we will present an illustration of bvp4c,
applied to the buckling problem from section 3.1. Although we do not use bvp4c
to solve it in the main text, that problem is just difficult enough to be a useful
illustration.

Detailed documentation on bvp4c is available online from Mathworks, the cre-
ators of Matlab; see reference [Mat].

Before we demonstrate how to put our problem into code, we must discuss a few
mathematical details. Namely, the program requires a differential equation of the
form

y′(x) = F (y, x, λ1, λ2, ...), (A.1)

where x is the independent variable taking values on the interval x ∈ [xa, xb], the
vector y contains the functions we want to solve for, and the λi are some un-
known parameters, which the program also solves for. The differential equations
we are interested in solving are in every case the Euler-Lagrange equations corre-
sponding to some Lagrangian, and are therefore not first order. Whichever problem
we want to solve must be rendered in this form before we can use bvp4c. Fur-
thermore, the program needs a set of boundary conditions (one for each compo-
nent of y and one for each parameter λi), and a guess for what the solution looks
like. Once these have been provided, the routine attempts to minimize the residual
|y′(x)− F (y(x), x, λ1, λ2, ...)| over a discretization of the domain x ∈ [xa, xb] [Mat].
In this appendix, we emphasize how to write higher order equations in the appro-
priate form, find appropriate boundary conditions, and construct clever guesses for
the solution.
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A.1 Finding the differential equations

Recall that in that section 3.1 we sought to minimize the functional

E
κ

=

∫
dA

{
1

`2

(√
1 + `2K2 − 1

)}
, (A.2)

for a buckled planar membrane. In our original discussion, we solved the Euler-
Lagrange equation for this Lagrangian analytically. Here, of course will use a nu-
merical method.

Again, we describe the surface using an angle arc-length parametrization. We
add a system of Lagrange multipliers to the functional to both enforce this parametriza-
tion and incorporate information about the embedding of the surface in space,

E
κ

=

∫ Ly

0

dy

∫ L

0

ds

{
1

`2

(√
1 + `2ψ̇2 − 1

)
− fx

κ
(ẋ− cosψ)− fz

κ
(ż − sinψ)

}
.

(A.3)

As it turns out, the multiplier fz is always zero for the present problem; it is hence
omitted in the text. For the sake of completeness, though, we include it here.
Treating E/κLy as the Lagrangian, we can at this stage calculate the Euler-Lagrange
equation for the membrane. However, recall that we are looking for a set of first
order equations to describe the surface; the Hamilton equations for the membrane
are obvious candidates that have a few useful extra features.

Varying with respect to fx and fz returns the constraints defining ψ and guar-
anteeing our arc-length parametrization,

ẋ = cosψ (A.4a)

ż = sinψ. (A.4b)

Varying with respect to x and z then gives us that fx and fz are conserved,

ḟx = 0 (A.5a)

ḟz = 0. (A.5b)

The interesting physics happens around ψ. The momentum conjugate to ψ (physi-
cally, this is the bending moment of the membrane) is given by

pψ :=
1

κLy

∂E
∂ψ̇

=
ψ̇√

1 + `2ψ̇2

. (A.6)

This is essentially our differential equation for ψ. However, recall that bvp4c requires
the equations to be in the form of equation (A.1). We mus therefore solve equation
(A.6) for ψ̇,

ψ̇ =
pψ√

1− `2p2
ψ

. (A.7)

Lastly, the Hamilton equation for pψ is

ṗψ =
1

κLy

∂E
∂ψ

= −fx
κ

sinψ +
fz
κ

cosψ. (A.8)
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We have a set of six equations to solve, requiring six boundary conditions. In
sections 3.2.4, 4.2.1, and 4.3.1, we saw that boundary conditions emerge from the
requirement that boundary terms in a variation vanish. For a given coordinate, this
requirement can be satisfied by either of two options: either the coordinate must
be fixed at the boundary, or its conjugate momentum must vanish at the boundary.
This is one the advantages of using Hamilton’s equations: boundary conditions
usually take a very simple form. In this case, we want to fix all of the coordinates
at bouth ends of the buckle. The boundary conditions are therefore given by

x(0) = 0 (A.9a)

x(L) = Lx (A.9b)

z(0) = 0 (A.9c)

z(L) = 0 (A.9d)

ψ(0) = 0 (A.9e)

ψ(L) = 0. (A.9f)

Of course, if we wanted some coordinate to be free rather than fixed at the endpoints,
we would instead require its conjugate momentum to vanish. For example, if we
wanted hinged boundary conditions, where ψ is free, we would require pψ(0) =
pψ(L) = 0.

A.2 Making a good guess

When Lx ≈ L, the membrane will be approximately flat. We can therefore assume
that ψ and z are small in that case. Näıvely, we might therefore guess that the
membrane is totally flat, described by

x(s) = s (A.10a)

z(s) = 0 (A.10b)

ψ(s) = 0 (A.10c)

pψ(s) = 0. (A.10d)

However, a totally flat buckle is not a good enough guess; in particular, the mem-
brane could buckle either upward or downward, and the program has no way to
choose a direction1, and so fails to find a solution. We must provide a better ap-
proximation of the solution, one which also chooses an orientation for the buckle,
breaking the symmetry by hand. This suggests that we can use perturbation theory
to create our guess. This is usually the most reliable method: a good perturbative
guess is often enough for the program to find the correct answer even well outside
the linear regime. In many cases though, this is unnecessary, and simply providing
a guess function with approximately the right qualitative shape will suffice.

Instead of assuming z, ψ, and pψ vanish, let us assume that they are simply

1A perfect illustration of the “Buridan’s ass” thought experiment; unfortunately, Matlab is not
capable of meta-reasoning.
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small. To first order, Hamilton’s equations then become

ẋ = cosψ ≈ 1 (A.11a)

ż = sinψ ≈ ψ (A.11b)

ψ̇ =
pψ√

1− `2p2
ψ

≈ pψ (A.11c)

ṗψ = −fx
κ

sinψ +
fz
κ

cosψ ≈ −fx
κ
ψ +

fz
κ
. (A.11d)

Because the membrane is up-down symmetric, we make the ansatz that fz vanishes.
Equation (A.11a) and the boundary conditions (A.9a) and (A.9b) immediately give
us x(s) = Lxs/L. Differentiating equation (A.11c) and inserting equation (A.11d),
we see that

ψ̈ = −fx
κ
ψ, (A.12)

which is of course the equation of a harmonic oscillator with frequency
√
fx/κ.

Considering the boundary condition (A.9e), we conclude that ψ is given by

ψ = ψi sin

(√
fx
κ
s

)
. (A.13)

This equation sets our guess for ψ; by applying our boundary conditions, it will also
give us a guess for fx. In order for ψ to vanish at s = L, it must be the case that

ψ(L) = ψi sin

(√
fx
κ
L

)
= 0

=⇒
√
fx
κ
L = arcsin(0) = nπ, (A.14)

where n is an integer. Since we are interested in buckles that complete one full
period, we take the n = 2 solution, so that√

fx
κ
L = 2π

fx = κ

(
2π

L

)2

. (A.15)

This should look familiar: it’s our old friend the critical buckling threshold from
equation (3.24)! That fx takes this value should come as no surprise, since we
assumed that the membrane is only slightly buckled. The force fx should therefore
be approximately the minimum force needed to create a buckle.

For our guess to be useful, we of course must estimate the actual amplitude of the
oscillations, i.e. the inflection angle ψi. We can find ψi to lowest order by calculating
the strain in terms of our solution,

γ = 1− Lx
L

= 1− 1

L

∫ L

0

ds cosψ = 1− 1

L

∫ L

0

ds cos

(
ψi sin

[
2π

L
s

])
= 1− J0(ψi) ≈

ψ2
i

4
(A.16)

=⇒ ψi = 2
√
γ. (A.17)
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It is only now that we have broken the up-down symmetry of the buckle by choosing
the positive branch of the square root.

We can calculate z(s) using equation (A.11b),

z(s) =

∫ s

0

ψ(s)ds =

∫ s

0

2
√
γ sin

(
2π

L
s

)
ds = 2

√
γ
L

2π

[
1− cos

(
2π

L
s

)]
. (A.18)

Lastly, we obtain pψ by differentiating ψ(s),

pψ = ψ′(s) = 2
√
γ

2π

L
cos

(
2π

L
s

)
. (A.19)

In summary, for a given L and Lx (or equivalently, a given L and γ), we use the
guess functions

x =
Lx
L
s (A.20a)

z =
L

π

√
1− Lx

L

[
1− cos

(
2π

L
s

)]
(A.20b)

ψ = 2

√
1− Lx

L
sin

(
2π

L
s

)
(A.20c)

pψ =
4π

L

√
1− Lx

L
cos

(
2π

L
s

)
(A.20d)

fx = κ

(
2π

L

)2

(A.20e)

fz = 0. (A.20f)

A.3 Implementation

We now have all the theoretical ingredients necessary to implement this problem
in bvp4c. We choose a unit system such that κ = ` = 1. The only parameters
necessary to specify a solution are its total length L and projected length Lx.

The solution is represented by a vector

y =


x
z
ψ
pψ

 , (A.21)

along with a pair of parameters, fx and fz. In equilibrium, y satisfies the differential
equation

dy

ds
= F (y, fx, fz) =


cosψ
sinψ
pψ√
1−p2ψ

−fx sinψ + fz cosψ

 (A.22)

In our computer implementation of this problem, we will actually parametrize
the buckle by its normalized arclength t = s/L rather than the arclength s. This has
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a few advantages: firstly, it means that every solution to the Hamilton equations has
the same domain, t ∈ [0, 1]. Secondly, it allows us to include the length explicitly as
a parameter for the differential equation. Using this parametrization, the Hamilton
equations become

dy

ds
=

1

L

dy

dt
= F (y, fx, fz)

=⇒ dy

dt
= LF (y, fx, fz). (A.23)

Of course, the domain t ∈ [0, 1] must be discretized on the computer. This
discretization is called the mesh, and need not be uniform. The routine will adjust
the mesh so that it is finer in regions where y changes more quickly. Just as the
program requires an initial guess for the solution, it also must be provided with an
initial mesh; giving a uniform discretization is the simplest choice.

To use the routine, we must make calls to two functions: bvpinit and bvp4c.
The function bvpinit creates the object containing our initial guess. Its arguments
are, in order: our initial mesh, our initial guess (as a matrix y(t)), and our guess for
the input parameters. The function bvp4c then attempts to solve the differential
equations by minimizing the residual |y′(t)− LF (y(t), fx, fz)|. It takes three argu-
ments: the function handle for a (user-defined) function describing the differential
equations to be solved, the function handle for a (user-defined) function describing
the boundary conditions, and our guess solution in the form of a object created
by bvpinit. The function describing the differential equation (called hamilton eq in
our code) takes three arguments: the independent variable (in our case, t), the de-
pendent variable (the vector y), and the parameters (fx, fz, and L). The function
encoding the boundary conditions (called bc func in our code) takes three argu-
ments as well: the dependent variable at the initial point (y(0), called ya in the
code below), the dependent variable at the final point (y(L), called yb in the code),
and the parameters.

Once we have found a solution for a given set of parameters Lx and L, we can
use it as our initial guess for a different set of parameters. This method is necessary
for finding solutions far from the linear regime. As long as the qualitative features
of the solution do not change too quickly as the parameters change, this method is
very effective. This will not always be true, though. For example, in our study of
helicoidal membranes in section 3.2.4, we found solutions to the membrane shape
equation that differed significantly on either side of a phase boundary.

A.4 Example scripts

Below, we present two scripts written for Matlab version R2015a. The first, given
a total length L and projected length Lx, finds a profile curve for the membrane
buckling problem using our perturbative solution as its initial guess. The second
rather uses an already existing solution for the initial guess.
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function sol = guess_solve(L, Lx)

% This function takes two inputs: the overall length of the buckle,

% and its projected length along the x-axis. It returns a

% solution object, which contains the functions x(s), z(s), psi(s),

% and p_psi(s), as well as the parameters f_x, f_z, and L.

% Coordinates:

% y(1) = x

% y(2) = z

% y(3) = psi

% y(4) = momentum conjugate to psi

% Parameters:

% C(1) = stress fx

% C(2) = stress fz

% C(3) = length L

% Guess the parameters:

fxg = (2*pi/L)^2;

fzg = 0;

PARAM_GUESS = [ fxg fzg L];

% Prepare the mesh:

t = 0 : 0.001 : 1.0;

% Guess the actual solution:

psi0 = 2*sqrt(1 - Lx/L);

SOL_GUESS = [ t*Lx

psi0*L/(2*pi)*(1 - cos(2*pi*t))

psi0*sin(2*pi*t)

psi0*(2*pi/L)*cos(2*pi*t)];

% Create initial guess object using the function bvpinit

solinit = bvpinit(t, SOL_GUESS, PARAM_GUESS);

% Solve:

sol = bvp4c(@hamilton_eq, @bc_func, solinit);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% BOUNDARY CONDITION FUNCTION

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function zero = bc_func(ya, yb, params)

% This function returns a vector that should vanish when the

% boundary conditions are satisfied

zero = [ ya(1)

yb(1) - Lx

ya(2)

yb(2)

ya(3)

yb(3)

params(3) - L ];

end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% HAMILTON EQUATIONS FUNCTION

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function dydt = hamilton_eq(t, y, params)

% This function returns a vector that should vanish when

% Hamilton’s equations are satisfied

psi = y(3);

p_psi = y(4);

FX = params(1);

FZ = params(2);

Ltemp = params(3);

dydt = [ Ltemp*cos(psi)

Ltemp*sin(psi)

Ltemp*p_psi/sqrt(1 - p_psi^2)

Ltemp*(-FX*sin(psi) + FZ*cos(psi)) ];

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

end
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function sol = seed_solve(L, Lx, solinit)

% This function takes three inputs: the overall length of the buckle,

% its projected length along the x-axis, and a solution object to use

% as an initial guess. It returns a solution object, which contains the

% functions x(s), z(s), psi(s), and p_psi(s), as well as the parameters

% f_x, f_z, and L.

% Solve using solinit as guess:

sol = bvp4c(@hamilton_eq, @bc_func, solinit);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% BOUNDARY CONDITION FUNCTION

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function zero = bc_func(ya, yb, params)

% This function returns a vector that should vanish when the

% boundary conditions are satisfied

zero = [ ya(1)

yb(1) - Lx

ya(2)

yb(2)

ya(3)

yb(3)

params(3) - L ];

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% HAMILTON EQUATIONS FUNCTION

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function dydt = hamilton_eq(t, y, params)

% This function returns a vector that should vanish when

% Hamilton’s equations are satisfied

psi = y(3);

p_psi = y(4);

FX = params(1);

FZ = params(2);

Ltemp = params(3);

dydt = [ Ltemp*cos(psi)

Ltemp*sin(psi)

Ltemp*p_psi/sqrt(1 - p_psi^2)

Ltemp*(-FX*sin(psi) + FZ*cos(psi)) ];

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

end
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Aurélien Roux. Deformation of dynamin helices damped by membrane
friction. Biophys. J., 99(11):3580–3588, 2010.

[MMTK04] Seyed Ali Mousavi, Lene Malerød, Berg Trond, and Rune Kjeken.
Clathrin-dependent endocytosis. Biochemical Journal, 377(1):1–16,
2004.
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[MR13b] Sandrine Morlot and Aurélien Roux. Mechanics of dynamin-mediated
membrane fission. Annual review of biophysics, 42:629–649, 2013.

[MRY+07] Siewert J Marrink, H Jelger Risselada, Serge Yefimov, D Peter Tiele-
man, and Alex H De Vries. The martini force field: coarse grained
model for biomolecular simulations. The journal of physical chemistry
B, 111(27):7812–7824, 2007.

[MSV+01] Bruno Marks, Michael HB Stowell, Yvonne Vallis, Ian G Mills, Adele
Gibson, Colin R Hopkins, and Harvey T McMahon. Gtpase activ-
ity of dynamin and resulting conformation change are essential for
endocytosis. Nature, 410(6825):231–235, 2001.

[Mül07] Martin Michael Müller. Theoretical studies of fluid membrane me-
chanics. PhD thesis, Johannes Gutenberg-Universität Mainz, 2007.

[MVMGD16] Zachary A McDargh, Pablo Vázquez-Montejo, Jemal Guven, and
Markus Deserno. Constriction by dynamin: Elasticity versus adhe-
sion. Biophysical Journal, 111(11):2470–2480, 2016.

[NG99] Michel Nizette and Alain Goriely. Towards a classification of euler–
kirchhoff filaments. Journal of mathematical physics, 40(6):2830–2866,
1999.

[NM88] Emeritus HK Nickerson and Gerald S Manning. Intrinsic equations
for a relaxed elastic line on an oriented surface. Geometriae Dedicata,
27(2):127–136, 1988.

[Nog11] Hiroshi Noguchi. Anisotropic surface tension of buckled fluid mem-
branes. Physical Review E, 83(6):061919, 2011.

[OD16] Oz Oshri and Haim Diamant. Properties of compressible elastica from
relativistic analogy. Soft matter, 12(3):664–668, 2016.

[OO74] Ada L Olins and Donald E Olins. Spheroid chromatin units (ν bodies).
Science, 183(4122):330–332, 1974.

[PM04] G. J. K. Praefcke and Harvey T. McMahon. The dynamin superfam-
ily: universal membrane tubulation and fission molecules? Nat. Rev.
Mol. Cell Biol., 5(2):133–147, 02 2004.
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Glossary

2πc pitch of helicoidal surface. 35

Iij intertia tensor of rod. 13

K extrinsic or mean curvature of a surface. 22

P local pressure across a surface. 39

R0 equilibrium radius for a surface constricted by a filament. 86

U(θ) potential energy function in analogy between a cylindrically confined filament
and a particle in a potential. 72

KG Gaussian or intrinsic curvature of a surface. 22

Ks spontaneous extrinsic curvature of a surface. 24

α bending rigidity of a filament. 12

αi bending rigidities of a filament along eigenvectors of the intertia tensor Iij. 14

cg spontaneous geodesic curvature of a filament. 84

cn spontaneous normal curvature. 84

ct spontaneous twist. 15, 84

δ dimensionless measure of crossover length `. 31

δab Kronecker delta. 20

` crossover length for gel phase membranes. 28

γ dimensionless strain for membrane buckles. 30

κ Frenet curvature. 10

κ surface bending rigidity. Note that this symbol is also used for the Frenet curva-
ture. The reader should easily be able to tell which is the intended meaning
based on context. 24

κg geodesic curvature. 16

κn normal curvature. 16

λ normal component of force density in a filament. 60
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E energy density for elastic filament. 55

Fi components of bending moment of a filament. 56

H curvature independent part of filament stress. 53

µ polymerization force controlling a filament’s length on a surface. 64

φ dimensionless stress for gel phase membranes. 29

ψi inflection angle for membrane buckles. 29

σ surface tension. 19

τ Frenet torsion. 11

τg geodesic torsion. 16

θ angle between filament tangent vector and local φ̂ direction. 71

B binormal vector to a curve. 10

F stress in a filament. 53

M torque in a filament. 55

N principal normal vector to a curve. 10

S bending moment in a filament. 55

T tangent vector to a curve. 10

X(u1, u2) embedding function for a surface. 17

Y (s) embedding function for a curve. 10

λ force density in a filament. 59

ω angular velocity vector of a filament. 11

di Darboux frame basis vectors. 60

ea tangent vectors to a surface. 18

f i material frame basis vectors. 55

L conormal or transverse vector to a curve. 16

mi material frame normal vectors. 12

n unit normal vector to a surface. 21

ci spontaneous curvature of a filament in material direction i. 15

f conserved stress in cylindrically bound filament. 72

fr total radial force transmitted to a surface by a filament. 86
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gab metric tensor. 18

m conserved torque in cylindrically bound filament. 72

m elliptic parameter. Easily distinguished from torque on a confined filament in
context. 31

n number of oscillatory periods in closed cylindrically confined filaments. 75

u coordinate parametrizing motion along symmetry of helicoidal surface. 35

ua coordinates on a surface. 17

v arclength along generatrix of helicoidal surface. 35

w winding number of closed cylindrically confined filaments. 75
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