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Abstract
Much has been made of the importance of the speed at which disinformation dif-
fuses through online social media and this speed is an important aspect to consider 
when designing interventions. An additional complexity is that there can be different 
types of false information that travel from and through different communities who 
respond in various ways within the same social media conversation. Here we present 
a case study/example analysis exploring the speed and reach of three different types 
of false stories found in the Black Panther movie Twitter conversation and compar-
ing the diffusion of these stories with the community responses to them. We find that 
the negative reaction to fake stories of racially-motivated violence whether in the 
form of debunking quotes or satirical posts can spread at speeds that are magnitudes 
higher than the original fake stories. Satire posts, while less viral than debunking 
quotes, appear to have longer lifetimes in the conversation. We also found that the 
majority of mixed community members who originally spread fake stories switched 
to attacking them. Our work serves as an example of the importance of analyzing 
the diffusion of both different types of disinformation and the different responses to 
it within the same overall conversation.

Keywords  Social networks · Fake news · Misinformation · Twitter

1  Introduction

There is currently an ongoing policy discussion regarding the impact of the spread 
of false information online and what if anything should be done to curtail it. Options 
have been presented in academia and the public discourse ranging from those that 
focus on government and platform-based interventions to those seeking to educate 
and empower individuals in their interactions with social media (Lazer et al. 2018). 
Others have investigated community-based options for fact checking or shaming 
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and reporting bad actors (Arif et al. 2017). To design and implement effective and 
efficient interventions requires a more detailed understanding of how false informa-
tion and the response to it spreads on digital social media. This understanding is 
complicated by the reality that there are different kinds of false information being 
shared from and through different online communities (Tandoc et al. 2018). Features 
important for intervention-related decisions, such as the overall reach and speed 
at which false information diffuses may be dependent on the type of story and the 
source and target communities. It may also be affected by the diffusion of negative 
responses to the false information that occur prior to the news about the false infor-
mation going more public. In this study, we add to the existing research by describ-
ing and comparing the diffusion of different false information stories and responses 
to them that occurred during the same event (in the Twitter conversation regarding 
the release of the Marvel superhero movie Black Panther). Our research goals are 
to (1) compare how fast the different types of stories and responses diffused overall, 
(2) identify communities through which the stories and responses diffused, and (3) 
compare how the stories diffused within different communities. Section 2 provides 
a summary of related academic work. Section 3 describes the data and analytical 
methods we used. Section 4 summarizes our main results and Sect. 5 provides our 
concluding discussion.

2 � Related work

The rate of diffusion of information in networks depends in part on the network 
topology. Some network characteristics are known to help faster information diffu-
sion whereas others inhibit the flow of information (Karsai et al. 2011). Many infor-
mation diffusion studies in social networks have borrowed ideas from the models for 
the spread of infections. For example, Kitsak et al. (2010) used susceptible–infec-
tious–recovered and susceptible–infectious–susceptible to understand information 
diffusion Since the advent of Twitter, there have been numerous studies attempting 
to characterize the diffusion process of tweets, both in speed and scale. In one of 
the first treatments of the subject, Yang and Counts (2010) using survival analysis 
determined that the mentioned rate of users are good overall predictors of the differ-
ent aspects of information diffusion of a given tweet. Similarly, Xiong et al. (2012) 
adapted a popular epidemiologic model to the context of information diffusion in 
social media and determined that the density of infected agents is closely related 
to the average network degree, even across different network topologies. Yang and 
Leskovec (2010) used a linear influence model for understanding diffusion that pre-
dicts newly infected nodes as a function of prior infected nodes. Their model uses 
the global influence of a node to predict the temporal dynamics of information diffu-
sion. Researchers have also tried to predict individual tweet popularity. For example, 
Zhao et al. (2015) developed SEISMIC that predicts tweet popularity using a self-
exciting point process model. More recently, Hoang and Mothe (2017) developed 
a machine learning algorithm using user, time and content-based features to pre-
dict whether a tweet will be retweeted and its overall spread. In line with previous 
results, they find that measures of the users reach are the most informative features 
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and that the topic of the tweet not only affects the probability it will spread, but 
also the predictability of this process. In the context of the spread of disinforma-
tion, Vosoughi et al. (2018) contrasted the spread of news stories on Twitter which 
had been fact-checked as true and false by third parties, finding that false articles 
(particularly as they relate to political events) spread farther than their counterparts. 
Some researchers have suggested that the differences in the way true and false infor-
mation propagate could be used to detect false information (Castillo et  al. 2011). 
However, most of the studies in this topic have characterized the diffusion of tweets 
by either focusing solely on retweets or by aggregating any type of response to them. 
As we show in the present work, this can be misleading, particularly when charac-
terizing the spread of disinformation. We find that negative responses towards fake 
tweets tend to manifest through replies and quotes and that diffusion through this 
medium can dwarf what is observed though retweets. Moreover, the effect of these 
negative responses can have an important effect on the spread of other fake tweets 
in the same topic, which is necessary to consider when predicting the spread of later 
instances of a fake story. Additionally, not all false information spread online is the 
same. Digital social media is the target and source for variations ranging from sat-
ire and parody to organized disinformation campaigns (Tandoc et al. 2018). These 
types of false information differ in their purposes, design, and impact. They also 
can interact, such as when satire is used to mock misleading political arguments. 
Lumping different types of false information together into a false/true dichotomy 
as much previous research has done may miss differences that are important to why 
and how a particular type succeeds or fails. Another important part of understand-
ing the flow in information in networks is to understand the types of communities 
in a network. Communities in a network can refer to groups of nodes that are more 
strongly connected compared to the rest of the nodes. Though the general problem 
is NP-hard, many models (like latent block model) have been proposed to approxi-
mate the solution. The latent block model is a popular generalization of the more 
traditional ErdsRnyi random graph model that partitions nodes in a network into 
sub-groups called blocks. In the simplest form of the latent-block model, each node 
(or vertex) in the network is placed in one of K different classes (or communities) 
and edges are placed between each of the nodes with probabilities that are a function 
of their respective classes. As information flows via edges, the blocks with dense 
connections allow faster information diffusion. Community designations can also be 
a priori node attributes known from contextual information (e.g. in a network of 
legislators, party affiliation could act as a community designation). While network-
based community detection is important in determining which types of communities 
are more or less susceptible to the diffusion of false information, comparison of how 
false information flows through known communities can also be helpful. Though 
there is a lot of prior research on information diffusion and network characteristics, 
not many researchers have explored the effect of different types of communities on 
the flow of information and false information. Del Vicario et al. (2018) tried to con-
nect misinformation spread and polarized communities. Using a framework that 
identifies polarizing content, they can predict fake-news topics with 91% accuracy. 
Ribeiro et  al. (2017) also explored the relationship between opinion polarization 
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and posts with fake-news labels. They find that in communities where users tagged 
URLs as fake, the average polarization was higher.

3 � Data description and methods

For this study, we use Twitter data related to the opening weekend (15–18 February 
2018) of the Marvel superhero movie Black Panther. Black Panther was a financial 
and critical success that was promoted in part by its status as the first Marvel Cin-
ematic Universe movie to have a predominately African and African-American cast 
and focus. The opening of the Black Panther movie makes for a good case study 
because of the high level of Twitter activity surrounding the movie (is was reported 
as the most tweeted about movie Twitter 2018) and due to the presence of multiple 
types of disinformation campaigns within the Twitter conversation.

The data set contains approximately 5.2 million tweets related to Black Panther 
which were collected from 8 February to 16 March 2018 using Twitters public 
API. In previous work, four types of false information stories were identified: (1) 
Fake Attack posts claiming racially-motivated physical violence at movie theaters 
which were debunked, (2) Satirical Attack posts making similar but more exagger-
ated claims in an apparent attempt to mock or shame the original Fake Attack posts, 
(3) Fake Scene posts claiming the film contained scenes (mostly racially-inciting), 
that it did not and (4) Alt-Right posts claiming the movie was supportive of Alt-
Right ideology (in the film such policies are questioned and repudiated). The previ-
ous work identified a total of 304 origin posts (tweets with an original false claim 
of one of the 4 types) and approximately 155,000 tweets that responded (retweeted, 
quoted, or replied) to those origin posts. For the analysis presented in this paper, 
we choose to focus on the origin posts that had at least 50 retweets. The reason for 
this is that we want to have enough data points to compare the speed of the diffu-
sion (# of retweets over time). There were 11 origin posts that met this criterion: 
5 of the Fake Attack type, 3 of the Satire Attack type, and 3 of Fake Scene type. 
None of the Alt-Right origin posts had more than three retweets and therefore were 
not further analyzed. There are several ways within Twitters system in which a user 
can respond to a tweet they are exposed to. The user can retweet (copy the origin 
tweet with no commentary, which is assumed to be an endorsement), reply (write 
new content about the origin tweet that can be endorsing, neutral or detracting from 
the origin tweet), or quote (copy the origin tweet with added commentary that can 
be endorsing, neutral or detracting). The replies and quotes in turn can be replied 
to, quoted, or retweeted. A user can also follow the origin tweet poster and/or like 
the origin post (the exact date and time of a follow or like action are not accessi-
ble using the public Twitter API, and therefore these actions are not investigated in 
this paper). Accepting retweets as endorsements, we manually verified which replies 
and quotes where endorsing and which ones were detracting from the origin post 
being replied to/quoted. Though some origin posts garnered hundreds to thousands 
of replies or quotes, only 89 quotes and 17 replies garnered more than 10 retweets, 
and we restricted our verification to those responses. Due in part to the tweet col-
lection methods used for this data set (keyword-based search with limited timeline 
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data), the user networks that could be derived from them were too sparse for net-
work-based community detection as originally intended. We therefore separated the 
users in our data set into three communities based on their Twitter activity related to 
the false information origin posts: Pro-Fake, Anti-Fake, and Mixed. A Pro-Fake user 
was defined as a user that exclusively does the following: tweets a Fake Attack or 
Fake Scene origin post, tweets a quote or reply that supports a Fake Attack or Fake 
Scene origin post, or retweets any of those origin posts, quotes, or replies. An Anti-
Fake user was defined as a user that exclusively does the following: tweets a Satire 
Attack origin post, tweets a quote or reply that supports a Satire Attack post, tweets 
a quote or reply that attacks a Fake Attack or Fake Scene origin post, or retweets any 
of those origin posts, quotes, or replies. A Mixed user was defined as a user who 
performed at least one action that would have placed them in the Pro-Fake com-
munity and at least one action that would have placed them in the Anti-Fake com-
munity. Our main analysis involved comparing how each type of false tweet spread 
(retweeted) and was responded to (replies and quotes, and retweets of replies and 
quotes) through each community. For the 11 origin posts of interest, we calculated 
the half-life (how long does it take for 50% of the retweet activity to happen) of 
the origin tweets themselves, the aggregate quotes related to each origin tweet and 
the aggregate replies to each origin tweet. We also similarly calculated the 95%-
life. To obtain a fuller understanding of the diffusion process of these tweets and 
responses over, we also plotted the speed of diffusion as measured in the number of 
retweets per 5-min intervals. We then compared these across the three communities 
just described.

4 � Results

4.1 � Overall diffusion of top origin posts

Figure  1 summarizes the diffusion (how many retweets over how much time) of 
the top Fake Attack, Satire Attack, and Fake Scene origin tweets. Except for the 
rightmost outlier Fake Attack stories, it appears that the Satire Attack stories last for 
longer amounts of time than Fake Scene or Fake Attack stories. There was one Sat-
ire Attack tweet whose total number of retweets were several magnitudes above the 
other stories (see Table 3 in the Appendix for additional details).

4.2 � Summary of communities

Table 1 summarizes the total number of users in and total number of tweets by each 
of the three communities defined earlier.

The Anti-Fake community is the largest and has the most activity, followed by the 
Mixed community. We further analyzed the behavior of the 2060 users in the Mixed 
community by examining the time trends of their activity. We checked for consist-
ency in behavior by seeing whether the users went from supporting Pro-Fake posts 
to supporting Anti-Fake posts over time or vice versa or bounced back and forth in 
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their support (indicating inconsistency). Table 2 summarizes the number of times 
Mixed users switched between Pro-Fake and Anti-Fake tweets (in either order).

Approximately 90% of users switched only once. Of those users that switched 
an odd number of times, 98% started by retweeting Pro-Fake Attack tweets and 
switched to retweeting Anti-Fake Attack tweets. A total of 271 user accounts from 
the Mixed community have been suspended and another 99 could no longer be 
found. Using CMU Bot-Hunter (http://sbp-brims​.org/2018/proce​eding​s/paper​s/
lateb​reaki​ng_paper​s/LB_5.pdf), a multi-tier machine learning bot detection tool, on 
the 1690 accounts that were accessible, only 7 accounts were identified as having 

Fig. 1   Total number of retweets and the time (in min from origin tweet) it took to reach 99% of the total 
for each of the top origin tweets. The y-axis is presented in a log scale

Table 1   Community summaries Community # of Users # of Tweets

Pro-Fake 1249 2147
Anti-Fake 47,016 116,541
Mixed 2060 35,916

Table 2   Number of users who 
switched between supporting 
Pro and Anti-Fake Attack tweets

# of Switches # of Users

1 1855
2 100
3 88
4 6
5 6
7 3
8 1
11 1

http://sbp-brims.org/2018/proceedings/papers/latebreaking_papers/LB_5.pdf
http://sbp-brims.org/2018/proceedings/papers/latebreaking_papers/LB_5.pdf
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bot-like behavior. All these accounts only switched once. Of the suspended accounts, 
1 switched 7 times, 2 switched 4 times, 31 switched 3 times and 17 switched 2 times.

4.3 � Speed of diffusion by origin post, response type, and community

Figures 2, 3 and 4 summarize the speed of diffusion of responses by community for 
the top Fake Attack, Satire Attack, and Fake Scene stories respectively.  

5 � Discussion and conclusions

In this work, we expanded on the analysis of false stories in the Black Panther movie 
Twitter conversation by comparing the speed of diffusion of false Twitter stories 
across different story types, response types, and communities. One main observa-
tion is that the fastest of any tweets by at least an order of magnitude are some of the 
Anti-Fake quotes diffusing through the Anti-Fake and Mixed communities and the 

Fig. 2   Retweets related to the top 5 Fake Attack origin tweets over time by community. Each color/line-
style represents the response to a different origin tweet. The speed of retweets is given per 5-min overlap-
ping bins and is presented in a log-scale. For these stories, the quote and reply responses attacking the 
Fake Attack posts were spread much more successfully than the origin tweets. The Mixed community is 
a significant source of retweets of both origin tweets and responses to them. The top most spread Fake 
Attack story (solid line) shows somewhat different behavior than the others in that there is a lull in activ-
ity between the time of the origin tweet and the bulk of the retweets, quotes, and replies. (Color figure 
online)
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top Satire Attack story diffusing through the Anti-Fake community. For the top Fake 
Attack story (marked by a solid line in Fig. 2), the replies coming from the Anti-
Fake community diffuse at speeds that are a magnitude above the speed at which 
the origin post diffused in the Pro-Fake and Mixed communities. For at least the top 
4 Fake Attack stories it appears that the quote responses diffuse at a speed as fast 
or greater than the do the origin posts themselves, implying that using quotes may 
be a helpful response option to false information if the intent is to rapidly meet the 
spread of the false information. An interesting difference between the Fake Attack 
and Fake Scene types of false stories is that while their top speed and total retweets 
are of similar magnitudes, most of the Fake Scene stories have slightly longer life-
times than most of the Fake Attack stories and there is almost no response from 
the Anti-Fake community to the Fake Scene stories. This could be the case because 
there were fewer Fake Scene origin posts or because the Fake Scene stories were not 
reported in mass media outlets as the Fake Attack stories were. Whether the lack of 
response is related to the slightly longer lifetimes is unknown. Putting aside the top 
Fake Attack, which has some interesting timing associated with it, it appears that 

Fig. 3   Retweets related to the top 3 Satire Attack origin tweets over time by community. Each color/
line-style represents the response to a different origin tweet. The speed of retweets is given per 5-min 
overlapping bins and is presented in a log-scale. Unlike with the Fake Attack tweets shown in Fig.  2, 
here the retweets of the origin posts spread faster and to a larger extent than the quotes and replies that 
are responding to them. The quotes and replies are coming from within the same community (and are 
therefore of the origin tweets) while the response from the Pro-Fake community is almost non-existent. 
(Color figure online)
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the Satire Attack stories also all have longer lifespans than the other types of stories. 
Also, the speed of retweets of the Satire Attack posts and the responses to them 
more slowly decrease over the lifetime of the story than speed of retweets of Fake 
Attack or Fake Scene origin posts or Anti-Fake quotes attack those origin posts. 
This is the case even for Satire stories that do not reach as high a top speed of diffu-
sion of Fake Attack or Fake Scene posts. If this is true of satire tweets in general, it 
may mean that while satirical responses dont go viral as quickly as the original fake 
story or as debunking quotes attacking those stories, they do appear to last longer. 
These attributes may mean satire responses are better suited as a response to longer-
term false information campaigns rather than event driven viral ones. There is also 
almost no response to the Satire Attack stories from the Pro-Fake community. The 
mixed community (users that supported both Pro-Fake Attack and Anti-Fake Attack 
tweets) present an interesting group for discussion. We can suppose several reasons 
that the same user would act in this way:

(1)	 Learning the user thought a Fake Attack post was real, found out it wasnt and 
then supported those calling out/making fun of the Fake Attacks.

(2)	 Continual confusion the user couldnt distinguish between Fake Attack and Satire 
Attack posts or the intent of related quotes and replies.

Fig. 4   Retweets related to the top 3 Fake Scene origin tweets over time by community. Each color/line-
style represents the response to a different origin tweet. The speed of retweets is given per 5-min overlap-
ping bins and is presented in a log-scale. Unlike with the Fake Attack origin posts, there was very little 
response to the Fake Scene tweets in the form of quotes and tweets, especially from the Anti-Fake com-
munity. (Color figure online)
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(3)	 Desire to create noise the user can distinguish, but intentionally wants to support 
both sides to make noise.

(4)	 Bots could also be intended to create noise, or alternatively accidently creates 
noise because it is just trying to retweet viral posts.

The bot presence in the Mixed community appears to be low (though many of the 
suspended accounts could well have been bots). Previous work (Babcock et al. 2018) 
reported that replies to Satire Attack posts included users who mistook the satire as 
Fake Attack posts, so confusion could have played a role. Since a large majority 
of the Mixed users switched from Pro-Fake to Anti-Fake actions it is possible that 
learning is the reason for many of the switches, but it is not possible to rule out the 
desire to create noise without further exploration of the timing of specific responses. 
It is important to note that even if most Mixed users did learn that the Fake Attack 
and/or Fake Scene posts were indeed fake, they also are responsible for a larger 
amount of diffusion of those stories than their exclusively Pro-Fake counterparts.

The limitations of our analysis include the fact that most of our analysis only 
explored 11 tweets all within the same conversation. The generalizability of our 
results should be tested using other false information Twitter datasets. As mentioned, 
a closer look at the timing of false posts and responses across many Twitter contexts 
will help determine whether and how different responses affect the diffusion of false 
information (for example, did the lack of response to the Fake Scene or Satire Attack 
stories allow them to live longer). Additionally, future work should include analyz-
ing how different stories diffuse through communities that are not defined by their 
reaction to such stories. This will enable further analysis of which communities are 
more susceptible to starting or continuing the diffusion of false information in Twit-
ter discussions.

This descriptive research observes that in this context debunking and mocking 
quote responses appear to diffuse faster in the community attacking false stories than 
the false stories themselves and supporting quotes do in the community promoting 
the false stories. Satirical responses appear to have longer lifetimes and, in some 
cases, higher speed of diffusion than other false stories. Our research also examined 
the importance and some attributes of those users who appear to act to both pro-
mote and attack the spread of false information. We hope that this work can help 
inform future research and decision making regarding the response to false informa-
tion online.

Appendix

See Table 3.
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