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Abstract. The emergence of the FAIR principles is driving renewed efforts in 
the biomedical community to produce high-quality metadata that describe da-
tasets submitted to public repositories. A variety of organizations are now in-
volved in developing submission pipelines that place a strong emphasis on ac-
companying submissions with highly descriptive metadata. However, these pipe-
lines have highly variable requirements, which range from using ontology-based 
metadata in existing submission pipelines to supporting end-to-end metadata 
management in new pipelines. There is a lack of tools for integrating metadata 
support when building these pipelines. In this paper we describe a system called 
CEDAR that aims to address this challenge. The described tools provide a flexi-
ble, highly configurable solution for producing submission workflows with se-
mantically rich metadata support. We outline how we have used these tools to 
deliver robust metadata submission pipelines for several communities, including 
the Adaptive Immune Receptor Repertoire (AIRR), the NIH Cloud Credits 
Model Pilot (CCP), and the Library of Integrated Network-based Cellular Signa-
tures (LINCS). 
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1 Introduction 

A large number of data repositories have been developed in the biomedical community 
over the past few decades. These repositories are usually provided by large govern-
ment-funded institutions for general scientific use or may be developed by specialized 
communities for domain-specific purposes. For example, the U.S. National Center for 
Biotechnology Information (NCBI) provides an array of repositories, including Gen-
Bank [1], which holds DNA sequence metadata, and Sequence Read Archive (SRA) 
[2], which contains descriptions of biological sequence data. Scientists submitting their 
datasets to these repositories are required to accompany these submissions with 
metadata describing the associated experiments. The ability to discover datasets and 
reproduce experiments is highly dependent on the quality of the metadata in these re-
positories. 
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The submission interfaces provided by many repositories are often notoriously dif-
ficult to use. Often the submission process is spread over multiple stages, with metadata 
upload requiring a mixture of Web-based acquisition forms and population of spread-
sheets. If associated data files are large, they may need to be submitted separately—or 
submitters may be required to assemble metadata and data files into submission pack-
ages for batch upload. Users are frequently responsible for ensuring the consistency of 
internal references in their metadata (e.g., to sample identifiers) and may also need to 
ensure that those references align with the associated data files. In some cases, refer-
ences may be required to identify previous submissions. Validation and error reporting 
processes are often poor. Frequently, validation occurs post-submission, and users are 
informed of failures via email. Intervention by repository staff to manually repair sub-
missions is not uncommon. As a result, generating conforming metadata for many re-
positories can require significant effort and often involves a degree of trial and error. 
Additionally, current submission interfaces typically lack any standard way of seman-
tically annotating the data. Despite the availability of a large number of controlled ter-
minologies in biomedicine, submission systems have weak or nonexistent mechanisms 
for linking terms from these terminologies to the metadata for the submissions. 

There is evidence that this combination of limited semantic enforcement and onerous 
submission processes negatively affects the quality of metadata in repositories [3]. 
However, there are no general-purpose tools that can support the diverse requirements 
when developing metadata-submission interfaces and associated submission pipelines. 
Several tools address individual parts of the submission process. Some of these tools 
focus on improving the spreadsheet entry part of the submission process. One of the 
most popular is ISA Tools [4], which is a desktop application that allows curators to 
create spreadsheet-based submissions. A later evolution of this tool called Linked ISA 
[5] provided a means of annotating spreadsheets with controlled terms. RightField [6], 
an Excel-based plugin, also focuses on semantic annotation, allowing users to embed 
ontology terms in spreadsheets. A variety of custom tools have also been developed to 
improve the submission processes to existing repositories. A desktop-based tool called 
Annotare [7] supports metadata submission for functional genomics experiments to the 
ArrayExpress repository, replacing its previous spreadsheet-based submission mecha-
nism. NCBI’s Sequence Read Archive (SRA) repository has spawned the development 
of a variety of custom submission tools that replace its spreadsheet-based upload. Pro-
jects including BaseSpace1, mothur2, and CyVerse3 have developed submission systems 
that semi-automatically upload metadata to SRA.  

However, existing tools tend to be either highly customized or address only a small 
part of the metadata submission process. There is a need for general-purpose tools that 
can both enhance existing pipelines and support end-to-end frameworks for new repos-
itories. In this paper, we describe such a tool set and outline how it has been adopted 
by several communities to develop and enhance a variety of metadata submission pipe-
lines.  

                                                        
1 https://basespace.illumina.com/ 
2 https://mothur.org/ 
3 https://www.cyverse.org/ 
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2 Requirements for Developing Metadata Submission Pipelines 

The requirements for developing metadata submission pipelines can be divided into 
three broad areas: (1) metadata-template specification, which primarily involves 
formally encoding the structure of anticipated metadata; (2) metadata acquisition, 
which involves gathering conforming metadata from users; and (3) metadata 
submission, which targets the final uploading of acquired metadata and associated data 
to repositories. In general, communities developing submission pipelines target either 
one or more existing public metadata repositories, or topic-specific community-devel-
oped repositories. The tool requirements for these development efforts depend both on 
the difficulty of satisfying target repository interfaces and the level of automation and 
user assistance desired in the pipeline.  

The first challenge that many of these efforts must tackle is formally encoding a 
template for the relevant metadata standard. The most common strategy of defining 
metadata attribute names as entries in a spreadsheet is too imprecise to support rigorous 
metadata definitions. More structured formats such as XML or JSON add some 
precision but also suffer from a lack of rigor. Irrespective of format, there is no agreed 
way to use these specifications, so the developers of metadata pipelines typically define 
an ad hoc metadata template specification approach using their preferred technology 
choice and formality level. Additionally, there are no standard ways of semantically 
enhancing these specifications—for example, to restrict acquired values to controlled 
terminologies—so the eventual metadata templates can be very loosely defined.  

Once the metadata template is defined, mechanisms for acquiring template-
conformant metadata from users must be created. Again, however, since there are no 
standard approaches, pipeline developers must create custom metadata acquisition 
interfaces—or leave users to their own devices when, for example, manually populating 
spreadsheets or generating XML-based files. The recent focus on enhancing metadata 
quality has driven the desire for easy-to-use Web-based acquisition interfaces, which 
can require significant development effort. These interfaces should both reflect the rel-
evant metadata standard and—ideally—enforce strong quality standards.  

Converting the acquired metadata to meet repository submission specifications is the 
next challenge. Because the final submission workflow for many public repositories 
can be onerous, this step often emphasizes simplifying the submission process. 
Challenges include validating the metadata to ensure that they conform to repository 
specification, uploading associated data files (which for many biomedical experiment 
types can be very large), monitoring the submission, and reporting outcomes. 

While not all pipeline developers need to address all requirements in depth, a general 
solution must satisfy the needs of many different pipelines. A significant number of 
tools are needed to meet even minimal requirements for a complete core set of metadata 
tasks. Such tools must be flexible and configurable and must be able to support a variety 
of integration strategies. 
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3 The CEDAR Metadata Authoring and Submission Workflow 

The Center for Expanded Data Annotation and Retrieval (CEDAR) [8] has developed 
a system that addresses these diverse requirements. CEDAR supports a workflow for 
metadata management that is organized around the three main stages of the metadata 
submission process—namely, metadata-template specification, metadata acquisition, 
and metadata submission. A driving goal of CEDAR is to provide highly configurable 
tools that support the creation of metadata-submission pipelines to meet a wide range 
of deployment scenarios. It is a modular system that provides components that can be 
integrated into existing workflows to address specific tasks in a metadata submission 
pipeline or that can be assembled together to provide an end-to-end pipeline. The sys-
tem—referred to as the CEDAR Workbench [9]—is built around the notion of creating 
templates that define the structure and semantics of metadata specifications. These tem-
plates support a metadata-submission workflow that acquires conforming metadata and 
uploads the resulting metadata to repositories (see Figure 1). 
 

 
Figure 1. Example of CEDAR metadata submission. A metadata form generated by the 
CEDAR Workbench collects semantically annotated metadata and submits the metadata to three 
NCBI repositories: BioProject, BioSample, and SRA. Some of the BioSample attributes are vis-
ible in the above form; here the user is filling out the organism attribute. 

CEDAR’s overall metadata workflow (Figure 2) comprises the following three 
steps: (1) Template authors use a CEDAR tool called Template Designer to create tem-
plates describing metadata, typically following discipline-specific standards or mini-
mum information models based on the type of experimental data to be annotated. Au-
thors can define their templates using controlled terms, ontologies, and standard da-
tasets supplied by the BioPortal ontology portal [10, 11]. (2) When a scientist or other 
metadata provider chooses to populate a template, a CEDAR tool called the Metadata 
Editor automatically generates a form-based interface from the template; the scientist 
then uses the Metadata Editor interface to enter the descriptive metadata. When users 

BioProject
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populate these forms, the semantic annotations specified by the associated template are 
used to present ontology-controlled suggestions to users and ensure that collected 
metadata conform to the published specification. (3) Once the metadata have been en-
tered, scientists can use the CEDAR Submission Service to upload metadata and asso-
ciated experimental data to a target repository. 
 

 
Figure 2. CEDAR’s Template-Based Metadata Submission Workflow. (1) A template author 
creates a template to define the structure and content of a particular metadata specification; (2) 
CEDAR generates a graphical interface with which a scientist can enter metadata; (3) the 
metadata and optionally the accompanying data can be submitted to an external repository. 

4 Using CEDAR to Develop Metadata Submission Pipelines 

A variety of communities use CEDAR to satisfy varied metadata submission require-
ments. We describe three communities’ deployments that illustrate CEDAR techniques 
to operationalize metadata submission pipelines. The three communities are: (1) the 
Adaptive Immune Receptor Repertoire (AIRR) Community [12], which studies human 
immune response; (2) the National Institutes of Health (NIH) Cloud Credits Model Pi-
lot (CCP) [13], which was established to evaluate approaches for allocating scientific 
computational resources in the NIH Data Commons; and (3) the Library of Integrated 
Network-based Cellular Signatures (LINCS) [14], a consortium studying cell signaling 
to learn how cells respond to various genetic and environmental stressors.  

4.1 AIRR 

The AIRR Community4 uses advanced DNA sequencing technologies to study the hu-
man immune response. AIRR researchers identified the lack of standards to describe 
their datasets as a bottleneck to their progress and created a working group to establish 
formal community-driven guidelines for metadata. Metadata conforming to those 
guidelines are targeted for submission to several repositories provided by the National 
Center for Biotechnology Information (NCBI). One of the first formal standards pro-
duced by this group is called MiAIRR [15]. MiAIRR is a metadata standard for captur-
ing the minimal information, or principal characteristics, of experiment types collec-
tively referred to as repertoire sequencing. Metadata described by this standard, along 

                                                        
4 https://www.antibodysociety.org/the-airr-community/ 
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with the corresponding datasets, are submitted to NCBI's BioProject, BioSample, and 
SRA repositories. These repositories have quite complicated submission interfaces, 
particularly when multi-repository upload is required. The AIRR community wanted to 
provide a unified, user-friendly submission interface that reflected the MiAIRR stand-
ard. They also wanted an interface that enforced the strong semantic restrictions placed 
on field values by the standard and that could handle the submission of the large se-
quencing files associated with AIRR studies. 

In collaboration with members of the AIRR community, we operationalized an end-
to-end submission pipeline [16] (Figure 3). First, members of the AIRR Community 
used the Template Designer to create a template that captured the structural and seman-
tic requirements of the MiAIRR standard. Submitting scientists can now use the Web-
based form generated from the MiAIRR template by the Metadata Editor to enter on-
tology-controlled metadata associated with their AIRR studies, and to upload metadata 
and associated sequencing data to the three target NCBI repositories. We extended CE-
DAR's Submission Manager to transform the entered metadata into a form compatible 
with NCBI's BioProject, BioSample, and SRA repositories, and configured the 
Metadata Editor tool to allow submission of MiAIRR-based metadata through the Sub-
mission Manager. We also implemented a file upload mechanism that could submit 
large sequencing files using the NCBI FTP-based file upload service. This submission 
pipeline was released in September 2018 and is in routine use by the AIRR community. 

 

 
Figure 3. AIRR Metadata Submission Workflow. (1) Create Template. AIRR Community 
members defined their MiAIRR specification and used the Template Designer to encode it. (2) 
Enter Metadata. A scientist with AIRR data fills out descriptive metadata using a single form, 
rather than the three web forms provided by NCBI, and can validate the form’s BioSample infor-
mation against an NCBI submission validator. (3) Submit Metadata and Data. The scientist as-
sociates the metadata form with the data sets that it describes, and the Submission Server then 
submits the relevant metadata and the accompanying data to the three NCBI repositories. 
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4.2 CCP 

The Cloud Credits Model Pilot5 (CCP) was established to evaluate approaches for al-
locating scientific computational resources in the NIH Data Commons. It explores a 
credits allocation model to encourage the sharing of various types of digital objects 
resulting from NIH research in the Cloud. Researchers funded by the CCP are required 
to upload metadata describing their experiments’ digital objects to the DataMed [17] 
data discover index. The digital objects generated by these researchers are uploaded to 
Cloud-based platforms and are referenced by uploaded metadata cached in DataMed. 
While DataMed’s internal metadata is described by a model called Data Tag Suite 
(DATS) [18], it had no interfaces for external users to submit conforming metadata. 

To satisfy the needs of the CCP, the DataMed team worked with the CEDAR system 
to provide a Web-based submission interface (Figure 4). The DataMed team first de-
veloped template representing the DATS model using the CEDAR Template Designer. 
Metadata submitters use a Web-based acquisition form generated from this template to 
enter their metadata. While these templates are being filled out, CEDAR’s Metadata 
Editor ensures that the relevant semantic restrictions are enforced. Upon completing the 
metadata, the submitter sets an attribute in the metadata to indicate that DataMed should 
index the metadata. DataMed monitors the submissions nightly and indexes any sub-
missions that are marked as ready, updating any previously indexed submissions that 
have changed. The submission process involves only metadata, since CCP users sepa-
rately upload their digital objects to Cloud-based platforms. This pipeline went into 
production in July 2018, and it is regularly accepting submissions from CCP users. 

 

 
Figure 4. NIH Cloud Credits Model Pilot Metadata Submission Workflow. (1) Create Tem-
plate. The DataMed team created a template describing a DATS-compatible submission. (2) En-
ter Metadata. Using this template, CCP users fill out descriptive metadata about their digital 
objects. Multiple objects may be described in a single instance, or by entering metadata separately 
for each object. (3) Submit Metadata. When users have finished entering metadata they indicate 
that the relevant metadata are ready, whereupon DataMed detects and retrieves these new sub-
missions nightly. CCP users separately upload the referenced digital objects to Cloud-based plat-
forms.  

                                                        
5 https://www.commons-credit-portal.org/ 
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4.3 LINCS 

The Library of Integrated Network-Based Cellular Signatures (LINCS) [14] is a con-
sortium of biologists studying cell signaling to learn how cells respond to various ge-
netic and environmental stressors. The LINCS Data Coordination and Integration Cen-
ter (LINCS-DCIC) created an Integrated Knowledge Environment for managing 
LINCS-related dataset submissions from Consortium members. The LINCS-DCIC 
specified templates to represent metadata about the various biological entities involved 
in the relevant experiment types. LINCS originally obtained metadata through an online 
platform, the LINCS Dataset Submission Tool (DST), using spreadsheet-based repre-
sentations of these templates. As the templates became more complex, populating the 
spreadsheets became more difficult for users. Additionally, LINCS-DCIC had in-
creased the use of controlled terms in the template specifications and wished to enforce 
these restrictions at data-acquisition time. LINCS desired a more robust, user-friendly 
acquisition process that could be easily extended to support new templates. 

We worked with the LINCS-DCIC team to develop a Web-based submission pipe-
line that is integrated into the DST’s existing submission workflow (Figure 5). Mem-
bers of the LINCS community began by defining CEDAR templates to represent all 
current LINCS templates. CEDAR's Metadata Editor reads these templates to generate 
corresponding Web-based metadata-acquisition forms. The LINCS-DCIC development 
team integrated CEDAR’s form-based acquisition process with the Dataset Submission 
Tool, so that, when DST users choose to populate metadata for a particular type of 
submission, they are presented with the relevant CEDAR-generated form. The DST 
monitors CEDAR every minute for new forms, importing any new metadata as they are 
entered, so DST users can quickly see their metadata entry results confirmed in the DST 
control panel. The LINCS-DCIC pipeline was released in June 2018. 
 

 
Figure 5. LINCS Metadata Submission Workflow. (1) Create Template. The LINCS-DCIC 
team created all the CEDAR templates describing the objects described by the LINCS commu-
nity. (2) Enter Metadata. After the LINCS user clicks on a button in the LINCS-DCIC Data 
Submission Tool, the user redirected to a CEDAR page to enter their metadata. (3) Submit 
Metadata. The LINCS user’s metadata are automatically harvested by the LINCS DST, which 
also manages the data submission performed by the user.  
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5 Discussion 

There has been an emerging consensus that scientific data should be archived in open 
repositories, and that the data should be Findable, Accessible, Interoperable, and 
Reusable. To make experimental datasets FAIR, they must be accompanied by 
metadata that can explain what the data are about, under what conditions the data were 
collected, how the data are formatted, and the provenance of the data. Most online 
repositories are notorious for containing bad metadata, largely because these 
repositories allow their users the “freedom” to upload metadata that include arbitrary 
fields filled with arbitrary values—including missing values and typos.  

There is a pressing need for solutions to help investigators to author more complete, 
more comprehensive, and more standardized metadata. The biomedical community is 
already making some progress in this direction. Domain-specific data-management 
tools are able to offer bespoke user interfaces that greatly ease the acquisition of high-
quality metadata and that facilitate data exploration and analysis. While useful, these 
tools tend to be highly targeted to specific repositories and are not easily reusable. There 
is a need for a comprehensive technological approach to improve the authoring and 
management of metadata. This approach must target easy-to-use solutions that are 
generic (that is, not bespoke) to provide guidance over the entire life cycle of 
metadata—streamlining metadata creation as well as supporting metadata publication 
to third-party repositories. 

In this paper, we outlined such a technological approach. The technology—called 
CEDAR—offers an example of such an all-purpose, end-to-end solution. CEDAR is a 
general-purpose system that assists the authoring of metadata to annotate experimental 
datasets and aims to simplify the submission of the datasets to online repositories. We 
explained how three major national activities used CEDAR’s principled approach to 
develop community-specific pipelines for submitting biomedical metadata. We 
reviewed the specialized requirements that must be addressed when developing high-
quality metadata submission pipelines, and described how CEDAR’s flexible 
deployment options supported each project, enhancing particular needs and providing 
end-to-end metadata pipelines. In each case, CEDAR enabled intuitive metadata entry, 
while adding semantic precision and real-time validation. CEDAR metadata tools offer 
a rigorous and flexible choice for organizations that may not want to devote 
development time to providing custom-tailored metadata solutions. 
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