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Appendix 1

PELT Method
The computational steps associated with PELT developed by Killick et al. (2012) are presented
below. One may see Killick et al. (2012) for clarity of notations used in the following steps.
Required input:

1. Atime series, (y;,Yz.....Y,), Wherey; eR.

2. Fit measure (cost function), C(.), that depends on the data.

3. A constant penalty value g (to prevent over-fitting) that is not dependent on the change-

point location or number of change-points.

4. Aconstant K that satisfies C(y(,1ys ]+ C(Y(ssayr )+ K <Clygoayr ) t<s<T.

We let n=length of time series and set F(0)=-4,cp(0)=NULL,R, ={0} and iterate for
*=1,...,n, where 7 denotes the change-point position.

1. Calculate F(z*)=min, g [F +C( Y(r+1)e )+ﬂ]
2. Let _arg{mm,eR [F +C( Y(c+1)r )+ﬂ]}

3. Set cp(z )=[ p(r )z’l].
4. Set Ru,y ={r* e € Rew 1 F(2)+ Cly(aayee )+ K < F(r¥)ff
Resulting output: the change-points stored incp(n).
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Appendix 2

Distribution of Change Detection Statistic and Change-Point Estimate
The likelihood ratio method (Cs6rgé and Horvath, 1997) of detecting an unknown change-point in
the mean of a Gaussian time series begins by letting the data be Y;,Y,,--Y,, n>1. Here, let the

Gaussian parameters be 4 and 2. The process begins with (ul,az) and then changes to (,Uz,Gz)
with z, # 4, at an unknown time-point z,, where z, € {1,2,---,n—1}. The corresponding twice log-

likelihood ratio statistic may be computed as: U, :maxlgtgn_lnlog(&,f / &tz), where
~ — t ~ A ~ - t ~ —
6t =n 1{Zi:1(Yi ~ i +Z?:t+1(Yi _ﬂz,t)z}, fag =t Yivand fp=(n-t)7 2 Y, t=1n,

Letting W, =(2loglognu,, } —(2Iog|ogn+%logloglogn—Iogl“(l/z)j , one then utilizes the limiting

distribution of W, given by lim, . P[W, st]:exp(—Ze‘t) to compute the p-value associated with

A

W, . When the test is significant, the mle 7, of 7, is the argument at which W, attains its
maximum.

It is also of interest to test for change in the variance of the data series. The generalized log-
likelihood ratio statistic for the constancy of the variance over time against the alternative that the

variance has changed at an unknown time is given by U/ = maxlstsn-ﬂog{fffn / (&{:t&ngn))}, where
o, and o, are the usual estimators of the variance based on the first t and last n—t deviations,
respectively. The limiting distribution of U is obtained through the distribution of W °, where
W, is defined upon U in an analogous manner.

Asymptotic distribution of the mle 7,, as derived by Fotopoulos et al. (2010) can be computed
through the centered estimator given by &, =7, —7,. Computing the limiting distribution of &,
denoted by &, involves the following:
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, with T~ representing the first time that a random walk with negative drift becomes negative.

where 1—

G,

Also, qy=Gy=1, n° =(y — 1, )? /o2, and @() is the survival function of the standard normal
distribution.



