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Abstract

In this thesis, we describe a deterministic method of solving a four-dimensional reduced form of

the spatially homogeneous non-equilibrium Boltzmann Equation from its original seven-dimensional

form. We have used Discontinuous Galerkin discretization to seek solution in the velocity space for

different kinds of affine and viscometric fluid flows given by the macroscopic Eulerian velocity field

v(x, t) = A(I + tA)−1x [15]. The symmetry properties of the Collision operator, the uniformity of

our mesh and the construction of our nodal DG basis on Gauss-quadrature nodes have reduced the

calculation of the collision kernel to O(n5), as shown by Josyula et al.[3], which has made it possible

for us to look into non-equilibrium Boltzmann equation. In this method the collision operator is pre-

computed and it is used to observe the evolution of the velocity distribution function for different kinds

of flows including Couette flow, incompressible vortex-like structures. The computation of the Col-

lision operator was parallelized using 351 processors with OpenMP API. The simulations run in this

work are based on spatially homogeneous hard-sphere potentials although this method is generalized

for any molecular potential. We have compared the predictions of all our simulations of the Boltzmann

Equation with non-equilibrium molecular dynamics (NEMD).

Keywords: Non-equilibrium Boltzmann equation, Deterministic solution, Viscometric Flow,
Discontinuous Galerkin methods, LAMMPS, Molecular Dynamics
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The idea of observing physical properties of gases with the statistics of molecules was brought about

by the Austrian physicist, Ludwig Boltzmann in the mid-nineteenth century. His belief, that tracking

every particle and studying their trajectories later on to observe physical properties of gases is not very

useful, gave birth to a new field of study in Physics, known as Statistical Mechanics. He explained how

the physical properties of molecules like mass, charge, and structure describe the physical properties

of matter. In 1872, Boltzmann devised the revolutionary transport equation describing the transient

behaviors of gas from its statistics.

In the Kinetic theory of gases, the Boltzmann equation describes the evolution of a molecular den-

sity function describing the behavior of a gas because of external forces and collisions among the

particles for very dilute gases. It describes the macroscopic states of a gas or a mixture of gases by

taking into consideration the microscopic probabilistic representation of the gas which is a space and

time-dependent velocity distribution function. Due to the interactions, according to known potentials,

among the particles, the velocity distribution evolves with time which is modeled by a five-dimensional

integral known as the collision operator. The complex nature of the collision operator suggests that the

equation could only be solved approximately, for its application in engineering and science to model

complex gas-to-gas interactions, using numerical methods. This equation is one of the most widely

studied topics in the field of gas dynamics in the past few decades. The direct computation of the col-

1



CHAPTER 1. INTRODUCTION

lision operator is an expensive job to perform and several attempts have been made to reduce the cost

of its calculation in the past. Even with the most evolved discretization methods, the collision operator

remains extortionate computationally. Hence alternative methods in the form of statistical techniques

known as the direct simulation Monte Carlo (DSMC) methods [7] were developed for practical engi-

neering applications. A number of difficulties associated with DSMC had cropped up too. Stochastic

noise had been an issue in its implementation. In cases of slow-moving flows, where flow speed is

lesser than the thermal speed, statistical noise dominates the signals. To prevent that a huge number of

statistical data are required which in turn makes the computation expensive. In an attempt to beat these

difficulties, various deterministic methods had evolved, e.g.Lattice Boltzmann method [32], discrete

velocity methods [43], model kinetic equations method [44], the method of moments and extended hy-

drodynamic methods [42]. The analytical calculation of error is quite complicated for these techniques

and hence it was imperative to develop methods which could solve the full Boltzmann directly which

could be used both for validation and obtain solutions where approximate methods fail to be accurate.

Several techniques involving the use of Fourier-Galerkin velocity discretization was proposed and

was developed by Pareschi and Perthame [36] in 1996 along with a detailed research in accuracy and

stability of the method [37, 38] in early 2000. Mouhot and Pareschi in [33, 34, 35] had adapted Car-

leman representation along with Fourier-Galerkin discretization in order to reduce the computational

complexity of the method which was later applied in one and two dimensional flows [17, 18] by Filbet

et al. In 2007, Kirsch and Rjasanow [28] proposed a method based on Fourier transform of the collision

operator which was later extended by Gamba et al. in [19] and was applied to simulations of spatially

inhomogeneous flows in [20, 22].

Despite the fact that the deterministic Fourier-Galerkin discretization method is extremely efficient,

they require a large number of discretizations in order to approximate the solutions that are discontinu-

ous or which possesses sharp gradients which are frequent occurrences in gas-to-surface interactions or

strong shock waves. In [4] Aristov used locally-supported piecewise constant approximation functions

to find the collision operator. Alekseenko and Josyula in [3] applied Discontinuous Galerkin (DG)

method to perform higher order approximations which can accommodate for functions with disconti-
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CHAPTER 1. INTRODUCTION

nuities as well. Their studies show [1, 2] that DG methods are very accurate in maintaining the balance

of mass, momentum, and energy even in solutions with discontinuities and sharp gradients, which mo-

tivated their study for the full Boltzmann equation for binary collisions. They have constructed the DG

bases on a grid of Gauss quadrature nodes using Lagrange basis functions. This method reduces the

computational complexity of the collision operator by 3 orders. The original pre-computed collision

operator being a O(n8) computation which was reduced to O(n6) by the Fourier basis functions and

was further reduced to O(n5) by the DG basis by virtue of uniformity of the mesh and local nature of

the basis functions. In addition to the reduction in complexity, the method is well-suited for scalable

parallelization.

Dayal and James in [14] discuss objective structures and isometry groups. They have shown in their

work that translation groups satisfy the equations of molecular dynamics and the translation groups,

gj = (Qj|cj) ,Qj ∈ O(3), cj ∈ R3, should have an affine dependence with time. To add an interest-

ing perspective to the Boltzmann Equation, which is an approximation to Molecular Dynamics, there

should be an exact reduction of the equation for these affine motions. Dayal et al. in their work bring

out an ansatz that reduced the dimensionality of the Boltzmann Equation from 7 dimensions to 4 for

these particular flows. They argue that if the solution to the equation is known at the origin of physical

space, the solution for the entire R3 could be obtained with the affine relation. In our work, we have

attempted to find solutions to the reduced equation for different flows under affine class. It is the re-

duction in the number of variables by Dayal & James [14] and the efficient calculation of the collision

operator by Josyula et al.[3], that has motivated us to look for solutions to the Boltzmann equation in

non-equilibrium regimes of gas flows. These solutions will allow us to look into real-life situations like

flows with high shear rates that are far-from-equilibrium which are difficult to find with experiments.

1.1 Why Boltzmann Equation?

Boltzmann’s idea of studying the behavioral patterns of gases with the help of a velocity distribution

function instead of tracking each particle with Newton’s laws of motion had stemmed from the fact

3



CHAPTER 1. INTRODUCTION

that even for very dilute gases the number of particles in a space as small as 1 cm3 has about 3× 1019

molecules. Hence it is practically a more viable idea to deal with the velocity distribution to understand

the behavior of a gas.

The Boltzmann equation today has a lot of applications in the study of non-equilibrium flows of

dilute gases. The computation of its collision kernel still remains a difficult task even today, despite the

advancement in computational power. The power of the Boltzmann equation to understand complex

gas-gas and gas-surface interactions makes it imperative to seek approximate solutions of the Boltz-

mann equation for its applications in engineering and physics using numerical techniques. Boltzmann

in one of his works in 1905[9] had authored the quote:

That is why I do not regard technological achievements as unimportant by-products of natural sci-

ence but as logical proofs. Had we not attained these practical achievements, we should not know how

to infer. Only those inferences are correct that lead to practical success.

One of the many applications of the Boltzmann equation is the study of upper-atmosphere flight

where the gas is dilute enough to hold the assumptions of “molecular chaos”. Cercignani et al.[11]

beautifully describes why the Boltzmann equation becomes indispensable to accurately study the fluid

dynamics of the atmosphere. The validity of continuum models, like Euler and Navier-Stokes equa-

tions, to present an accurate description of atmospheric gas dynamics might be questioned. They

showed that the mean free path of collisions for dilute gases as observed at high altitude is not negligi-

ble with respect to some characteristic length as is the assumption in case of continuum theory and in

such cases one must resort to kinetic theory for high values of Knudsen number defined as Kn = λ/L

where λ is the mean free path and L is a characteristic length. In case of a simple Couette Flow (where

L is the thickness of the viscous boundary layer) in rarefied gases, the Knudsen number becomes big

enough so as to prevent one from neglecting the presence of a thin layer near the wall. This is known

as the slip regime where the gas slips upon the boundary and has a temperature different from the

boundary itself.

In [6], Bellomo et al.explores a wide variety of engineering problems that could be solved using

4



CHAPTER 1. INTRODUCTION

the Boltzmann equation. Generalized kinetic models, defined by one-body distribution functions of

a large population of identical interacting entities. For example in traffic flow, the number density of

cars at a certain time. Or in, cellular dynamics, the number of cells at an instant with a certain value of

activation could be described by the distribution function of the Boltzmann equation. The modeling of

traffic flow with the Boltzmann Transport Equation is motivated by the fact that traffic flow in a road

is similar to one-dimensional molecular flow of gas particles. The vehicular lengths are negligible as

compared to the lengths of roads and the average distance between vehicles are sufficiently large to

avoid continuum models.

Another important application of the Boltzmann Equation in modern days is in understanding the

behavior of semiconductors materials and metals by solving the equation for electrons and phonons

adapted to account for quantum statistics. One of the most powerful tools to investigate the plasma

state is the Boltzmann equation for electrons in weakly ionized gas.

Given the varied uses of the Boltzmann Equation and pertaining to the fact of dimensional-reduction

in [14], we were motivated to look at its non-equilibrium solutions.

1.2 The Boltzmann Equation

In non-equilibrium statistical mechanics, Maxwell-Boltzmann is a well-known equation [46] describ-

ing the evolution of the molecular density function f . The molecular density function f(t,x,v) is a

function of time, velocity vector and the position vector. It describes the velocity distribution of parti-

cles per unit phase space volume1 at a particular instant of time t. Hence the quantity f(t,x,v) dx dv

denotes the number of molecules contained in a differential volume of dv in velocity space around a

point v and in a differential volume of dx in physical space around a point x. The differential vol-

ume elements dx dv are small enough to consider infinitesimal mathematically yet large enough to

hold very large number of molecules in order to consider number density f(t,x,v) as a continuous

1Number particles at x and with v per unit d3x per unit d3v
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function. Thus on integrating over the phase space dx dv we obtain the total number of particles.

∫
f(t,x,v) dx dv = N(t) (1.2.0.1)

When we integrate the number density only over velocity we obtain the number density:

∫
f(t,x,v) d dv = ρ(x, t) (1.2.0.2)

The idea of the Boltzmann equation is that the constant collision among the particles exchange of

energy and momentum takes place and the velocity distribution f changes accordingly through time

and space. In order to understand the evolution of the distribution, a molecular density function is

considered at point A (x,v) in the phase space. In the presence of a velocity independent external force

Fext the molecules located at point A at instant twill have a coordinate (x + vδt,v + [Fext/m] δt) (say

point B) at the instant t+δtwith a volume dx′ dv′. Thus the statement of Boltzmann equation becomes:

f (x + vδt,v + [Fext/m] δt, t+ δt)− f (x,v, t) =
(
∂f

∂t

)
coll

δt (1.2.0.3)

The above equation (1.2.0.3) could be written because of the fact that the phase space volume remains

conserved under dynamical evolution in time [25]. Now taking a Taylor series expansion up to first

order in δt and taking the limit δt→ 0 we obtain:

∂f

∂t
+ v · ∂f

∂x
+

Fext

m
· ∂f
∂v

=

(
∂f

∂t

)
coll

(1.2.0.4)

The right hand side of the equation (1.2.0.4) is known as the collision operator which is because it

describes how f evolves due to the collisions among the particles.
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1.2.1 Binary Collisions

Now, to understand the right hand side of (1.2.0.4), let us consider the points A and B at instants t and

t + δt respectively. We assume that the point A is small enough that a collision will result in moving

it out of the elemental volume and hence won’t be present at B at t + δt. Similarly, some molecules

outside of the point A before collision would end up entering the elemental volume B at t+ δt.

(
∂f

∂t

)
coll

= ṅin − ṅout (1.2.1.1)

where ṅin is the number of particles entering the phase point A due to collisions and ṅout is the number

of particles leaving the phase point A after collisions. By considering the gas to be dilute, we could

safely consider binary collisions only for evaluation of ṅin and ṅout.

So we could say that the number of molecules at point B, at instant t+ δt, would be the overall gain

in the number of molecules added to the number of molecules originally at point A at t. As of now, we

assume the interaction potential among the particles to be hard spheres, i.e.only elastic collisions take

place among particles with the same mass m, with d as the diameter of each particle and ω is the speed

of approach (i.e.|v − v∗|)2. From the conservation of momentum and energy, the following statements

could be written.

v + v∗ = v′ + v′∗ (1.2.1.2a)

|v|2 + |v∗|2 = |v′|2 + |v′∗|2 (1.2.1.2b)

Let us consider a beam of particles of velocity v∗ being incident on a particle with velocity v.

I = ρout|v − v∗| (1.2.1.3)

I is the incident flux which we define as the number of incident particles crossing a unite are in unit

time, from the reference frame of the target and ρout is the number density of the incident beam.

2All expressions in this section §1.2.1 are in terms of the translated velocity field w as shown in (2.5.0.3)
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Figure 1.1: Molecule Scattering. (adapted from [25])

Now, the differential cross section could be computed from the intermolecular potential using clas-

sical mechanics. We transform the coordinate system to the center-of-mass system in which the total

change in momentum is zero. We follow the trajectory of one particle and pretend that it was deflected

from fixed point O as shown in Figure 1.1. The relative velocity of approach is v and the relative

velocity of retreat is v′. Hence from the geometry in Figure 1.1 we could say that if we integrate over

all bs and all ζs we can compute,

ṅout =

∫
S

Ib db dζ (1.2.1.4)

In order to obtain ρout we say that the collision to occur in the first place because the particles v and

v∗ need to be located in the same physical space and the probability of that occurring is given by the

product of the density functions for v and v∗
3. Now integrating over all such velocities v∗ other than

v, we can compute the complete expression for ṅout.

ṅout = f(x,v, t)

∫
R3

f(x,v∗, t)

∫
S

b db dζ|v − v∗| dv∗ (1.2.1.5)

The number of particles that would enter the phase point B at instant t + δt could be obtained from

reversibility of spherically symmetric collisions. It could be written that as

ṅin =

∫
R3

f(x,v′, t)f(x,v′∗, t)

∫
S

b′ db′ dζ ′|v′ − v′∗| dv′∗ (1.2.1.6)

From the conservation statements (1.2.1.2) it could be easily derived that the relative speed of approach

3This is one of the assumptions of “molecular chaos” made for the derivation of the Boltzmann Equation
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and the relative speed of retreat are equal. Hence,

|v − v∗| = |v′ − v′∗| ⇒ ω = ω′ (1.2.1.7)

Because of spherical symmetry of elastic collisions and (1.2.1.7), (1.2.1.6) could be written as:

ṅin =

∫
R3

f(x,v′, t)f(x,v′∗, t)

∫
S

b db dζ|v − v∗| dv∗ (1.2.1.8)

and the right hand side of the Boltzmann equation hence becomes,

(
∂f

∂t

)
coll

=

∫
R3

∫
S

(f ′∗f
′ − f∗f)|v − v∗| dS dv∗ (1.2.1.9)

Hence the closed form integro-differential equation, on neglecting any external body force, for a single

component gas, turns out to be :-

∂f

∂t
+ v · ∂f

∂x
=

∫
R3

∫
S

(f ′∗f
′ − f∗f)|v − v∗| dS dv∗ (1.2.1.10)

The derivation of the unit vector e could be sketched by a simple calculation by substituting (1.2.1.12)

in (1.2.1.2b). For our model, we have b∗ = d, which is the maximum distance of approach. The dis-

tance of maximum approach could be thought of the cut-off distance of potential to be observed by the

molecules. In the case of hard spheres, it simply becomes the diameter of the molecules. The quantity

b is the distance of closest approach as shown in Figure 1.1. The geometry of the collision implying,

θ(b) = π − 2 arcsin
(
b
d

)
.

∫
S

. . . ω dS =

∫ 2π

0

dζ

∫ d

0

. . . rω dr

=

∫ 2π

0

∫ b∗

0

. . . |v − v∗|b db dζ
(1.2.1.11)
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The post collisional velocities [5] for hard spheres are given by:

v′ = va + 0.5ωe

v′∗ = va − 0.5ωe

(1.2.1.12)

where

va = 0.5(v + v∗) (1.2.1.13)

and unit vector e represents the direction of the relative velocity before the collision of the particles. It

is expressed as :

e = (v − v∗)/ |v − v∗| (1.2.1.14)

We require to choose a set of coordinate axes in order to perform the computation of the post-collisional

velocities. One of the choices for such a set of axes could be the components of vector e as follows:

e1 =
ω1

ω
cos θ − ω1ω3

ωβ
cos ζ sin θ +

ω2

β
sin ζ sin θ

e2 =
ω2

ω
cos θ − ω2ω3

ωβ
cos ζ sin θ − ω1

β
sin ζ sin θ

e3 =
ω3

ω
cos θ +

β

ω
cos ζ sin θ

β =
√
ω2
1 + ω2

2

(1.2.1.15)

It could be observed that while computing the Collision operator with quadrature rules, using these

expressions for the post-collision velocities a typical problem could be faced. Since we had the same

discretization along all the three axes, the term β vanished at quite a few occasions leading to undefined

expressions for post-collisional velocities. To avoid that discrepancy of the coordinate system, we

calculated the post-collisional velocities by choosing a different set of coordinate axes, whenever β

vanished.
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1.3 Why Discontinuous Galerkin Method?

When it comes to solving partial differential equations numerically, we have a large number of method-

ologies to choose from. Finite difference method, finite element method, and finite volume methods

are a few of the widely used computational techniques to discretely represent the spatial gradient term

in a partial differential equation e.g.
∂u

∂t
+
∂f(u)

∂x
= g (1.3.0.1)

These methods are successful and well-tested in a wide variety of problems but have their own strengths

and weaknesses. In order to understand the limitation of these classic schemes we need to understand

these two points:

• The approximate function uh(x, t) used to represent the solution u(x, t).

• The sense in which the approximate solution satisfies the partial differential equation.

In the Finite Difference Method, a grid is laid down in space and the gradients are approximated

using difference methods on a local grid of size hk = xk+1 − xk. Local polynomials are used to ap-

proximate the solution and the fluxes in the neighborhood of each grid point. Substituting the local

approximation in the (1.3.0.1), the residual is obtained which clearly would not equal zero, in which

case uh(x, t) would be the exact solution of the problem. For a K grid-point stencil, with K unknown

coefficients, it makes sense to satisfy the approximate solutions exactly at the grid points. The simplic-

ity and the robustness make it a great choice for a large class of problems[21]. However, relying on

1-D polynomial approximation is the biggest disadvantage for this scheme making it a dimension-by-

dimension structure for higher dimension. Additional problems creep up with material discontinuity

too. This makes the scheme unattractive for problems with complex geometries.

In order to bring in geometric resilience to the table, it is natural to create an element based dis-

cretization. Small simplexes or cubes, used to fill up the physical domain, are organized in an un-

structured manner. This method of adding geometric flexibility to the old finite difference method is

known as the Finite Volume Method. The approximation in this scheme, in its simplest form, is done

11
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with a constant at the center of the element. The cell average of the residual is required to vanish

identically in this scheme, for every cell. Because of the local nature of the approximation, there is

no imposed condition on the meshing of the problem. Using the Gauss’ divergence theorem, the flux

term is reduced to a surface terms. In this method, a new challenge is faced in this scheme to compute

the fluxes at the element boundaries because the unknowns in this scheme are the cell averages unlike

nodal values in the finite difference method. In case of linear problems, the fluxes could be computed

with the averages of the fluxes of the adjacent cell averages, which is not a great solution to adopt for

non-linear problems. Hence, although the reconstruction of the nodal values at the cell interfaces is a

local problem it doesn’t restrict the generalization of the scheme to higher dimensional unstructured

meshes. Interface fluxes could be computed in various ways as shown in [31] and [45]. However a

fundamental problem emerges if one wishes to increase the order of accuracy of their calculation. To

reconstruct the solution at the surfaces, in a higher order grid, one would face the requirement of that

particular grid structure, which completely defeats the purpose of having geometric flexibility of the

scheme. Thus, the general inextensibility to higher order unstructured meshing is the prime limitation

of the scheme.

A natural intuition that develops in order to increase the flexibility of the finite volume method is

by the introduction of more degrees of freedom on an element and by redefining the elements by the

grid points
[
xk, xk+1

]
with a total of K elements and K + 1 grid points. The solutions are locally

represented by,

uh (x) =

Np∑
n=1

anφn (x) (1.3.0.2)

where φn (x) are local basis functions and the elements share the nodes with their adjacent elements.

These local elements are finally assembled into a global representation:

uh (x) =
K∑
k=1

u
(
xk
)
Nk (x) (1.3.0.3)

Now the residual is required to vanish in such a manner that it is orthogonal to all the test functions

12
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chosen from a space Vh as

∫
Ω

(
∂uh
∂t

+
∂fh
∂x
− gh

)
ψ (x) dx = 0; ∀ψ (x) ∈ Vh (1.3.0.4)

Choosing the same space for both the test and basis functions, it becomes the classic case of the

Continuous Galerkin Finite Element Method[26, 41, 49]. A straightforward substitution of these func-

tions in (1.3.0.1) yields the global mass and stiffness matrices and we have vectors of unknowns, uh ={
u1, u2, . . . , uK+1

}T , of fluxes, fh =
{
f 1, f 2, . . . , fK+1

}T , and the forces, gh =
{
g1, g2, . . . , gK+1

}T
at the Np nodes. This method is quite easily extensible to higher order approximations and allows dif-

ferent element sizes, thereby allowing hp−adaptivity. In particular one could have different orders of

approximations in different elements. The limitation of this scheme lies in the problem that the semi-

discrete scheme becomes implicit and the mass matrix requires to be inverted. It is a clear disadvantage

of the Finite Element method over the Finite Difference and the Finite Volume methods. Another sub-

tle issue with this method is the symmetric nature of the basis functions in space. It becomes a natural

choice for many types of problems, e.g.the diffusion problem. Nevertheless, in problems like the wave

equation or transport equations, where there is a preferred direction of flow, it becomes a less natural

choice and causes stability issues if not taken care of properly[26, 49]. In Finite Difference and Finite

Volume approaches this issue os overcome by the use of upwinding, through the choice of mesh or

through the introduction of fluxes.

A prudent way of combining the Finite Element and the Finite Volume methods harnessing the space

of trial and test functions that imitates FEM but satisfying the equation in an FVM sense looks like

would have a lot of desired features. This combination is what is known as the Discontinuous Galerkin

Finite Element method (DG-FEM)[24]. This method would be explained in detail in section §3.1.
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Chapter 2

Objective Molecular Dynamics and its Ansatz

in Boltzmann Equation

2.1 Objective Structures

An objective atomic structure is a structure of a collection of atoms in which each of the atoms observes

the same atomic environment up to a translatory and orthogonal rotatory transformations[27]. A simple

example would be, if the positions of atoms are represented by R = {r1, r2, . . . , rN}, where N could

be finite or infinite, the collection of atoms is an objective atomic structure if a corresponding set of

orthogonal matrices {R1,R2, . . . ,RN} exists such that R is representable in the form:

R = {ri + Ri (rj − r1) : j = 1, 2, . . . , N} (2.1.0.1)

for every fixed choice of i ∈ {1, 2, . . . , N}. The condition above (2.1.0.1) states that the entire collec-

tion of atoms can be recovered by adding to any atom i an admissible orthogonal transformtion of the

displacements of atoms relative to the position of atom 1 i.e.(rj − r1).

An objective molecular structures is defined as a molecular structure comprised of a set of N iden-

tical molecules with M atoms each in which the corresponding atoms in each molecule sees the same
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environment up to translational and orthogonal transformations. Thus, environments two correspond-

ing atoms could be reconstructed using orthogonal transformations. The structure could be represented

by

R = {ri,j : i = 1, 2, . . . , N, j = 1, 2, . . . ,M} (2.1.0.2)

,where N could be infinite whereas M is finite, such that NM morthogonal matrices exist

R = {ri,k + Ri,k (rn,m − r1,k) : n = 1, 2, . . . , N,m = 1, 2, . . . ,M} (no sum over k) (2.1.0.3)

for every choice of i ∈ {1, 2, . . . , N} , k ∈ {1, 2, . . . ,M}. The Bacteriophage T4, is an ordered struc-

Figure 2.1: Extended (left) and contracted (right) tail sheath of bacteriophage T4. (from [27])

ture of identical protein molecules arranged on a cylindrical shaped lattice is an example of objective

structure. The two forms are shown in Figure 2.1- extended and contracted. The tail sheath has 138

molecues in it indexd as {(i, j) : i = 0, 1, . . . , 5, j = 0, 1, . . . , 22}. Two vectors t, t̂ and two rotation

15



CHAPTER 2. OBJECTIVE MOLECULAR DYNAMICS AND ITS ANSATZ IN BOLTZMANN
EQUATION

matrices Q, Q̂, are considered, with the form:

t̂ = −ρe1, t = λe3 + (Q− I)y1, Q = Qγ, Q̂ = Qπ
3

(2.1.0.4)

where ρ, λ, γ define the geomentric parameters of the sheath. The structure in Figure 2.1 is represented

by the formula {yi,j + Ri,jpk : i ∈ {0, 1, . . . , 5} , j ∈ {0, 1, . . . , 22} , k ∈ {0, 1, . . . ,M}} where

yi,j = y1 +
i−1∑
l=0

Q̂lt̂ + Q̂i

j−1∑
l=0

Qlt (2.1.0.5a)

Ri,j = Q̂iQjR (2.1.0.5b)

y1 = ρ

(
1

2
e1 +

√
3

2
e3

)
(2.1.0.5c)

Qθ =


cos θ − sin θ 0

sin θ cos θ 0

0 0 1

 (2.1.0.5d)

Now for the structure to qualify for objective structure the sheath should extend to infinty which could

be achieved by replacing the set {0, 1, . . . , 22} with all integers. The sheath is an objective molecular

structure if for every i, j, k, (i, j) ∈ Z2, k ∈ {0, 1, . . . ,M} there exists an orthogonal matrix R(i,j),k

such that r(i,j),k+R(i,j),k

(
r(p,q),m − r(0,0),k

)
reconstructs the whole sructure. That could be shown true

with the choice R(i,j),k = Q̂iQj .

2.2 Isometry groups

A discrete group G, comprised of elements of the form g = (Q|c) ,Q ∈ O(3) and c ∈ R3, is a group

of isometries in 3 dimensions. Considering two groups of the form g1 = (Q1|c1) and g2 = (Q2|c2),

group multiplication rule is given by the form g1g2 = (Q1Q2|Q1c2 + c1) and the inverse rule by

g−1 =
(
QT | −QTc

)
. The rules are are derived from the isometries acting in the form of R3 : g (x) =
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Qx + c. So g1g2 could be obtained by composing the groups, i.e.g1 ◦ g2:

g1 ◦ g2 = g1 (g2 (x)) = Q1 (Q2x + c2) + c1 = Q1Q2x + Q1c2 + c1 = g1g2 (x) (2.2.0.1)

Now considering 3 linearly independent vectors e1, e2, e3, (not orthogonal in general), the simplest

case of 3-dimensional isometry group GT , could be represented by ti = (I|ei) , i = 1, 2, 3. It is given

as:

GT = {tp1t
q
2t
r
3 : p, q, r ∈ Z} = {(I|pe1 + pe1 + pe1) : p, q, r ∈ Z} (2.2.0.2)

It could be observed that unless a discrete isometry group contains translations or rotations only, it

Figure 2.2: Illustration of the four groups in (2.2.0.3). The pictures are obtained by applying each of
the groups to a single sphere. Coloring scheme is according to the powers of group elements, as noted.
Group parameters conveniently chosen. (a) G1 : all atoms blue; (b) G2 : m = 1 red; m = 2 blue;
(c) G3 : n = 6; shading proportional to q; (d) G4 : n = 6;m = 1 green; m = 2 red/blue, shading
proportional to q. (from [14])
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would be expressible in one of the following forms[Dayal et al.]:

G1 = {hp : p ∈ Z} ,

G2 = {hpfm : p ∈ Z,m = 1, 2} ,

G3 = {hpgq : p ∈ Z, q = 1, 2, . . . , n} ,

G4 = {hpgqfm : p ∈ Z, q = 1, 2, . . . , n,m = 1, 2} ,

(2.2.0.3)

where

1. h = (Rθ|τe + (Rθ − I)x0) ,Rθe = e, |e| = 1,x0 · e = 0, e,x0 ∈ R3, τ 6= 0, and θ is an

irrational multiple of 2π.

2. g = (Rψ| (Rψ − I)x0) ,Rψe = e, is a proper rotation with angle ψ = 2π/n, n ∈ Z, n 6= 0.

3. f = (R| (R− I)x1) ,R = −I+2e1⊗e1, |e| = 1, e ·e1 = 0 and x1 = x0+ ξe, for some ξ ∈ R.

As a converse statement, it could be stated that if f, g, h satisfies 1−3 then (2.2.0.3) represents discrete

isometry groups with no translation. Static carbon nanotubes are generated with suitable parameters as

illustrated schematically in Figure 2.2. Nanotubes of any chirality and any subgroup can be generated

using these four groups (2.2.0.3). All one needs to do is change the values of the parameters.

2.3 Objective Molecular Dynamics

Objective molecular dynamics could simply be stated as the simulation of objective structures. In the

context of fluid mechanics, OMD is based on time-dependent translation group. It is based on frame

indifference of the forces acting on an atom due to other atoms. Again considering three linearly

independent vectors e1, e2, e3 and A, any transformation, in [15] Dayal et al.show that real life struc-

tures which could be observed as objective structures (which could as well be represented as isometry

18



CHAPTER 2. OBJECTIVE MOLECULAR DYNAMICS AND ITS ANSATZ IN BOLTZMANN
EQUATION

groups),

xν,k(t) = gν (xk(t), t) = xk(t) + (I + tA)
(
ν1e1 + ν2e2 + ν3e3

)
, k = 1, . . . ,M, ∀νi ∈ Z3 (2.3.0.1)

satisfy the equation of molecular dynamics,

mẍν,k(t) = −
∂Ψ

∂xν,k
(2.3.0.2)

if a particular set of atoms (i.e.the simulated molecule) satisfies the equations of molecular dynamics.

In other words, if a structure of N identical molecules with M atoms each, can be observed as an

isometry group (or discrete objective structure), with the atoms of the simulated molecule satisfying

the equations of molecular dynamics, the atoms in all the N molecules will satisfy the MD equations.

An extension of the simulated atoms could be made with instantaneous periodicity with the 3 vectors,

(I + tA) e1, (I + tA) e2, (I + tA) e3. The simulated atoms diffuse out of the fundamental domain of

simulation during a typical simulation. The non-simulated atoms are related to the simulated ones

by (2.3.0.1). It could be imagined as a periodic Lagrangian grid-structure ν1e1 + ν2e2 + ν3e3, with

periods in the order of tens of intermolecular dimensions. Although the molecules diffuse relative to

the deformed grid given by the Lagrangian motion, (3.4.0.6), the center of mass of all images of the

simulated atoms follow the Lagrangian motion making the macroscopic motion of the flow the same

(3.4.0.6). The equation (2.3.0.1) could be well approximated to a continuum equation with a unit cell

defined by U(t) = {Λi (I + tA) ei : 0 ≤ Λi < 1, i = 1, 2, 3} which would be deforming by the action

of a Lagrangian description of the motion:

x(y, t) = (I + tA)y (2.3.0.3)

And the Eulerian velocity description:

v(z, t) = ẋ(x−1(z, t), t) = A(I + tA)−1z (2.3.0.4)
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2.4 Viscometric Flows

Viscometric flows have been the most common flow used in the fundamental study of properties of

complex fluids. The geometric interpretation of these flows could be seen locally as simple shearing

flows with changing the direction of shearing and the normal to the slip surface. In [13], Coleman et

al. define Viscometric flows by the following restriction on the relative deformation gradient:

Ft(x, τ) = Qt(x, τ) (I + (τ − t)Mt(x)) ,M
2
t = 0,Qt ∈ O(3), τ ≤ t, t > 0,x ∈ Ωt (2.4.0.1)

where the function Ft(x, τ), τ ≤ t, x ∈ Ωt, the relative deformation gradient, is the deformation

gradient that maps the domain Ωt of the body at t to its domain Ωτ at an earleir time τ . From the

condition, M2
t = 0 it could be derived that Mt should have the form Mt = at ⊗ bt with at · bt = 0.

The relative deformation gradient, for the affine motion (2.3.0.3) is:

Ft(x, τ) = (I + τA)(I + tA)−1 (2.4.0.2)

Now comparing FT
t Ft of (2.4.0.1)and (2.4.0.2) and evaluating at t = 0, it was observed that an affine

motion could describe a viscometric flow if and only if A = M0 = a ⊗ b, a · b = 0. Viscometric

flows that are universal flows, are only simple shearing flows represented by A = a ⊗ b making

(I + tA)−1 = I− ta⊗ b and since a · b = 0, the flow becomes independent of time,

v (x, t) = A (I + tA)−1 x = (b · x) a (2.4.0.3)

In an ansatz based on the statistics of objective molecular dynamics, an exact reduction of the Maxwell-

Boltzmann equation was made, which have been explained briefly in section §1.2. In this thesis we

describe a method to solve the reduced Boltzmann equation for affine and viscometric flows described

by the macroscopic Eulerian velocity field:

v(x, t) = A(I + tA)−1x (2.4.0.4)

20



CHAPTER 2. OBJECTIVE MOLECULAR DYNAMICS AND ITS ANSATZ IN BOLTZMANN
EQUATION

[15].

Different kinds of fluid flows, even other than Viscometric Flows, could be represented by Universal

Flows. These flows have been discussed in Chapter §5 in detail along with their evolution results with

the help of the Boltzmann Equation.

2.5 Ansatz in Boltzmann Equation

According to the method of simulation described in §2.3, the trajectories of the atoms in U+(I + tA) νiei

could be obtained from the ones in the simulated cell U according to the law: there is an atom in the

cell U + (I + tA) νiei moving with a velocity of v + Aνiei if and only if there is one in U moving

with velocity v. Based on the statistics of OMD and (2.3.0.1) in [14], they have drawn the following

infernces:

• The velocites at the origin of physical space are ẋi, i = 1, 2, . . . ,M .

• The velocities at x = (I + tA)y are ẋi + Ay, i = 1, 2, . . . ,M .

• Alternatively, in Eulerian form, the velocities at x are ẋi + A(I + tA)−1x, i = 1, 2, . . . ,M .

In terms of molecular density function f(t,x,v), it could be argued that the probability of finding a

velocity v + A(I + tA)−1x at position x is the same as the probability of finding a velocity v at the

origin of physical space.

f(t,x,v + A(I + tA)−1x) = f(t, 0,v) (2.5.0.1)

By rearranging,

f(t,x,v) = f(t, 0,v −A(I + tA)−1x)

= g(t,v −A(I + tA)−1x), v ∈ R3,x ∈ R3, t > 0

(2.5.0.2)
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This finally led to a deduction of the Boltzmann equation to the form:

∂g

∂t
−A(I + tA)−1w · ∂g

∂w
=

∫
R3

∫
S

(g′∗g
′ − g∗g)|w −w∗| dS dw∗ (2.5.0.3)

where w = v−A(I+ tA)−1x. Thus reducing the dependence of f to the independent variables t and

w. The macroscopic fields [15] of practical interest that follows from the ansatz (2.5.0.2) as per the

definitions of kinetic theory are as follows:

• Density

ρ(t,x) = mn(t,x) = m

∫
R3

f(t,x,v) dv = m

∫
R3

g(t,w) dw = ρ(t) (2.5.0.4)

• Velocity

u(t,x) =
1

n

∫
R3

vf(t,x,v) dv =
1

n

∫
R3

vg(t,v −A(I + tA)−1x) dv

=
1

n

∫
R3

(
w + A(I + tA)−1x

)
g(t,w) dw

=
1

n

∫
R3

wg(t,w) dw + A(I + tA)−1x

= u0(t) + A(I + tA)−1x

(2.5.0.5)

• Pressure

p(t,x) = −1

3
trσ(t,x) =

2

3
ρ e(t) (2.5.0.6)

• Internal Energy

e(t,x) =
1

n

∫
R3

1

2
|v − u(t,x)|2f(t,x,v) dv

=
1

n

∫
R3

1

2
|v − u(t,x)|2g(t,v −A(I + tA)−1x) dv

=
1

n

∫
R3

1

2
|w − u0(t)|2g(t,w) dw

=
1

n

∫
R3

1

2
|w|2g(t,w) dw − 1

2
|u0(t)|2 = e(t)

(2.5.0.7)
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• Cauchy Stress

σ(t,x) = −m
∫
R3

(v − u(t,x))⊗ (v − u(t,x))f(t,x,v) dv

= −m
∫
R3

(w − u0(t))⊗ (w − u0(t))g(t,w) dw

= −m
∫
R3

(w ⊗w)g(t,w) dw + ρ(t)u0(t)⊗ u0(t) = σ(t)

(2.5.0.8)

• Heat flux

q(t,x) = m

∫
R3

1

2
|v − u(t,x)|2(v − u(t,x))f(t,x,v) dv

= m

∫
R3

1

2
|w − u0(t)|2(w − u0(t))g(t,w) dw

= m

∫
R3

1

2
|w|2wg(t,w) dw + σu0 − ρeu0 −

1

2
ρ|u0|2u0 = q(t)

(2.5.0.9)

2.6 Non-dimensionalization of the governing equation

In order to non-dimensionalize the reduced Boltzmann equation, we introduce the reference quantities

ρ0, t0, v0, T0 and d0; where v0 is the Most probable speed or the Reference speed. The dimensionless

variables are as follows :

g = ρ0v
−3
0 ĝ =

ρ0
3/2√

2RT0
ĝ, b = d0b̂, wi = v0ŵi, v0 =

√
2RT0, t = t0t̂, t0 =

λ

v0
, λ =

1√
2πρ0d20
(2.6.0.1)

Substituting (2.6.0.1) in our reduced Boltzmann equation (2.5.0.3) we get,

ρ0
v30t0

∂ĝ

∂t̂
−A(I + t0t̂A)−1v0ŵ ·

∂ĝ

∂ŵ

ρ0
v30

1

v0
=
ρ20
v60
v40d

2
0

∫
R3

∫
S

(ĝ′∗ĝ
′ − ĝ∗ĝ)|ŵ − ŵ∗| dŜ dŵ∗

⇒ ∂ĝ

∂t̂
− t0A(I + t0t̂A)−1ŵ · ∂ĝ

∂ŵ
= t0ρ0d

2
0v0

∫
R3

∫
S

(ĝ′∗ĝ
′ − ĝ∗ĝ)|ŵ − ŵ∗| dŜ dŵ∗

⇒ ∂ĝ

∂t̂
− t0A(I + t0t̂A)−1ŵ · ∂ĝ

∂ŵ
=

1√
2π

∫
R3

∫
S

(ĝ′∗ĝ
′ − ĝ∗ĝ)|ŵ − ŵ∗| dŜ dŵ∗

(2.6.0.2)

We will be using the non-dimensional quantities for the rest of the work but the hat [ ·̂ ] is omitted
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for simplicity. And we define the constant K = 1√
2π

. Thus the equation becomes :

∂g

∂t
− t0A(I + t0tA)−1w · ∂g

∂w
= K

∫
R3

∫
S

(g′∗g
′ − g∗g)|w −w∗| dS dw∗

⇒∂g

∂t
+ p · ∂g

∂w
= K

∫
R3

∫
S

(g′∗g
′ − g∗g)|w −w∗| dS dw∗

(2.6.0.3)

where H = −t0A(I + t0tA)−1 and p(t,w) = Hw = −t0A(I + t0tA)−1w
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Chapter 3

Numerical Solution of The Boltzmann

Equation using DG Method

3.1 The Discontinuous Galerkin Method

These are a class of Finite Element methods which uses discontinuous basis functions. This discontin-

uous nature of its shape functions gives this method an edge over its continuous counterpart, in terms

of flexibility of meshing in an unstructured manner for complicated geometrical domains. Arbitrary

meshing with hanging nodes. One is free to choose any number of degrees of freedom in an element

irrespective of the number in the adjacent ones (p-adaptivity). The methodology is extremely local and

only communicates with its neighbors no matter what the order of accuracy of the scheme is. This

enables high parallel efficiency[8]. This method was first introduced by Reed and Hill in 1973[39].

The elements in this method is defined in a similar fashion as in finite elements. Ωk =
[
xk, xk+1

]
.

The locality of the scheme is implemented by introducing duplicate nodes at the element interfaces.

The unknown vector hence becomes,

uh =
{
u1, u2, u2, u3, u3, . . . , uK−1, uK , uK , uK+1

}
(3.1.0.1)
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which is 2K long instead of K + 1 in FEM. The space of the basis functions is a space of piecewise

polynomial functions. It could be noted that there is no restriction on the smoothness of shape functions

at element edges. A local residual is formed by a local shape function uh ∈ Vh for each element,

Rh(x, t) =
∂uh
∂t

+
∂fh
∂x
− g(x, t) (3.1.0.2)

In CFEM, the residual requires to be orthogonal to all the test functions, making the mass and the

stiffness matrices global in nature. In order to maintain the local behavior of the method the residual

in DG requires to be orthogonal only to the test functions in the element,

∫
Ωk

Rh(x, t)c(x) dx = 0 (3.1.0.3)

The fact that the interface nodes are duplicated and Vh being a broken space, results in the local nature

of the scheme. This causes multiple solutions at the nodal interfaces which appears to result in non-

unique global solutions at the element edges. Here is where the FVM part comes into the picture to

resolve the non-uniqueness of the interface solutions. On applying Gauss’ divergence theorem, the

local statement is obtained,

∫
Ωk

∂uh
∂t

lkj − fkh
dlkj
dx
− glkj dx = −

[
fkh l

k
j

]xk+1

xk
(3.1.0.4)

The boundary term obtained on the right hand side of (3.1.0.4) is the only way to resolve the nonunique-

ness of the solutions at the element interfaces and to enforce element connectivity weakly. It could be

observed that the flux evaluations at xk+1 would be responsible for the computations in the elements

Ωk and Ωk+1, since it is shared by both of them. An introduction of a Numerical Flux, f ∗ is made at

this point, containing information from both the elements sharing the interface, as a unique value. The

equation is then rewritten as,

∫
Ωk

∂uh
∂t

lkj − fkh
dlkj
dx
− glkj dx = −

[
f ∗lkj

]xk+1

xk
(3.1.0.5)
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Now all we are remaining to completely describe the DG-FE method is choice of the “Numerical

Flux”. The dynamics of the problem could be of help in choosing the numerical flux. At this point

we require to define a few notations to describe the flux terms. The “-” superscript denotes the interior

information of an element and the “+” denotes the exterior. The average is defined as,

{{u}} = u− + u+

2
(3.1.0.6)

The jumps along a normal is defined as,

[[u]] = n̂−u− + n̂+u+, [[u]] = n̂− · u− + n̂+ · u+ (3.1.0.7)

The specification of the flux, naturally, is related to the dynamics of the equation to be solved. Its role

is to ensure the stability of the formulation by imitating the information flow in the governing partial

differential equation at hand. In transport equations two dominantly used fluxes are the unpwind flux

(α = 0) and the central flux (α = 1). They are defined as[24],

f ∗ = (au)∗ = {{au}}+ |a|1− α
2

[[u]] (3.1.0.8)

for flux functions defined as f ∗ = au. The central flux is simply the average of the two nodal

values at the interface whereas in case of upwind flux, the directional information,i.e.from where it

is coming, is also embedded in it. There is a vast literature on the different choices of fluxes and the

penalty to be implemented for depending on the type of the partial differential equation. The choice

of flux in transport problems is generally the Lax-Friedrichs’ numerical flux which is simple yet most

efficient[24].
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3.2 Discontinuous Galerkin velocity discretization

In this method as described by Alekseenko et al. in [3], a cuboid is chosen to discritize in the velocity

space, such that the contributions of the molecular velocity distribution function is negligible outside

of it. The cuboid is divided into Kj other cuboids uniformly along all the three dimensions. Although

in our work only uniform partitions are performed so as to obtain symmetrical advantages while cal-

culating the collision operator. A finite-dimensional basis function φi(w), i = 1, 2, · · · , s is defined

on each of the velocity cells. In order to save on computational storage, the same basis functions are

chosen for all of the velocity elements.

Let the components of w to have components wi∀i = 1, 2, 3 and si∀i = 1, 2, 3 being the deegrees of

polynomial basis functions in the corresponding velocity components. LetKj =
[
αjL, α

j
R

]
×
[
γjL, γ

j
R

]
×[

δjL, δ
j
R

]
. The basis functions are constructed in the following way. We locate the nodes at the Gauss

quadrature points of order s1, s2 and s3 in the intervals
[
αjL, α

j
R

]
,
[
γjL, γ

j
R

]
and

[
δjL, δ

j
R

]
respectively.

Let the nodes be κj;1p , p = 1, 2, · · · , s1, κj;2q , q = 1, 2, · · · , s2 and κj;3r , r = 1, 2, · · · , s3 in each

of the directions of velocity. The basis function in three-dimension is defined as the product of one

dimensional Lagrange basis functions which are defined as follows:

ϕj;1l (w1) =

s1∏
p=1
p 6=l

κj;1p − w1

κj;1p − κj;1l
, ϕj;2m (w2) =

s2∏
q=1
q 6=m

κj;2q − w2

κj;2q − κj;2m
, ϕj;3n (w3) =

s3∏
r=1
r 6=n

κj;3r − w3

κj;3r − κj;3n
(3.2.0.1)

Thus the 3-dimensional shape function would have the form φji (w) = ϕj;1l (w1)ϕ
j;2
m (w2)ϕ

j;3
n (w3),

where i = 1, 2, · · · , s = s1s2s3 is the index running over the combinations of l,m and n for each

element j. The computation of i in the algorithm is performed by the formula i = (l− 1)s2s3 + (m−

1)s3 + n.

Lemma 3.1 in [3] ∫
Kj

φjp(w)φjq(w) dw =
∆wj

8
ξpδpq (3.2.0.2)

, where ∆wj is the volume of the jth element and ξp := ξs1l ξ
s2
m ξ

s3
n is the product of the weights of

28



CHAPTER 3. NUMERICAL SOLUTION OF THE BOLTZMANN EQUATION USING DG
METHOD

Gauss quadratures in each of the three dimensions, have simplified many calculations which will be

discussed in the following section. All the calculations done in this work are performed with si = 3.

3.3 Numerical Approximation

3.3.1 Discrete Velocity discretization of the Collision operator

Now we seek solutions of the Boltzmann Equation in the following form of g. The trial & test functions

respectively are :

g(t,w) ≈
∑
j

gj(t)φj(w); h(t,w) ≈
∑
i

hi(t)φi(w) (3.3.1.1)

On multiplying (2.6.0.3) with the test function h(t,w) and integrating over each element Ωk and

repeating for all elements k = 1, 2, . . . , we obtain the weak form of the equation:-

∫
Ωk

(
∂g

∂t
+ p · ∂g

∂w

)
h(t,w) dw

= K

∫
Ωk

(∫
Ωk

∫
S

(g′∗g
′ − g∗g)|w −w∗| dS dw∗

)
h(t,w) dw

(3.3.1.2)

Now substituting (3.3.1.1) in the left hand side of (3.3.1.2), we get

∫
Ωk
ġ(t,w)

(∑
i

hi(t)φi(w)

)
dw +

∫
Ωk

p · ∂g(t,w)

∂w

(∑
i

hi(t)φi(w)

)
dw

=
∑
i

hi(t)

[∫
Ωk
ġ(t,w)φi(w) dw +

∫
Ωk
φi(w)

∂g(t,w)

∂w
· p dw

]
=
∑
i

hi(t)

[∫
Ωk
ġ(t,w)φi(w) dw +

∫
Ωk
φi(w)

∂g(t,w)

∂wr
pr dw

]

=
∑
i

hi(t)

[∫
Ωk

∑
j

ġj(t)φj(w)φi(w) dw +

∫
∂Ωk

φi(w)ĝ1(t,w)prnr −
∫
Ωk
g(t,w)

∂ [φi(w)pr]

∂wr
dw

]
(3.3.1.3)

1ĝ is the Numerical flux explained below
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Working with the 3rd integral now,

∫
Ωk
g(t,w)

∂ [φi(w)pr]

∂wr
dw =

∫
Ωk

(∑
j

gj(t)φj(w)

)
∂ [φi(w)pr]

∂wr
dw

=

∫
Ωk

∑
j

gj(t)φj(w)

[
φi(w)

∂pr
∂wr

+ pr
∂φi(w)

∂wr

]
dw

=

∫
Ωk

∑
j

gj(t)φi(w)φj(w)
∂pr
∂wr

dw +

∫
Ωk

∑
j

gj(t)φj(w)
∂φi(w)

∂wr
pr dw

=

∫
Ωk

∑
j

gj(t)φi(w)φj(w) (trH) dw +

∫
Ωk

∑
j

gj(t)φj(w)
∂φi(w)

∂wr
pr dw

(3.3.1.4)

where
Bij =

∫
Ωk
φi(w)φj(w) dw

Cij =

∫
Ωk
φj(w)

(
∂φi(w)

∂w
· p
)
dw

Ψi =

∫
∂Ωk

φi(w)ĝ(t,w)prnr

(3.3.1.5)

On applying the Gauss divergence theorem in the derivation of equation (3.3.1.3), we obtain a bound-

ary term where we introduce something known as the “Numerical Flux”. Unlike continuous galerkin

method (where we have a single node at the element boundary) in DG methods we might not have

nodes at the element boundaries at all and the interface conditions are enforced weakly using numer-

ical fluxes. The numerical flux ĝ is a single-valued function of the numerical solutions on both sides

of the interface, i.e.g− and g+ because of the discontinuity in the solution g there. For hyperbolic

transport equations upwind flux gives good results [47]. Implementation of upwind flux is basically

choosing T In this work we have considered the general classical Lax-Friedrichs flux (3.3.1.6) and by

setting α equal to zero we get back upwind flux.

ĝ = {{(p · n) g}}+ |p · n|1− α
2

JgK (3.3.1.6)

where {{g}} = g−+g+

2
and JgK = n̂−g− + n̂+g+. Unlike regular Finite Element Methods where

element connectivity is ensured by the continuous nature of the shape functions even across element

edges, in DG methods numerical flux is the only way element connectivity is enforced weakly.
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Because of the Lemma 3.1 in [3], (3.2.0.2), which is a consequence of the orthogonality of the

Lagrange polynomials chosen for the discretization, the matrix B turns out to be a diagonal matrix

constisting of the s different weights in each of the element repeated j times. Also to be noted that

despite choosing a finite domain for our calculation, all the integrations performed are over R3 space.

It is done by extending the shape functions with zero beyond the chosen domain over the entire R3

space.

K

∫
Ωk

∫
Ωk

∫
S

(g′∗g
′ − g∗g) |w −w∗|

(∑
i

hi(t)φi(w)

)
dS dw∗ dw

= K
∑
i

hi(t)

∫
Ωk

∫
Ωk

∫
S

φi(w) (g′∗g
′ − g∗g) |w −w∗| dS dw∗ dw

= K
∑
i

hi(t)

∫
Ωk

∫
Ωk

|w −w∗|
2

g∗g

∫
S

(φ′∗i + φ′i − φ∗i − φi) dS dw∗ dw

(3.3.1.7)

Thus, the RHS of ith equation becomes,

K

∫
Ωk

∫
Ωk

|w −w∗|
2

g(t,w∗)g(t,w)Mi dw∗ dw (3.3.1.8)

where Mi is :

Mi =M (w,w∗, φi) =
|w −w∗|

2

∫
S

(φ′∗i + φ′i − φ∗i − φi) dS (3.3.1.9)

The final ith equations becomes :-

Bij ġj(t) + Ψi − (trH(t))Bijgj(t)− Cijgj(t) = K

∫
Ωk

∫
Ωk
g(t,w∗)g(t,w)Mi dw∗ dw

= Fi [g]

(3.3.1.10)

where Fi [g] is a non-linear function in g and is given by :

Fi [g] =

∫
Ωk

∫
Ωk

(∑
j

gj(t)φj(w∗)

)(∑
k

gk(t)φk(w)

)
Mi dw∗ dw

= Fijkgj(t)gk(t)

(3.3.1.11)
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Thus Fijk is expressed as :

Fijk =

∫
Ωk

∫
Ωk
Miφj(w∗)φk(w) dw∗ dw (3.3.1.12)

To be noted here that both Bij and Fijk are independent of t and thus they need to be calculated only

once before we start the forward march in time but on the other hand Cij is time dependent and needs

to be calculated at every time step.

The Lemmas 4.1 and 4.2 in [3] gave us a big advantage in calculation of the Collision operator.

By using the symmetry property of the collision operator (section 2.4 in [29]) (explained in Appendix

§6.1) the RHS of the equation could be simplified in the following way:

Lemma 4.1:

M (w,w∗, φi) =M (w∗,w, φi) , ∀ w,w∗ ∈ R3 (3.3.1.13)

Also,

M (w,w, φi) = 0, ∀ w ∈ R3 (3.3.1.14)

The above Lemma 4.1, holds good only for a system of gas with all the particles having the same mass

and the potential of interaction of the particles is spherically symmetric.

Lemma 4.2:

M (w + η,w∗ + η, φi (w − η)) =M (w,w∗, φi) , ∀ η ∈ R3 (3.3.1.15)

This Lemma 4.2, holds good only when the potential of the molecular interaction is dependent only

on the molecular distance. It could be noticed that Lemma 4.2 lets us reduce the memory storage for

the collision operator dramatically in case of a uniform mesh and the same shape functions in every

element. In case of a uniform cubical mesh, all we need to do is to compute the collision operator for

a single element (in our case, we compute for the central element of the domain) and the values for the
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rest of the elements could be restored using the invariance property mentioned above. The sketches of

the proofs of the Lemmas could be found in the Appendix of [3].

Now because of the orthogonal property of the Lagrange polynomials, (3.3.1.12) could be further

reduced to the form,

Fijk =
∆wjξj

8

∆w∗
kξk

8
M
(
wj,wk

∗ , φi
)

(3.3.1.16)

where ∆wi is the volume of the element to which the ith node belongs. It could be observed that

because of the orthogonal nature of the shape functions, the integrals which when performed by sum-

ming over the quadrature points, where the nodes were introduced, over w and w∗, we end up with just

the combinations of weights of the Gauss quadrature rule. Hence the only integrations we needed to

perform to compute the Collision operator (which was initially an eight dimensional integration) were

over the spherical surface S (b and ζ). In order to achieve an accuracy of 10−8 in a velocity domain of

[−3, 3]3 as suggested by Josyula et al.in[3] in order to preserve moments and obtain correct relaxation

times it is indispensable to use adaptive quadrature for the computation of M
(
wj,wk

∗ , φi
)
.

In this work, we have used a cube with sides [3, 3] for the dimensionless velocity domain. For all

the problems we have used the discrete Galerkin basis with s1 = s2 = s3 = 3 (piecewise quadratic).

All the problems were run for a 27 element mesh and a 125 element mesh i.e., with 9 and 15 nodes or

degrees of freedom in each dimension over the entire domain of calculation. The reduced size of the

Collision operator could be attributed to the local nature of the basis functions which results in making

Fijk a sparse matrix. The locally supported basis functions result in non-overlapping collision spheres

for most pairs of w and w∗ with most shape functions φi. Hence, most entries of the Collision operator

Fijk are zeros.

The simulations in this work were run with uniform cubical meshes for the velocity discretization

and the same Lagrange basis functions for each dimension were used on each element. The collision

operator was calculated only for the central element of the mesh and the values for the rest of the

elements were restored using (3.3.1.15). Since the entries of the Collision operator are independent

33



CHAPTER 3. NUMERICAL SOLUTION OF THE BOLTZMANN EQUATION USING DG
METHOD

of each other, their computation was possible to parallelize. The simulations run in this work were

parallelized using OpenMP in 28 cores.

3.3.2 Time Discretization

The forward marching in time was performed by an explicit fifth order Adams-Bashforth method and

the initial data was obtained by using fifth order Runge-Kutta method for the first four iterations [10].

Equating the LHS (3.3.1.3) and the RHS (3.3.1.7) of the discretized ith equation, we get:

Bij ġj(t) + Ψi − (trH(t))Bijgj(t)− Cijgj(t) = Fijkgj(t)gk(t)

⇒ ġj(t) = B−1ij [Cik(t)gk(t) + (trH(t))Bijgj(t) + Filkgl(t)gk(t)− Ψi]

⇒ ġj(t) = ψj(t,g(t))

(3.3.2.1)

We apply fifth order RK method to obtain the first five initial data to start our multi-step method. Fifth

order RK method:

k1j = ψj (t
s,gs) ,

k2j = ψj

(
ts +

1

4
∆t,gs +

1

4
k1∆t

)
,

k3j = ψj

(
ts +

1

4
∆t,gs +

1

8
k1∆t+

1

8
k2∆t

)
,

k4j = ψj

(
ts +

1

2
∆t,gs − 1

2
k2∆t+ k3∆t

)
,

k5j = ψj

(
ts +

3

4
∆t,gs +

3

16
k1∆t+

9

16
k4∆t

)
,

k6j = ψj

(
ts +∆t,gs − 3

7
k1∆t+

2

7
k2∆t+

12

7
k3∆t− 12

7
k4∆t+

8

7
k5∆t

)
,

gs+1
j = gsj +

∆t

90

(
7k1j + 32k3j + 12k4j + 32k5j + 7k6j

)

(3.3.2.2)

We use the above equations for s = 0, 1, 2 and 3. After obtaining the first five initial data with the fifth

order RK method, the following fifth order Adams-Bashforth formula was applied to perform time
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integration and observe the evolution of the molecular velocity distribution function over time:

gs+1
j = gsj +

∆t

720
[1901ψj(t

s,gs)− 2774ψj(t
s−1,gs−1) + 2616ψj(t

s−2,gs−2)

− 1274ψj(t
s−3,gs−3) + 251ψj(t

s−4,gs−4)]

(3.3.2.3)

where s = 4, 5, . . . , N − 1. The bottleneck for the time-stepping code was the computation of ψ(t,g)

in every step. It was possible to parallelize the calculation of ψ(t,g) using 28 cores in OpenMP for

every step which added to the performance of the time-stepping algorithm.

3.4 Conservation Routines

The Collision operator Fi[g] that we compute in (3.3.1.11) does not preserve moments as desired

possibly due to domain truncation. As suggested by Gamba et al.[ZHANG and GAMBA] we force an

intermediate conservation routine. The problem could be posed as a L2-distance minimization problem

with the constraint of preserving the necessary moments. The problem is solved using Lagrange

Multiplier method.

The conservation routine should hold for any time for the approximate solution function F (t,w),

∫
Ωk

F (t,w)Φ (w) dw =

∫
Ωk

F (t = 0,w)Φ (w) dw (3.4.0.1)

where Φ (w) is one of the collision invariants. The desired conservation of the moments could be

obtained by,

QF = 0 (3.4.0.2)

on the approximate collision vector F where,

Q =


∫
Ωk
φi (w) dw∫

Ωk
φi (w)w dw∫

Ωk
φi (w) |w|2 dw

 (3.4.0.3)
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where φi is the ith basis function in the Ωk element. Now the minimization problem becomes to find

Fc,

min
1

2
(Fc − F)T B (Fc − F)

s.t. QFc = 0

(3.4.0.4)

By implementing Lagrange multiplier method, where Λ is the multiplier vector and B is a positive

definite diagonal matrix as earlier defined in (3.3.1.5). We have the objective function for our problem

to be:

L (Fc,Λ) =
1

2
(Fc − F)T B (Fc − F)−ΛTQFc (3.4.0.5)

Now the critical values of L are obtained by,


∂L
∂Fc

= 0

∂L
∂Λ

= 0

(3.4.0.6)

Solving for the equations above, we obtain the minimizer Fc,

Fc =
[
I−B−1QT

(
QB−1QT

)−1
Q
]

F (3.4.0.7)

In our time discretization routines, for the homogeneous Boltzmann equation, where we substitute

A = 0, we implement the complete conservation routine with constraints for all the moments for mass,

momentum and energy and implement the following scheme,

dgi
dt

= Fc (3.4.0.8)

For the case of the complete transport equation, the conservation routine is implemented onψj(t,g(t))

(3.3.2.1) instead of F making it,

∂gi
∂t

=
[
I−B−1QT

(
QB−1QT

)−1
Q
]
ψj(t,g(t)) (3.4.0.9)
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Another important factor about the “Constraint matrix” Q, in the case of non-zero A, is that it

contains only the mass preserving constraint only. It is because in the complete transport equation we

apply shear force and thus imparting momentum and energy to the system. In this case, we expect the

momentum and the energy of the system to rise and hence do not want to constrain them.
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Chapter 4

Verification Results

4.1 Spatially homogeneous relaxation

Over the few decades, with the flourishment of efficient and swift computers, predictive modeling has

become popular to cut down the search space for experiments. As simulation codes become more

sophisticated, intensive check turns out to be progressively challenging and tedious, however more

essential. Because of the complexity of the Collision operator of the Boltzmann transport equation, it

becomes indispensable that we test our code in parts. The LHS of (2.6.0.3) is tested using the Method

of Manufactured Solutions and the RHS is validated with the convergence of gas in perturbed states.

We run simulations for the relaxation of a monoatomic gas from perturbed states with the Boltzmann

equation (2.6.0.3) for A = 0 with hard sphere potential for molecular collisions using quadratic La-

grange shape functions and three and five elements in each velocity dimension. We have conducted two

simulation experiments with A = 0, leaving only the time derivative part in the reduced Boltzmann

equation (2.6.0.3) from the total derivative on the left hand side (4.1.0.1).

Bij ġj(t) = Fijkgj(t)gk(t) (4.1.0.1)

This would allow us to observe the solution to the Boltzmann Equation at equilibrium. According
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to Maxwell the solution to the equilibrium Boltzmann Equation in the absence of any gradient will

always lead to a Gaussian distribution [12].
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4.1.1 Experiment 1

In this experiment we take two equilibrium streams as a sum of two Gaussian distributions and the

results are as follows. Figure 4.1, Figure 4.2, and Figure 4.3 are the sections of the molecular density

function along the w1, w2 and w3 axes with 27 elements in the entire domain. Figure 4.6a, Figure 4.6c,

and Figure 4.6e are its sections on the planes w1 = 0, w3 = 0, and w2 = 0 respectively at time t = 0

and Figure 4.6b, Figure 4.6d, and Figure 4.6f are are its sections on the planes w1 = 0, w3 = 0, and

w2 = 0 respectively at the equilibrium state. The initial condition used to simulate this experiment

was:

g(t = 0,w) =
ρ1

2πT1
3
2

exp

(
− 1

2T1
|w − vavg1|2

)
+

ρ2

2πT2
3
2

exp

(
− 1

2T2
|w − vavg2|2

)
(4.1.1.1)

Figure 4.1: Validation Experiment 1 with 27 elements: Evolution of g with w2 = w3 = 0
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Figure 4.2: Validation Experiment 1 with 27 elements: Evolution of g with w1 = w3 = 0

Figure 4.3: Validation Experiment 1 with 27 elements: Evolution of g with w1 = w2 = 0
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Figure 4.4: Validation Experiment 1 with 27 elements: Number Density

Figure 4.5: Validation Experiment 1 with 27 elements: Energy
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(a) Initial condition on the w3 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Initial condition on the w1 = 0 surface (d) Converged solution on the w1 = 0 surface

(e) Initial condition on the w2 = 0 surface (f) Converged solution on the w2 = 0 surface

Figure 4.6: Validation Experiment 1 with 27 elements: Input and output on different surfaces

The same simulation experiment was run with a 125 element mesh, with a smaller time step, gave

us the following solution:
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Figure 4.7: Validation Experiment 1 with 125 elements: Evolution of g with w2 = w3 = 0

Figure 4.8: Validation Experiment 1 with 125 elements: Evolution of g with w1 = w3 = 0
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Figure 4.9: Validation Experiment 1 with 125 elements: Evolution of g with w1 = w2 = 0

Figure 4.10: Validation Experiment 1 with 125 elements: Number Density
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Figure 4.11: Validation Experiment 1 with 125 elements: Energy
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(a) Initial condition on the w3 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Initial condition on the w1 = 0 surface (d) Converged solution on the w1 = 0 surface

(e) Initial condition on the w2 = 0 surface (f) Converged solution on the w2 = 0 surface

Figure 4.12: Validation Experiment 1 with 125 elements: Input and output on different surfaces
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4.1.2 Experiment 2

In this experiment we simulate the relaxation of two artifical streams with discontinuous initial data.

The initial data are constructed as a sum of two functions given by:

g(t = 0,w) =

 ρh |w −wavg| ≤ r

0 |w −wavg| > r
r = 2.0, h = 0.5 (4.1.2.1)

The solutions are as follows:

Figure 4.13: Validation Experiment 2 with 27 elements: Evolution of g with w2 = w3 = 0
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Figure 4.14: Validation Experiment 2 with 27 elements: Evolution of g with w1 = w3 = 0

Figure 4.15: Validation Experiment 2 with 27 elements: Evolution of g with w1 = w2 = 0
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Figure 4.16: Validation Experiment 2 with 27 elements: Number Density

Figure 4.17: Validation Experiment 2 with 27 elements: Energy
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(a) Initial condition on the w3 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Initial condition on the w1 = 0 surface (d) Converged solution on the w1 = 0 surface

(e) Initial condition on the w2 = 0 surface (f) Converged solution on the w2 = 0 surface

Figure 4.18: Validation Experiment 2 with 27 elements: Input and output on different surfaces

The same experiment run with a 125 element mesh gave us the following solution:
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Figure 4.19: Validation Experiment 2 with 125 elements: Evolution of g with w2 = w3 = 0

Figure 4.20: Validation Experiment 2 with 125 elements: Evolution of g with w1 = w3 = 0
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Figure 4.21: Validation Experiment 2 with 125 elements: Evolution of g with w1 = w2 = 0

Figure 4.22: Validation Experiment 2 with 125 elements: Number Density
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Figure 4.23: Validation Experiment 2 with 125 elements: Energy
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(a) Initial condition on the w3 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Initial condition on the w1 = 0 surface (d) Converged solution on the w1 = 0 surface

(e) Initial condition on the w2 = 0 surface (f) Converged solution on the w2 = 0 surface

Figure 4.24: Validation Experiment 2 with 125 elements: Input and output on different surfaces

We observe that equilibration of two Gaussians or some discontinuous data as initial conditions, the

mixture relaxes and converges to a single Gaussian. The sharp bents/discontinuities in the solution that

are visible at the edges of the elements are because of the discontinuous nature of our shape functions

over element edges, which reduce with the increase in the number of elements. The solutions produced

by a 125 element mesh (5 in each velocity dimension) Figure 4.12 and Figure 4.24 are much smoother
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as compared to a 27 element mesh (3 in each velocity dimension) as can be seen in Figure 4.6 and

Figure 4.18. It could be observed that the energy and the number density remains almost constant

throughout the entire relaxation period and the values of both the 27 element cases and the 125 element

ones are in accordance with each other up to a good extent.

These two validation experiments §4.1.1 and §4.1.2 proves the correctness of the computation and

code of the Collision operator, i.e.the RHS of the reduced Boltzman equation (2.6.0.3) which is pre-

computed and stored (because of its time independence) to perform time integration later on.

4.2 Method of Manufactured Solution

The Method of Manufactured Solutions or commonly known as MMS in Computational Science is a

technique to verify the correctness of the code developed to solve a governing mathematical equation.

Code verification is an early and indispensable step in building certainty within the prescient capability

of simulation softwares. MMS is a generalized technique used to build analytical solutions the govern-

ing differential equations that form the premise for the simulation code. The analytical solution, which

might not make physical sense, could be used to benchmark solutions for verification tests.

The implementation of MMS is theoretically straightforward. The differential equation (or a system

of differential equations) for which the code is to be verified is considered,

D (Ω) = 0 (4.2.0.1)

where Ω is the unknown scalar variable (could as well be a vector of the unknown variables) in our case

and D(·) is the differential operator. Subsequently, a function Ω̂, with sufficient differentiability and

satisfying all boundary and initial conditions, is chosen. The chosen function Ω̂, would necessarily,

and in general, not satisfy the governing equation(s) (4.2.0.1) exactly and hence a corresponding set

of source term(s) SΩ gets “manufactured” in order to balance the system and we get a new system of
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equation(s):

D
(
Ω̂
)
= SΩ (4.2.0.2)

Now numerical solvers of (4.2.0.1) could be tested using (4.2.0.2) by adding a minimal code to

compute the source term(s)[40].

4.2.1 Manufactured Solution for the reduced Boltzmann equation

The LHS of the reduced boltzman equation (2.6.0.3) code is tested using the method of Manufactured

soultions. We consider the equation (4.2.1.1)

∂g

∂t
+ p · ∂g

∂w
= 0 (4.2.1.1)

and substitute the solution with (4.2.1.2) (which satisties the initial conditions and the bounary condi-

tions of our problem at all times),

g(t,w) = sin (t) exp
(
−|w|2

)
(4.2.1.2)

and obtain the equation (4.2.1.3)
∂g

∂t
+ p · ∂g

∂w
= f∗ (4.2.1.3)

where f∗ becomes,

f∗ = exp
(
−|w|2

)
(cos (t)− 2 sin (t) (w · p)) (4.2.1.4)

Now, on testing our code for time integration (5th order Adams-Bashforth code) with the above

equations we observe that we get back our originally assumed solution as time evolves with very small

margins of error.
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Figure 4.25: Manufactured solution experiment: Solution at 100000 iterations

Figure 4.26: Manufactured solution experiment: Solution at 120000 iterations
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Figure 4.27: Manufactured solution experiment: Solution at 140000 iterations

Figure 4.28: Manufactured solution experiment: Solution at 160000 iterations
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Figure 4.29: Manufactured solution experiment: Error at regular time intervals

We observe that the symmetry among the different sections of the solution breaks because of the

shear rate imposed along l1⊗ l2 direction. We had taken A = 0.8l1⊗ l2 for the Manufactured solution

testing.

At this point, we could argue that the code has been verified to a good extent. The convergence of

combined steady-state streams to equilibrium accounts for the correctness of the computation of the

Collision operator and so does MMS for the correctness of the LHS of the Boltzmann Equation. The

complicated nature of the Collision operator did not allow is to verify the entire Boltzmann equation

with MMS. The code is verified even further in the following way. As we know that the Boltzmann

Equation is an approximation of the Molecular Dynamics method, we run simulations with different

values of A for different kinds of flows, with proper boundary conditions, and compare our results

using LAMMPS.
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Chapter 5

Results and Discussion

So far we have looked at steady states with A = 0 in the equation (2.6.0.3). Now we would be looking

for solutions in the non-equilibrium regime of flows.

5.1 Non-equilibrium flows

These example flows could be visualized as shown in Figure 5.30 and Figure 5.31. The statistics (the

velocity distribution function to be precise) of gas flows characterized by different forms of the 3 × 3

matrix A have been observed with the reduced form of the Boltzmann Equation (2.6.0.3). Figure 5.30

is an example of how the periodic boundary condition would be deforming in case of incompressible

flows. The motions of all other particles in the system (could be infinitely many) would have a mapping

from that of the simulated ones using the action, (2.3.0.1). For example, we would be simulating the

particles, x0,k, and for all other particles, ν = Z\0, the mapping of their motion could be obtained

using (2.3.0.1). It implies that if the velocity of the particle at the origin of physical space is v then the

velocity of the particle at some other position x is given by v + A(I + tA)−1x.
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5.2 Simple Shear

In [14], section §5.3.1 show that Plane Couette flow could exactly be represented by OMD, for A =

γ̇l1 ⊗ l2. They explain that the method of OMD specialized to the case of plane Couette flow is a

significant generalization of the famous work by Lees and Edwards[30]. If A = a⊗ n with a · n = 0,

considering orthonormal vectors e1, e3, a and n could be written as a = |a|e1,n = |n|e3. Substituting

γ̇ = |a||n|, the Eulerian velocity field translates to:

v = A (I + tA)−1 x = (γ̇e1 ⊗ e3) (I− γ̇e1 ⊗ e3)x = γ̇x3e1 (5.2.0.1)

In this experiment, we simulate a gas at equilibrium with an imposition of a shear strain to ob-

serve the development of a Couette Flow. We run this experiment for a steady Gaussian as the initial

condition and a dimensionless shear rate of γ̇ = 0.8.

Figure 5.1: Experiment 1 with 27 Elements: Evolution of g with w2 = w3 = 0
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Figure 5.2: Experiment 1 with 27 Elements: Evolution of g with w1 = w3 = 0

Figure 5.3: Experiment 1 with 27 Elements: Evolution of g with w1 = w2 = 0
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Figure 5.4: Experiment 1 with 27 Elements: Number Density

Figure 5.5: Experiment 1 with 27 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.6: Experiment 1 with 27 Elements: Input and output on different surfaces

This simulation was run with 125 elements as well.

65



CHAPTER 5. RESULTS AND DISCUSSION

Figure 5.7: Experiment 1 with 125 Elements: Evolution of g with w2 = w3 = 0

Figure 5.8: Experiment 1 with 125 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.9: Experiment 1 with 125 Elements: Evolution of g with w1 = w2 = 0

Figure 5.10: Experiment 1 with 125 Elements: Number Density
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Figure 5.11: Experiment 1 with 125 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.12: Experiment 1 with 125 Elements: Input and output on different surfaces

Here we observe that the energy of the system increases due to the energy added in the form of

shear strain as expected. We see that the number of particles with low velocities decrease and that

with high velocities increase, resulting in increasing the total energy of the gas as shown in Figure 5.1

and Figure 5.7. The number density and energy of the gas computed using the expressions given in

section §2.5 with (2.5.0.4) and (2.5.0.7). It could also be observed that because of the shear in l1 ⊗ l2

direction we observe a diagonal spreading of the distribution function g implying the particles gain

velocity in the w1 − w2 and w2 − w1 directions. This behavior is in agreement with the molecular

dynamics simulation run with LAMMPS as shown in Figure 5.13. This LAMMPS simulation is done

with 10, 000 particles with the same unitless shear rate as the simulation with Boltzmann equation

i.e.γ̇ = 0.8 for 98, 000 iterations. In Figure 5.6, Figure 5.12, and Figure 5.13 the initial conditions are

symmetric with respect to all axes (w1,w2,w3) and hence it has been illustrated on the w1 = 0 plane

only.
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(a) Initial condition on the w3 = 0 surface

(b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface

(d) Converged solution on the w2 = 0 surface

Figure 5.13: Experiment 1 in LAMMPS: Input and output on different surfaces

Since LAMMPS do not have any hard sphere potential in-built in their software, we have used the
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closest approximation by using a Lennard-Jones potential with a cut-off ranging only up to a distance

of no repulsion and hence no attractive forces were taken into consideration for the simulations.

Figure 5.14: Temperature comparison of Boltzmann with molecular dynamics

The LAMMPS simulation was done with 10, 000 and 100, 000 particles with a viscosity damping of

0.0011 dimensionless LAMMPS Lennard-Jones units. The energies of the two methods of simulation

matches only under the condition of imposition of a viscous damping, which is possibly because of

the leaking of energy due to domain-truncation. The energy, momentum and number density in the

verification experiments were constrained with the use of Lagrange polynomial which wasn’t possible

in the non-equilibrium simulation where we supply energy into the system in the form of shear force.

It could be observed that the 125 element solution is in a much better agreement with the molecular

dynamics results than the 27 element solution.
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Figure 5.15: Temperature comparison of Boltzmann with molecular dynamics with 2 different densities

It could also be observed that the energy curves are independent of the number density of the simu-

lated gas as shown in Figure 5.15.

The mean free path of gases is computed by the expression in (2.6.0.1)

λ =
1√

2πρ0d20

which has been used to decide on the parameters in both the simulation of Boltzmann equation and

LAMMPS. The parameters used to compare the results were for a low-density Argon gas with 10, 000

and 100, 000 particles in a box of size 2000σ×2000σ×2000σ where σ is the Lennard-Jones parameter

for Ar.
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We have also run the simulation for different box sizes in LAMMPS keeping the densiy same and

we observe that the solution is closer to the solution with Boltzmann equation with a smaller box size

for the same shear strain rate Figure 5.16.

Figure 5.16: Temperature comparison of Boltzmann with molecular dynamics with different box sizes
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5.3 Pressure Shear

Figure 5.17: Schematic pressure-shear viscometer: vectors a and n as in the text. The leading edge of
plate 1 moves at constant velocity in the direction a towards plate 2, which is stationary. Both plates
are in general oblique to the velocity as shown. (from Dayal & James [15])

This experiment could be thought of an unsteady, compressible flow represented by universal flow

with A = a⊗ n with a · n 6= 0. Hence (I + tA)−1 = I− t(a·n)
1+t(a·n)a⊗ n and the velocity field as:

v (x, t) =
1

1 + t (a · n)
(n · x) a, t > 0 (5.3.0.1)

This simulation physically represents homogeneous flow between two plates with normals n moving

towards each other (a · n < 0) with the fluid moving in the direction of the motion of plates with a

velocity a. The simulation could run up to a time somewhat lesser that when v becomes singular,

i.e.t = − 1
a·n which physically represents the striking the plates with each other. The parameters of A

that we have used to simulate this flow is:

A =


−0.25 0 1.4

0 0 0

0 0 0

 (5.3.0.2)
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Figure 5.18: Experiment 4 with 27 Elements: Evolution of g with w2 = w3 = 0

Figure 5.19: Experiment 4 with 27 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.20: Experiment 4 with 27 Elements: Evolution of g with w1 = w2 = 0

Figure 5.21: Experiment 4 with 27 Elements: Number Density
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Figure 5.22: Experiment 4 with 27 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.23: Experiment 4 with 27 Elements: Input and output on different surfaces

This experiment with 5 elements:
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Figure 5.24: Experiment 4 with 125 Elements: Evolution of g with w2 = w3 = 0

Figure 5.25: Experiment 4 with 125 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.26: Experiment 4 with 125 Elements: Evolution of g with w1 = w2 = 0

Figure 5.27: Experiment 4 with 125 Elements: Number Density
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Figure 5.28: Experiment 4 with 125 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.29: Experiment 4 with 125 Elements: Input and output on different surfaces
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5.4 Simple bi-directional Shear

Figure 5.30: Universal flow of the unit cube having outer normals l1, l2, l3. The values of the parameters
are α = 1.4, υ1 = 0.9, υ3 = 0.7. The figure shows the same set of material particles at successive
instants of time. Time between pictures is 0.5 in consistent units. (from Dayal & James[15])

Dayal & James in [15] refers to (2.4.0.4) as the description for universal flows. They show that these

flows are the exact solutions of the equations of motion of every fluid with no external body force.

In addition to the explanation in section §2.4, they show that universal flows could be found in all

flows. For example, incompressible flows could be described in the following way. Incompressibility

immediately imposes the condition, det(I + tA) = 1, ∀t > 0. The characteristic equation in t reveals

the condition,

detA = trA = trA2 = 0 (5.4.0.1)

Figure 5.31: Motion of the two planes with normal l3 with parameters chosen as in Figure 5.30. Time
between pictures is 0.2 in consistent units. (from Dayal & James[15])
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The necessary and sufficient conditions for (5.4.0.1) in a suitable orthonormal basis are,

A =


0 0 α

υ1 0 υ2

0 0 0

 (5.4.0.2)

Considering A = αl1 ⊗ l3 + υ1l2 ⊗ l1 + υ3l2 ⊗ l3, where l1, l2 and l3 form an orthonormal basis it

directly implies that the Eulerian description of this motion is,

v(x, t) = Ax− αtυ1υ3l2 (5.4.0.3)

In this experiment we run the simulation on an incompressible gas with shear in three directions as

shown in Figure 5.30 with the same dimmensionless values of shear rates i.e.α = 1.4, υ1 = 0.9, υ3 =

0.7 and observe the evolution of the velocity distribution g. To describe the motion macroscopically,

all material particles in planes with l3 remain in their planes. The initial square faces with normals ±l3

of the cube considered become parallelograms with preserving areas.
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Figure 5.32: Experiment 2 with 27 Elements: Evolution of g with w2 = w3 = 0

Figure 5.33: Experiment 2 with 27 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.34: Experiment 2 with 27 Elements: Evolution of g with w1 = w2 = 0

Figure 5.35: Experiment 2 with 27 Elements: Number Density
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Figure 5.36: Experiment 2 with 27 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.37: Experiment 2 with 27 Elements: Input and output on different surfaces

This experiment with 5 elements:
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Figure 5.38: Experiment 2 with 125 Elements: Evolution of g with w2 = w3 = 0

Figure 5.39: Experiment 2 with 125 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.40: Experiment 2 with 125 Elements: Evolution of g with w1 = w2 = 0

Figure 5.41: Experiment 2 with 125 Elements: Number Density
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Figure 5.42: Experiment 2 with 125 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.43: Experiment 2 with 125 Elements: Input and output on different surfaces

Since we apply shear in three directions in this simulation, we observe directional growth of the

velocity distribution function on all three planes w1 = 0, w2 = 0, and w3 = 0.
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5.5 Vortex-like Structure

Figure 5.44: Vortex like structures. The values of the parameters are α = −1.3, υ1 = 1.3, υ3 = 0.7.
The velocity field on the plane x2 = cnst. is shown, and this velocity field is independent of x2. The
line perpendicular to this plane passing through the centre of this structure is a line of zero velocity.
(from Dayal & James[15])

Another kind of flow that could be described using universal flows for incompressible fluids with

(5.4.0.2), is vortex §4.3.2 [15]. Figure 5.44 is a view observed from a direction (1.3,−2.4, 2). As it has

been described by all standard definitions, this flow is disqualified to be called a vortex, although it is a

limiting case of a vortex, excepting the Mz criterion [23]. In this experiment we simulate a vortex-like

structure as shown in Figure 5.44 with the same dimensionless shear strain rates. The expression for

∇v could be with simple computation,

∇v =


0 0 α

υ1 0 υ2 − αυ1t

0 0 0

 (5.5.0.1)
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Figure 5.45: Experiment 3 with 27 Elements: Evolution of g with w2 = w3 = 0

Figure 5.46: Experiment 3 with 27 Elements: Evolution of g with w1 = w3 = 0
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Figure 5.47: Experiment 3 with 27 Elements: Evolution of g with w1 = w2 = 0

Figure 5.48: Experiment 3 with 27 Elements: Number Density
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Figure 5.49: Experiment 3 with 27 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.50: Experiment 3 with 27 Elements: Input and output on different surfaces

This experiment with 5 elements:
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Figure 5.51: Experiment 3 with 125 Elements: Evolution of g with w2 = w3 = 0

Figure 5.52: Experiment 3 with 125 Elements: Evolution of g with w1 = w3 = 0

98



CHAPTER 5. RESULTS AND DISCUSSION

Figure 5.53: Experiment 3 with 125 Elements: Evolution of g with w1 = w2 = 0

Figure 5.54: Experiment 3 with 125 Elements: Number Density
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Figure 5.55: Experiment 3 with 125 Elements: Energy
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(a) Initial condition on the w1 = 0 surface (b) Converged solution on the w3 = 0 surface

(c) Converged solution on the w1 = 0 surface (d) Converged solution on the w2 = 0 surface

Figure 5.56: Experiment 3 with 125 Elements: Input and output on different surfaces
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5.6 Parallelization Scaling

All the non-equilibrium simulations we have run were parallelised using OpenMP with 28 processors

on Pittsburgh Supercomputing Center. The computation of the forcing vector ψj(t,g(t)) in (3.3.2.1)

is parallelized with OpenMP. Since we use an explicit method, the bottle-neck of our simulations is

the computationn of ψj(t,g(t)) at every time-step. We obtain excellent parallelization efficiency. It is

almost linear upto 28 processor.

Figure 5.57: Efficiency
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Figure 5.58: Speed Up
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5.7 Discussion

• A big limitation of the simulation that we have performed with the Boltzmann equation is domain

truncation. Our simulation gas needs to have a temperature low enough so that it does not reach

the boundary of the translated velocity domain we have considered in our calculations. In the

above experiments, all the simulations were run until the velocity distribution function g reached

the edges of our truncated domain. Beyond that point, the simulation starts to produce spurious

results. The solution and the energy of the particles start converging even though energy is being

supplied to the system constantly. The constraint on the number density in the form of Lagrange

multiplier at every time step might be the reason why this happens. However, all our observations

and results illustrated above are only upto to the point until the solution reaches the truncated

boundary of our translated velocity domain.

• We could compute the collision operator for 27 and 125 elements only and thus have run our

experiments for these two cases only. Mesh refinement in every experiment has smoothened our

solution as expected and they are in close agreement with each other.

• The energy rise patterns in the molecular dynamics and the simulation with Boltzmann equa-

tion are in agreement only with an introduction of a viscous damping in the molecular dynamics

simulation. The simulations done in the verification experiments are implemented with an im-

position of constraints on number density, momentum, and energy with the help of the Lagrange

multiplier method. In case of the non-equilibrium simulations, we want to observe a rise in the

total energy since we are adding it in the form of shear force and hence they are not constrained

but the number density, which is possibly why we observe a lossy energy curve in the Boltzmann

simulation as compared to the molecular dynamics ones. Mesh refinement could be a possible

method of improving the solution with Boltzmann simultaion as we observe the 125 element

simulation is a bit closer to the LAMMPS solution as compared to the 27 element solution. Im-

proving the accuracy of the collision operator would be able to conserve the different moments

of the velocity distribution function, which would prevent the leakage of energy. A development
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of a better algorithm to compute the Collision Operator more accurately is a proposal of future

work to improve the results that we have observed.
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Chapter 6

Appendix

6.1 Symmetry property of The Collision Operator

The collision integral appearing on the right of the Boltzmann equation :

J(t, x, v) =

∫
(f ′f ′∗ − ff∗) gb db dε dv∗ (6.1.0.1)

where g = v − v∗. This function J(t, x, v) is often integrated with a weighting function of velocity

φ(v) :

Iφ =

∫
φ(v)J(t, x, v) dv =

∫
φ(v)(f ′∗f

′ − f∗f)gb db dε dv∗ dv (6.1.0.2)

This integral is equal to

Iφ = Iφ′ =

∫
φ(v′)(f∗f − f ′∗f ′)g′b′ db′ dε′ dv′∗ dv′ (6.1.0.3)

Now, by the assumption that the potential of the molecules is spherically symmetric it can be stated

that g = g′, b = b′, ε = ε′ where primes denote the post collisional properties. Also by the conservation
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of phase volume dv dv∗ = dv′ dv′∗, Iφ′ may be written as:

Iφ′ = −
∫
φ(v′)(f ′∗f

′ − f∗f)gb db dε dv∗ dv (6.1.0.4)

On adding equations (6.1.0.2) and (6.1.0.4) we get,

Iφ =
1

2

∫
(φ− φ′)(f ′∗f ′ − f∗f)gb db dε dv∗ dv (6.1.0.5)

The integral (6.1.0.1) is symmetrical w.r.t. v and v∗. Thus,

Iφ∗ =

∫
φ(v∗)J(t, x, v∗) dv∗ = Iφ

=
1

2

∫
(φ∗ − φ′∗)(f ′∗f ′ − f∗f)gb db dε dv∗ dv

(6.1.0.6)

On adding equations (6.1.0.5) and (6.1.0.6) we get,

Iφ =
1

4

∫
(φ+ φ∗ − φ′ − φ′∗)(f ′∗f ′ − f∗f)gb db dε dv∗ dv (6.1.0.7)

From symmetry properties we obtain the relations :

∫
(φ∗ − φ′∗)f∗fgb db dε dv∗ dv =

∫
(φ′∗ − φ∗)f ′∗f ′g′b′ db′ dε′ dv′∗ dv′ (6.1.0.8)

and

∫
(φ+ φ∗ − φ′ − φ′∗)f∗fgb db dε dv∗ dv =

∫
(φ′ + φ′∗ − φ− φ∗)f ′∗f ′g′b′ db′ dε′ dv′∗ dv′ (6.1.0.9)

Now substituting (6.1.0.8) and (6.1.0.9) into (6.1.0.5) and (6.1.0.7), respectively, using the properties

of spherically symmetric potential and conservation of phase volume we obtain :-

Iφ =

∫
(φ′∗ − φ∗)f∗fgb db dε dv∗ dv (6.1.0.10)
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and

Iφ =
1

2

∫
(φ′ + φ′∗ − φ− φ∗)(f ′∗f ′ − f∗f)gb db dε dv∗ dv (6.1.0.11)
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6.2 Notation

v Velocity vector

x Position vector

t Time

f Probability distribution of particles with velocity v at x

f∗ Probability distribution of particles with velocity v∗ at x

f ′ Post-collision probability distribution of particles with velocity v at x

f ′∗ Post-collision probability distribution of particles with velocity v∗ at x

w Translated velocity field

g Molecular density function at translated velocity field w

g∗ Molecular density function at translated velocity field w∗

g′ Post-collision Molecular density function at translated velocity field w

g′∗ Post-collision Molecular density function at translated velocity field w∗

S Unit sphere for integration

A Linear transformation of matrix deciding the motion in fluid

ω, ω Velocity and Speed of approach of particles respectively

d Diameter of particles

θ Polar angle for integration over spherical surface

ζ Azimuthal angle for integration over spherical surface

e Unit vector perpendicular to the spherical surface of integration

b Distance of closest approach of the undisturbed trajectories in the center of mass reference-frame

b∗ Maximum distance of approach

wa Velocity of center of mass of the particles with velocities w and w∗

β The projection of ω on the w1 − w2 plane

ρ0 Reference number density of gas

t0 Reference time

v0 Reference speed

109



CHAPTER 6. APPENDIX

T0 Reference Tempereature

d0 diameter of gas particles

R Universal Gas constant

λ Mean free path of molecules

K Non-dimensionalization constant for the Boltzmann Equation

φ Shape functions

s Total number of shape functions

Kj jth shape function[
αjL, α

j
R

]
Interval in w1-direction for the jth element[

γjL, γ
j
R

]
Interval in w2-direction for the jth element[

δjL, δ
j
R

]
Interval in w3-direction for the jth element

κj;1p pth node of the jth element in the w1-direction

κj;2q qth node of the jth element in the w2-direction

κj;3r rth node of the jth element in the w3-direction

ϕj;1l Lagrange basis function at the lth node along w1-direction in the jth element

ϕj;2m Lagrange basis function at the mth node along w2-direction in the jth element

ϕj;3n Lagrange basis function at the nth node along w3-direction in the jth element

s1, s2, s3 Number of nodes in the w1, w2 and w3 directions respectively for the entire domain

∆wj Volume of the jth element

ξp 3-dimensional Gauss quadrature weight for pth node

ξs1l 1-dimensinal Gauss quadrature weight for lth node of order s1

ξs2m 1-dimensinal Gauss quadrature weight for mth node of order s2

ξs3n 1-dimensinal Gauss quadrature weight for nth node of order s3

δpq Kronecker delta

h Test function for the numerical approximation

Mi Part of the Collision operator to be integrated over the spherical surface

Fi ith equation of the discretized Collision operator

wj,wk
∗ jth and kth Gauss quadrature points for integration in w and w∗
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ψj RHS for the jth equation for time-stepping

li orthonormal basis

α, υi coefficients determining the characteristics of incompressible flow

F approximate solution function

Φ collisionn invariants

Q constraint matrix

Fc minimizer of the problem to preserve moments

L objective function for the minimization problem

Λ Lagrange multiplier vector

D differntial operator

Ω̂ chosen function for manufactured solution with sufficient differentiability, satisfying boundary,

and initial conditions

SΩ source term manufactured because of assumed solution
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