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Introduction

Traditional Recommender Systems (RSs) usually do
not consider the temporal dimension of user prefer-
ences when suggesting a set of items. This simplify-
ing hypothesis may represent a limitation in domains
characterized by the rapid consumption of different

items one after the other. Even if some authors pro-

posed RSs capable of considering training items as se-
quences |1], the idea of suggesting sequences of items

instead of lists ranked by relevance is not widespread.
On the other hand, this problem is quite similar to the
task of generating a phrase given its initial words |2].

A Concrete Use Case

Consider, for example, the context of music
streaming services. otarting from the human-
curated playlists already available in the system,
a sequence-based RS should be capable of creating
a personalized playlist for the target user given an

initial seed. The initial seed may be a song, a set

of songs, or a genre.

In this work, we present sequeval, a Python im-
plementation of an evaluation framework designed
for comparing sequence-based RSs.
package is freely available on a GitHub repository at
https://github.com/D2KLab/sequeval.

This sottware

Demonstration and Usage

In order to exploit the proposed framework, it is nec-
essary to create an implementation of the abstract
recommender that must be capable, given the user
and the current item of the sequence, of predicting
the probabilities for all the possible items of being
the next one inside the recommended sequence.

For demonstrative purposes, we have included in
sequeval a down-sampled version of the playlists
dataset originally collected by Shuo Chen from the
Yes.com website [3]. Furthermore, we have realized
a web-based version of the same evaluation script in
order to provide a more convenient graphical interface

to perform the experiments, as shown in Figure 1.
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Figure 1: Screenshot of the web-based interface
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Figure 2: Simplified UML class diagram

Recommenders

We have included in sequeval four baseline recommenders, which represent an adaptation of traditional

non-personalized baselines to the sequence-based scenario.

Most Popular The most popular recommender only considers the popularity of the items in the sequences

available in the training set in order to create the recommended sequence.

— |

Random The random recommender simply creates sequences that include random items.

Unigram The unigram recommender generates sequences that contain items sampled with a probability

proportional to the number of times they were observed in the training set.

Bigram The bigram recommender estimates the 1-st order transition probabilities among all possible pair of

items available in the training sequences.

Evaluation Metrics

In order to provide a comprehensive analysis of the
recommended sequences, we have included in the
evaluator module eight different metrics.

We decided to consider traditional metrics like cov-
erage and precision, and also less common ones like
novelty, diversity, and serendipity. We have also intro-
duced the metric of perplexity, because it was created
for evaluating sequences [4).

For each sequence in the test set, a sequence of a cer-
tain length is generated by the chosen recommender,
considering the same target user and the first item of
the test sequence as the initial seed. The length of
the sequences is a parameter of the experiment.

In details, the metrics are:

« Coverage « Novelty

= Precision

« nDPM
= Diversity

« Serendipity
= Confidence

« Perplexity

Conclusion and Future Work

We presented sequeval, a software tool for evaluat-
ing sequence-based RSs. As future work, we plan to
include further datasets and more recommenders.
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