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• Because the electrolyte breaks down at the bare 

anode, LIBs cannot operate without a passivation layer.  

     -Electrolyte formulations create a passivating film from 

the  

      decomposition products: Solid Electrolyte Interphase 

(SEI). 

     -Electrical and chemical barrier: SEI should self-limit.  

     -Ion conductivity of SEI allows continued battery 

operation 

• In reality, continued SEI growth during battery operation decreases device 

durability and efficiency 

     -Long-term capacity fade due to Li+ contained in the SEI. 

     -Durability and safety issues – SEI degradation with battery aging. 

     -Higher resistance, lower power – slower kinetics at electrode/electrolyte 

interface.      

- 

- 
- 

- 

Lithium batteries: promise, challenges, 
and the SEI (2) 
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second step, these decomposition products undergo a precipitation
process and begin forming the SEI layer until all the sites on the
graphite surface are covered. Even though several studies have
been conducted to understand the formationmechanism of the SEI,
it has been a major topic of debate, which centers on the reduction
pathways, especially of the solvent molecules. There are typically
four different reactions possible during the first cathodic polari-
zation of the graphite electrode. The pathways of the four reactions
are shown schematically in Fig. 5.

The ionic radius of a Li ion (0.59 Å) [99] is much smaller than the
corresponding anionic counter ion in the salt. Due to this size dif-
ference, Li ions are strongly solvated in the electrolyte solution,
which also contains weakly solvated anions (such as PF6!) and
isolated solvent molecules [100]. The solvated Li ions diffuse to-
wards the surface of the graphite electrode due to the concentra-
tion polarization in the liquid phase. At the graphite surface, these
solvated ions can undertake different pathways leading to different
reductive decomposition products.

Table 1
List of known chemical compounds formed on the surface of carbon/graphite SEI layers (“Present” denotes that the compound was identified in the references given, and “Not
Present” denotes that the compoundwas not identified) [48]. “Reprinted from Electrochimica Acta, 55, Verma P, Maire P, Novak, A review of the features and analysis of the solid
electrolyte interphase in Li-ion batteries, 6332, Copyright (2010), with permission from Elsevier.”

Component Present Not
present

Notes

(CH2OCO2Li)2 [66e69] Being a two electron reduction product of EC; it is found mostly in the SEI formed in EC based electrolytes.
ROCO2Li [66,67,70,71] They are present in the outer layer of the SEI. They occur in most PC containing electrolytes, especially when the concentration of

PC in the electrolyte is high.
Li2CO3 [67,68,71,72] [70,73

e75]
It may also appear as a reaction product of semicarbonates with HF, water, or CO2.

ROLi [73,75e78] Most commonly found in the SEI formed in ether electrolytes like tetrahydrofuran (THF), but may also appear as DMC or ethyl
methyl carbonate (EMC) reduction product [72]. It is soluble and may undergo further reactions [79].

LiF [72,74,80] Mostly found in electrolytes comprising of fluorinated salts like LiAsF6, LiPF6, LiBF4. It is a major salt reduction product. HF
contaminant also reacts with semicarbonates to give LiF byproduct. Amount of LiF increases during storage [74].

Li2O [74,81,82] [80,83
e85]

It may be a degradation product of Li2CO3 during Arþ sputtering in the XPS experiment.

Polycarbonate [80,86] Present in the outermost layer of the SEI, close to the electrolyte phase. This part imparts flexibility to the SEI.
LiOH [69,87,88] [80,81] It is mainly formed due to water contamination [89,90]. It may also result from reaction of Li2O with water or with aging [75].
Li2C2O4 [75,78] It is found to be present in 18,650 cells assembled in Argonne National Laboratory containing 1.2 M LiPF6 in EC:EMC (3:7)

electrolyte. Li carboxylate and Li methoxide were also found in their SEI [75].
HF [91,92] It is formed from decomposition LiPF6 and the water in the solvents. It is highly toxic and can attack components of the cell.

Fig. 4. Schematic of the anode SEI formation process showing (a) graphene layers surrounded by electrolyte salts and solvents above 1.4 V vs. Li/Liþ, (b) propylene-carbonate (PC)
intercalation with lithium ions into graphene layers resulting exfoliations below 0.9 V vs. Li/Liþ and (c) stable SEI formation in ethylene-carbonate (EC)-based electrolyte below 0.9 V
vs. Li/Liþ; plane side with thinner SEI and edge side with thicker SEI. (A colour version of this figure can be viewed online.)

S.J. An et al. / Carbon 105 (2016) 52e7658

Fig. 8. Ethylene carbonate (EC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e76 65

An, et al., Carbon (2016) 
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5 Fig. 9. Propylene carbonate (PC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e7666

formation [93,94,136e138,179e181].
Generally, a high charging rate during the first cycle results in a

porous and highly resistive SEI layer, while a low charging rate
results in the opposite SEI characteristics. It has been found that for
a 0.5C charging rate during SEI formation, capacity retention at
room temperature operation was negatively affected [113]. Also,
when the cell temperaturewas held above 40 !C, capacity retention
was evenmore negatively affected for a 0.5C SEI formation charging
rate [114]. Hence, a first charging rate between 0.05C and 0.2C is
preferred for stable SEI formation. In some cases, though, high
charging rate can be beneficial to SEI formation. For example, when
TIMREX® SFG44 graphite was heat-treated in an inert gas at
3000 !C, a high charge current of 320 mA/g (~1C), showed better
reversible capacity in 1 M LiPF6 EC/DMC than a much lower charge
current of 10 mA/g (~0.03C) [122]. In this case, high current
decomposed the electrolyte faster than solvents could intercalate
into graphene sheets and cause exfoliation. Low charging rates may
be beneficial for SEI formation, but they slow cell production rates
and increase production cost and plant capital expense. Building a
stable SEI with a charging rate greater than 0.5Cmay require a great
deal of further effort on developing proper additives, optimizing
cell temperature, and modifying the anode surface chemistry.

At higher temperatures, SEI formation may also be accelerated.
SEI layers formed at temperatures around 40 !C tend to have more
compact lithium precipitates, such as Li2CO3 and Li2O, rather than
softer, organic precipitates like ROCO2Li. However, high tempera-
ture may induce LiF precipitation from fluorine containing salts.

11. Recent progress in SEI layer studies and prospects for
future understanding

11.1. Computational studies

11.1.1. Overview of molecular dynamics (MD) and density
functional theory (DFT) studies

Molecular dynamics (MD) and density functional theory (DFT)
simulation methods have been used to understand the intricate
relationship between the SEI layer and electrolyte. The MD
approach uses atomic force calculations through solving Newton's
equations of motion and investigates dynamic movements and
equilibrium of atoms and molecules primarily with potentials from
semi-empirical relationships. While MD has provided detailed in-
formation on classical many-body problems, ab-initio molecular
dynamics (AIMD) has extended MD capability by combining the

Fig. 10. Linear carbonate (LC) reduction process (reference groups in parentheses; details are shown in Table 2).

S.J. An et al. / Carbon 105 (2016) 52e76 67

An, et al., Carbon (2016) 
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Schr€odinger wave equation with Newton's equations. Certain
interfacial reduction and oxidation reactions have been described

in the literature using AIMD [182e188]. APPLE&P (Atomistic
Polarizable Potential for Liquids, Electrolytes, & Polymers) is
another many-body polarizable force field for MD simulations that
can capture electrostatic interactions in polarizable environments.
Binding energies between lithium ions and solvent molecules may
vary with different theory levels of APPLE&P force fields. For
example, M05-2X and B3LYP are common levels, which are thought
to have overestimated lithium-ion/MECO3

- binding energy in
lithium alkyl carbonate electrolytes. The M06-L, MP2, and G4MP2
levels, on the other hand, have shown similar, andmore reasonable,
binding energies [189e191].

Density functional theory (DFT) is more rigorous than MD, and
the former is another computational approach in quantum me-
chanics that solves Schr€odinger equation. It estimates the electronic
structures in atomic and molecular systems, but it is limited to
smaller simulation sizes than MD because of the associated
computational intensity. One of the issues in using DFT is weak van-
der-Waals-like forces of graphene layers, which can affect calcula-
tions for lithium-ion/solvent-molecule co-intercalation into
graphite. Computed graphene interlayer binding energy signifi-
cantly varies depending on DFT functionals [192]. Local-density
approximation (LDA), a well-known and simple functional, un-
derestimates the binding energy of graphite interlayer as shown in
Fig. 12. The binding energies from experiments were 31e52 meV/
atom [193e195]. Another issue in using quantum simulations is
that the simulations are typically not suitable for estimating
competing reactions.

DFT and MD mainly deal with Angstrom and nanometer length
scales, respectively. Because of the small length scales and heavy

Fig. 11. Electrolyte salt reduction process (reference groups in parentheses; details are shown in Table 2).

Fig. 12. Interlayer binding energy of graphite as a function of interlayer separation
calculated by LDA, GGA and five different vdW functionals [192]. Reproduced from
Ref. 192 with permission from The Royal Society of Chemistry. (A colour version of this
figure can be viewed online.)

S.J. An et al. / Carbon 105 (2016) 52e7668

An, et al., Carbon (2016) 
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dimethyl carbonate (EC–EMC) [8]. Wang et al. studied the detailed
reduction mechanisms of EC by density functional theory and concluded
that the SEI film consist of two lithium alkyl bicarbonates, lithium
butylene dicarbonate ((CH2CH2OCO2Li)2) and (CH2OCO2Li)2 [9].

In this work, SEI is assumed to consist of (CH2OCO2Li)2. EC–DMC
(2:1) solvent is assumed which allows the comparison with ex-
perimental DSC results of Pasquier et al. [4]. As an initial condition, we
assume an SEI film thickness of 0.1 μm [10] surrounding active material
particles with a radius of 1 μm. A volume fraction of active material in
the negative electrode of 0.332 is assumed [11]. These assumptions
result in an initial SEI volume fraction of 0.18. As modeling in 1D,
volume-specific surfaces are also estimated as 5.0 × 107 m2/m3 and
4.0 × 107 m2/m3 for the SEI/solvent and graphite/SEI interfaces, re-
spectively. The scaling function of the specific surfaces is introduced to
realize SEI thickness dependency against volume fraction for SEI film
growth.

2.3. Modeling of differential scanning calorimetry

DSCmeasures the heat flow from a sampleQ̇ under external heating
with constant rate in a constant pressure environment. The heat flowQ̇
shows an exo/endothermic reaction happened in the sample. Q̇ is ob-
tained by taking the temperature difference between a sample and a
reference. It can be written as following equation:

Q̇−Q̇ref ¼
T−Tref

R
ð3Þ

where Q̇ref , T, Tref and R are the heat flow of reference, temperature of
sample, temperature of the reference and a specific thermal resistance,
respectively. This relation of Eq. (3) can be easily understood considering
electric circuit: current as heat flow, resistance as thermal resistance, and
temperature as voltage. Q̇ is derived from Eq. (3) with Q̇ ref and R that are
known as material constants of the reference.

For DSC simulations, we assume an isothermal computational
domain (here: negative composite electrode consisting of active
material, solvent and SEI)whichwe heat to a rate of 5 K/min as Pasquier
et al. [4]. We obtain Q̇ from the calculation of thermo-electrochemistry:
i.e. by integrating the heat release from all chemical reactions over
computational domain.

2.4. SEI formation/decomposition chemistry

The SEI formation and decomposition reactions studied here are
illustrated in Fig. 1.

SEI formation is a reaction involving charge transfer at negative
electrode. We assume the following reaction [9]:

2C3H4O3 þ 2Liþ þ 2e−→ CH2OCO2Lið Þ2 þ C2H4↑: ð4Þ

EC (C3H4O3) decomposes by reacting with lithium ion in anode and
(CH2OCO2Li)2 is formed as a product (Fig. 1). In this case, there are
contribution from the reaction enthalpy ∆H and electric potential
difference ∆ϕ to the heat production due to the SEI formation Q̇ form:

Q̇ form ¼ r ΔH þ zFΔϕð Þ ð5Þ

where r, z, F and ϕ are the reaction rate, number of moles of electrons
transferred, Faraday constant and potential drop at interface, respec-
tively. The reaction rate of SEI formation rform is taken from an aging
model by Safari et al. [12]:

rform ¼ k f∏
i
cαi
i exp −βF

RT
ϕ

! "
ð6Þ

where kf, ci, αi, and β are the pre-exponential factor for SEI formation,
concentration of species i, reaction order of and a symmetry factor,
respectively. The parameters for SEI formation are given in Table 1.

On the other hand, SEI decomposition is a reaction without charge
transfer which we express as follows [2]:

CH2OCO2Lið Þ2→Li2CO3 þ C2H4↑þ CO2↑þ
1
2
O2↑: ð7Þ

Metastable (CH2OCO2Li)2 decomposes to stable Li2CO3 and releases
gasses as shown in Fig. 1. In this case, heat released in DSC is obtained
from the reaction enthalpy ΔH according to.

ΔH ¼ Qp: ð8Þ

Here we assume that the reaction is under constant pressure Qp and
there is no additional work in terms of macroscopic point of view [13]
The heat flow of SEI decomposition Q̇ decomp is derived to multiply the
reaction rate of SEI decomposition rdecomp to the heat of reaction:

Q̇decomp ¼ rdecompΔH: ð9Þ

The reaction rate of the SEI decomposition is assumed to follow the
Arrhenius equation.

rdecomp ¼ kdcSEIexp − Ea
RT

! "
ð10Þ

where kd, cSEI, Ea, R and T are the pre-exponential factor, concentration
of SEI ((CH2OCO2Li)2), activation energy and temperature, respectively.
Parameters used in the model are shown in Table 1.

Fig. 1. Schematics of SEI formation and SEI decomposition model.
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2.5. 1D cell-level simulation of heat transfer

For single-cell simulations, the runaway chemistry described above
is integrated into a one-dimensional model of a cylindrical 26650 cell
[14]. Radial heat transport within the cell is based on heat conduction
and heat sources:

ρCp
∂T
∂t ¼ ∇ λ∇Tð Þ þ

X

j

Q̇ j ð11Þ

whereCp, t andλ are the thermal capacity, time and thermal conductivity,
and the sum j runs over all types of heat sources, including chemistry (SEI
decomposition/formation), electrochemistry and ohmic resistances. The
heat flux at the cell surface is described as combination of convection

Q̇conv ¼ h % AΔT ð12Þ

and radiation [15]:

Q̇ rad ¼ εσ T4
sur−T4

amb

! "
ð13Þ

where h, ε and σ are the heat transfer coefficient, thermal emissivity and
Stefen–Boltzmann constant, respectively. Thermal parameters used in the
cell simulation are shown in Table 2. Heat capacity Cp and thermal
conductivity λ are average values of cell components (two electrodes
separator and electrolyte).

3. Results and discussion

3.1. DSC simulation

There are several studies reporting DSC experimental results of
lithium-ion cell anode [16,17]. In this work, we use the data from
Pasquier et al. [4] because their anode, MCMB 25–28 plastic anode, is
similar to our target anode. The DSC simulation results and comparison
with experimental data of the anode are shown in Fig. 2, together with
the quantification volume fraction of electrode components. With
increasing temperature, a first DSC peak appears approximately at
400 K. At the same time, volume fraction of SEI decreases, showing
that an exothermic SEI decomposition is responsible for the peak.
Note the value of the pre-exponential factor of Eq. (10) was adjusted
in order to achieve a goodfit with experimental data. As volume fraction

of SEI approaches to zero at 410 K, volume fraction of EC (C3H4O3) starts
decreasing, marking the onset of EC decomposition at the freshly
exposed active material surface. SEI formation and decomposition
balance out, resulting in relatively constant heat flow between 410 K
and 525 K. Both reactions stopwhen all of the EC is consumed, reducing
the heat flow to zero. Other effects observed experimentally at tem-
perature above 525 K such as negative heat flow (interpreted by
Pasquier et al. as melting of salt) are not included in the present model.

3.2. Self-heating under constant ambient temperature

Full cell simulations are carried out under constant ambient
temperatures. The cell is kept in the same temperature as each ambient

Table 1
Parameters for kinetic rate constant of SEI decomposition and formation.

kda m/s 3.426 × 1026

Eab kJ/mol 281.0
kfc m/s 1.36 × 10−12

αC3H4O3
c – 1

αLiþ – 1
βc – 0.5
a Fitted.
b Referred from Spotnitz et al. [2].
c Referred from Safari et al. [12].

Table 2
Thermal parameters for full cell simulation.

Cpa J/K ⋅m3 1.85 × 106

λb W/K ⋅m 1.02
hb W/K ⋅m2 5.0
εb – 0.8
a Referred from Forgez et al. [18].
b Estimated.

Fig. 2. Heat flow and volume fraction profiles of DSC simulation compared with
experimental results by Pasquier et al. [4].

(a)

(b)

Fig. 3. Self-heating by SEI decomposition and formation of full cell simulation. Average cell
temperature on the vertical axis.

72 N. Tanaka, W.G. Bessler / Solid State Ionics 262 (2014) 70–73

dimethyl carbonate (EC–EMC) [8]. Wang et al. studied the detailed
reduction mechanisms of EC by density functional theory and concluded
that the SEI film consist of two lithium alkyl bicarbonates, lithium
butylene dicarbonate ((CH2CH2OCO2Li)2) and (CH2OCO2Li)2 [9].

In this work, SEI is assumed to consist of (CH2OCO2Li)2. EC–DMC
(2:1) solvent is assumed which allows the comparison with ex-
perimental DSC results of Pasquier et al. [4]. As an initial condition, we
assume an SEI film thickness of 0.1 μm [10] surrounding active material
particles with a radius of 1 μm. A volume fraction of active material in
the negative electrode of 0.332 is assumed [11]. These assumptions
result in an initial SEI volume fraction of 0.18. As modeling in 1D,
volume-specific surfaces are also estimated as 5.0 × 107 m2/m3 and
4.0 × 107 m2/m3 for the SEI/solvent and graphite/SEI interfaces, re-
spectively. The scaling function of the specific surfaces is introduced to
realize SEI thickness dependency against volume fraction for SEI film
growth.

2.3. Modeling of differential scanning calorimetry

DSCmeasures the heat flow from a sampleQ̇ under external heating
with constant rate in a constant pressure environment. The heat flowQ̇
shows an exo/endothermic reaction happened in the sample. Q̇ is ob-
tained by taking the temperature difference between a sample and a
reference. It can be written as following equation:

Q̇−Q̇ref ¼
T−Tref

R
ð3Þ

where Q̇ref , T, Tref and R are the heat flow of reference, temperature of
sample, temperature of the reference and a specific thermal resistance,
respectively. This relation of Eq. (3) can be easily understood considering
electric circuit: current as heat flow, resistance as thermal resistance, and
temperature as voltage. Q̇ is derived from Eq. (3) with Q̇ ref and R that are
known as material constants of the reference.

For DSC simulations, we assume an isothermal computational
domain (here: negative composite electrode consisting of active
material, solvent and SEI)whichwe heat to a rate of 5 K/min as Pasquier
et al. [4]. We obtain Q̇ from the calculation of thermo-electrochemistry:
i.e. by integrating the heat release from all chemical reactions over
computational domain.

2.4. SEI formation/decomposition chemistry

The SEI formation and decomposition reactions studied here are
illustrated in Fig. 1.

SEI formation is a reaction involving charge transfer at negative
electrode. We assume the following reaction [9]:

2C3H4O3 þ 2Liþ þ 2e−→ CH2OCO2Lið Þ2 þ C2H4↑: ð4Þ

EC (C3H4O3) decomposes by reacting with lithium ion in anode and
(CH2OCO2Li)2 is formed as a product (Fig. 1). In this case, there are
contribution from the reaction enthalpy ∆H and electric potential
difference ∆ϕ to the heat production due to the SEI formation Q̇ form:

Q̇ form ¼ r ΔH þ zFΔϕð Þ ð5Þ

where r, z, F and ϕ are the reaction rate, number of moles of electrons
transferred, Faraday constant and potential drop at interface, respec-
tively. The reaction rate of SEI formation rform is taken from an aging
model by Safari et al. [12]:

rform ¼ k f∏
i
cαi
i exp −βF

RT
ϕ

! "
ð6Þ

where kf, ci, αi, and β are the pre-exponential factor for SEI formation,
concentration of species i, reaction order of and a symmetry factor,
respectively. The parameters for SEI formation are given in Table 1.

On the other hand, SEI decomposition is a reaction without charge
transfer which we express as follows [2]:

CH2OCO2Lið Þ2→Li2CO3 þ C2H4↑þ CO2↑þ
1
2
O2↑: ð7Þ

Metastable (CH2OCO2Li)2 decomposes to stable Li2CO3 and releases
gasses as shown in Fig. 1. In this case, heat released in DSC is obtained
from the reaction enthalpy ΔH according to.

ΔH ¼ Qp: ð8Þ

Here we assume that the reaction is under constant pressure Qp and
there is no additional work in terms of macroscopic point of view [13]
The heat flow of SEI decomposition Q̇ decomp is derived to multiply the
reaction rate of SEI decomposition rdecomp to the heat of reaction:

Q̇decomp ¼ rdecompΔH: ð9Þ

The reaction rate of the SEI decomposition is assumed to follow the
Arrhenius equation.

rdecomp ¼ kdcSEIexp − Ea
RT

! "
ð10Þ

where kd, cSEI, Ea, R and T are the pre-exponential factor, concentration
of SEI ((CH2OCO2Li)2), activation energy and temperature, respectively.
Parameters used in the model are shown in Table 1.

Fig. 1. Schematics of SEI formation and SEI decomposition model.
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3.4. Species conservation within electrode particle

The graphite particle is modeled with two phases – lithium
vacancies and intercalated lithium. The radial concentration pro-
files can be determined by solving

∂CLiI(B)

∂t
= 1
r2
∂
∂r

(
r2DLiI(B)

∂CLiI(B)

∂r

)
, (12)

where CLiI(B) is the concentration of intercalated lithium and DLiI(B)
is the diffusion coefficient. The solution depends upon the boundary
conditions. Radial symmetry requires that the flux of intercalated
lithium must vanish at the center of the particle r = 0. The flux of
intercalated lithium into the particle is determined as

DLiI(B)

∂CLiI(B)

∂r
= ṡLiI(B),B, (13)

where ṡLiI(B),B is the net chemical production rate of intercalated
lithium at the electrode-SEI interface.

The electrical conductivity of graphite is between 10 and
100 S m−1 [11,12]. With such high electrical conductivity, the elec-
tric potential within the particle "B is assumed to be spatially
uniform, varying as a function of time alone. The electric potential
of the graphite particle is found by solving

se−
C6
,BF − id = 0, (14)

where se−
C6
,B is the net production rate at the graphite–SEI film

interface of electrons contained within the bulk graphite phase,
and id is a specified electrical current density at the graphite par-
ticle surface. The SEI model varies the electrode electric potential
such that the specified current is produced. A small false-transient
term is added to Eq. (14) to assist numerical stability. The resulting
equation is

exp(−k"B
t)
∂"B

∂t
= se−

C6
,BF − id, (15)

where k"B
is a constant that is typically set to k"B

= 0.1. Thus, the
transient term becomes negligible after approximately 100 s and
the specified current density is satisfied. The electric potential of
the electrode "B is measured relative to the fixed electrolyte electric
potential "E = 0.

3.5. Conservation within the electrolyte solution

Species transport (i.e., Li+ and EC) within the electrolyte
solution that surrounds the SEI is considerably faster than the

solid-state diffusion inside the graphite particle [1,11].  Therefore,
the electrolyte solution is treated as a continuously stirred tank
reactor [18]. That is, the spatially uniform concentrations within
the electrolyte solution are functions of time alone. The elec-
trolyte solution at its outer radius rE,o is surrounded by a fixed,
impermeable enclosure. Thus, species can only enter and exit the
electrolyte solution via heterogeneous chemistry at the SEI surface.
The species continuity equation within the electrolyte solution is

VE
∂Ck,E
∂t

= ṡk,SAelyt,E, (16)

where Ck,E is the concentration of species k within the electrolyte
solution. Eq. (16) is valid for all solvents, ionic species, and gas-
phase species (ethane) contained within the electrolyte solution.

Because the nanometer-scale SEI thickness is so small, the elec-
trolyte volume is assumed to be nearly constant (i.e., VE is not
inside time derivative of left hand side of Eq. (16)). The electrolyte
volume is VE = 4/3#(r3E,o − r3E,i), and the SEI–electrolyte interfacial
area is AE,SEI = 4#r2E,i. The inner radius of the electrolyte solution is
rE,i = rp + ı. The results in this paper use a particle radius of 5 !m and
an overall electrolyte thickness is of 50 !m. Thus, the electrolyte
concentrations are essentially constant. The concentration of sol-
vent and lithium ions are assumed to be CEC(E) = 15.0 kmol m−3 and
CLi+(E) = 1.2 kmol m−3, respectively.

4. Reaction mechanisms

Table 1 lists the reversible elementary reactions making up the
graphite SEI mechanism. The forward reaction rate expression
kf and anodic symmetry factor ˇa are also listed in Table 1. To
preserve microscopic reversibility, the reverse reaction rate kr is
calculated based on an equilibrium constant. The cathodic symme-
try factor for an elementary charge-transfer reaction is calculated
as ˇc = 1 − ˇa. Despite not producing/consuming an electron, Reac-
tion (2) involves charge transfer between the electrolyte phase and
SEI surface phase. Thus, a symmetry factor must be specified for
Reaction (2).  The outer SEI bulk phase and SEI surface are mod-
eled as having the same electric potentials. Therefore, a symmetry
factor does not need to be specified for Reactions (4) and (5).  The
kinetic rate expressions and symmetry factors are taken gener-
ally from Christensen and Newman [12]. However, kf for Reactions
(4)–(6) are reduced by two orders of magnitude. With this adjust-
ment, model results for film growth better match the experimental
results (i.e., film thicknesses of approximately 50–100 nm after 100
days of storage [17]). The mechanism in Table 1 is only intended
for modeling film growth at room temperature, hence temperature
dependencies (i.e., activation energies) are not used.

Table 1
SEI film growth reaction mechanism for a graphite particle. The reactions are based on Aurbach et al. [2],  and the rates expressions kf are derived from Christensen and
Newman [12], but with the forward rate constants for Reactions (4)–(6) being reduced by two  orders of magnitude compared to the values given by Christensen and Newman.
Note  that C2H4(Ss) is assumed to occupy two surface sites.

Reaction kf (kmol, m, s) ˇa

SEI–electrolyte interface
1  C3H4O3(E) + (Ss) ! C3H4O3(Ss) 1.0 × 1011 N/A
2 Li+(Ss) ! Li+(E) + (Ss) 1.0 × 1013 0.5
3  C2H4(E) + 2(Ss) ! C2H4(Ss) 2.5 × 1017 N/A
4  C3H4O−

3 (Ss) ! C3H4O3(Ss) + e−
Sb 1.0 × 109 N/A

5  C2H4(Ss) + CO2−
3 (Ss) ! C3H4O−

3 (Ss) + e−
Sb + 2(Ss) 1.0 × 109 N/A

6  CO2−
3 (Ss) + 2Li+(Ss) + (Sb) ! Li2CO3(Sb) + 3(Ss) 1.0 × 1032 N/A

7  Li(Sb) + (Ss) ! V−(Sb) + Li+(Ss) 7.5 × 10−6 N/A
8  Li+

Sb + (Ss) ! Li+(Ss) 1.0 × 103 N/A
Graphite–SEI interface
9 e−

Sb ! e−
C6

1.0 × 10−12 0.5

10  Li(C6) + V−(Sb) ! Li(Sb) + e−
C6

+ (C6) 1.0 × 10−10 0.5
11  Li(C6) ! Li+

Sb + e−
C6

+ (C6) 1.0 0.5
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interface. The electric potential within the film shifts downward
as the initial SOC increases, which is a result of lower elec-
trode electric potential as SOC increases (i.e., open-circuit potential
decreases at higher SOC). The electric-potential jump across the
graphite–SEI interface is 0.34–0.39 V, and the jump across the
SEI film-electrolyte interface is 0.11–0.14 V. The voltage differ-
ence across the graphite–SEI interface (!B − !S,i) decreases with an
increase in SOC, producing a higher electron flux into the SEI film
via Reaction (9).  The voltage difference across the SEI–electrolyte
interface (!S,o − !E) becomes more negative with increasing SOC,
thus tending to impede interstitial lithium ion transfer into the elec-
trolyte solution. The overall electric-potential variation within the
film is between 80 and 94 mV  and increases with increasing SOC.

Because of the relatively low electron diffusion coefficient De−
Sb

,

the SEI electric potential increases in the direction of the positive
radial coordinate r to assist in electron transport (cf., Fig. 3b). The
production of a mole of lithium carbonate at open-circuit condi-
tions consumes two moles of intercalated lithium and two  moles
of bulk-graphite phase electrons. Thus, the fluxes of interstitial
lithium ions and electrons toward the SEI film-electrolyte inter-
face are roughly equal. However, the diffusion coefficient for Li+

Sb

is over four orders of magnitude higher than the diffusion coef-
ficient for e−

Sb . To preserve electroneutrality, both species have
approximately the same concentration gradient. Thus, the nearly
equal species gradients would result in a much higher flux of inter-
stitial lithium ions compared to electrons. Therefore, the electric
potential must impede in the transport of Li+

Sb and assist in the
transport of e−

Sb . Because electrons are attracted toward a more pos-
itive electric potential, the SEI electric potential increases toward
the SEI–electrolyte interface.

6.2. Charge and discharge cycling

Because the model is fully transient, it provides a capability
to evaluate the influence of SEI chemistry and transport during
cycling. Fig. 4 illustrates SEI film growth during five discharge and
charge cycles at C/15 rates. The graphite particle radius is rp = 5 !m,
and the initial SEI thickness is ı = 1 nm.  During the first cycle, the
film grows by 6.5 nm.  Over the course of the second and third cycles,
the film grows by 3.2 nm and 2.4 nm,  respectively. Thus, film growth
slows with continued cycling. At a given intercalation fraction, the
electron and lithium-ion concentrations at the two  SEI film inter-
faces vary only slightly as functions of time and cycling conditions.
Thus, as the film thickens, the concentration gradients decrease
causing the molar flux of electrons through the SEI to decrease. Due
to the low electron diffusion coefficient, both the concentration
gradients and electric-potential gradients adjust to maximize
the transport of electrons. The film growth rate is limited by the
molar flux of electrons within the SEI (i.e., increasing De−

Sb
would

Fig. 4. SEI film thickness during first five cycles with a rate of C/15. After the first
charge cycle, the intercalation fraction varies nominally between 0.1 and 0.77 during
cycling.
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Fig. 5. SEI film thickness during the first few cycles as a function of the square root
of  time for various cycling rates. The intercalation fraction varies approximately
between 0.1 and 0.77 during cycling.

significantly increase the growth rate). Therefore, slow electron
transport within the SEI film causes the decrease in film growth
rate with continued cycling. As was observed under open-circuit
conditions, the SEI rate growth increases at higher SOC. During
charge, the intercalation fraction rises and accelerates film growth.
During discharge, the intercalation fraction decreases and slows
film growth.

Fig. 5 illustrates film thickness during the first several cycles as
a function of the square root of time. The three cycling rates shown
are C/15, C/7.5, C/4.6. Although SEI growth during a single cycle is
not proportional to the square root of time, over the course of sev-
eral cycles, the average growth rate is roughly proportional to the
square root of time. Moreover, the square-root relationship is only
weakly affected by cycling rates. These results are all consistent
with the expectation that film growth during cycling and storage is
limited by slow electron diffusion [10,12,24]. Smith et al. [25] used
high precision coulometric studies to show SEI film growth dur-
ing cycling is dictated by operating temperature and elapsed time,
not the cycling rate. These measurements also show SEI film growth
remains proportional to the square root of time during cycling [25].

Fig. 6 illustrates the interstitial lithium ion and electron con-
centration profiles within the SEI at the end of consecutive C/7.5
charge and discharge cycles. The intercalation fractions at the end
of the five charge and discharge cycles are approximately 0.77
and 0.1, respectively. Interestingly, the concentrations are high
near the graphite–SEI interface and decrease linearly toward the
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Fig. 6. Interstitial lithium ion and electron concentration (CLi+
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) as a function

of  radial position within the SEI film r − rp at the end of the first five charge-discharge
cycles. The cell is cycled with a rate of C/7.5 between 0.1 < XLiI (B) < 0.77. The film
thicknesses during these cycles is illustrated in Fig. 5.
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Fig. 7. SEI electric potential !S as a function of radial position within the SEI film
r  − rp at the end of the first five charge-discharge cycles. The cell is cycled at a rate
of  C/7.5 between 0.1 < XLiI (B) < 0.77. The film thicknesses during these cycles are
illustrated in Fig. 5.

SEI–electrolyte interface during both charge and discharge cycles.
During discharge, the net lithium ion flux is from the graphite–SEI
interface toward the SEI–electrolyte interface, with the lithium
ion flux proceeding down the concentration gradient during dis-
charge. In contrast, during charge, the net lithium ion flux is from
the SEI–electrolyte interface toward the graphite–SEI interface. The
lithium ion flux proceeds up the concentration gradient during
charge, sometimes labeled uphill diffusion. Although the intersti-
tial lithium-ion flux can be transported up its chemical-potential
"Li+

Sb
gradient (proportional to concentration gradient), the species

fluxes must always proceed down the electrochemical potential
"̃k gradient. Thus, during charge, the electrochemical potential
of interstitial lithium ions decreases toward the graphite–SEI
interface (i.e., the SEI electric potential gradients dominate the con-
centration gradients). Furthermore, the concentration gradients at
the end of the charge cycles are almost an order magnitude higher
than the gradients at the end of discharge due to variations in the
surface intercalation fraction.

Corresponding to the conditions in Fig. 6, Fig. 7 illustrates the
electric-potential profiles within the film at the end of the charge
and discharge cycles. During the charge and discharge cycles, the
electric potential is lowest near the graphite–SEI interface and
increases nonlinearly toward the SEI–electrolyte interface. The
electron flux is always from the graphite–SEI interface toward the
SEI–electrolyte interface. Due to slow electron diffusion, both the
electric-potential profile and concentration profile must transport
electrons in the same direction. The concentration gradient is neg-
ative and moves electrons from the graphite–SEI interface toward
the SEI–electrolyte interface. Electrons are attracted to the rela-
tively higher electric potential at the SEI–electrolyte interface.

Figs. 6 and 7 illustrate that the concentration and electric-
potential profiles within the SEI move interstitial lithium ions
in opposite directions. During both charge and discharge cycles,
the concentration gradient is always negative, inducing a species
flux from the graphite–SEI interface toward the SEI–electrolyte
interface. Conversely, the electric-potential gradient is always pos-
itive and moves interstitial lithium ions from the SEI–electrolyte
interface toward the graphite–SEI interface. The lithium-ion flux
induced from low charge/discharge rates (C/15) is a few orders of
magnitude greater than the flux induced by SEI growth. Thus, the
net flux during charge cycles is from the SEI–electrolyte interface
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Fig. 8. Graphite electric potential as a function of XLiI (B) at the graphite surface during
the first five C/7.5 cycles. The graphite electric potential is measured relative to
the  electrolyte electric potential !E = 0. The film thickness during these cycles is
illustrated in Fig. 5.

toward the graphite–SEI interface. Hence, the lithium ion flux from
the electric-potential gradient is larger than the flux induced by the
concentration gradient. During discharge, the net lithium-ion flux
is in the opposite direction, and the flux due to the concentration
gradient is larger than the flux induced by the electric potential.

6.3. Voltage losses

Fig. 8 illustrates graphite electric potentials at the graphite–SEI
interface during the first five C/7.5 cycles. During charging, the
electrode potential is initially high due to a low surface intercala-
tion fraction. As lithium is intercalated (i.e., as XLiI(B) increases), the
electrode potential decreases. To promote cathodic reactions, the
graphite electric potential during charge is lower than the potential
during discharge at the same surface XLiI(B). The electric poten-
tials during both charge and discharge shift upward with cycling
because of changes in film thickness and minor-species concentra-
tions within the SEI film. This upwards shift lowers the overall cell
potential. The rate of the upward shift reduces as the film growth
rates decrease after many cycles.

Because the reversible potential cannot be evaluated simply
using thermodynamic parameters, electrode performance can be
evaluated based on the difference in cell voltage between discharge
and charge at a given surface XLiI(B) and cycling rate. This overall
voltage loss in moving a lithium ion from the electrolyte solution
into the graphite particle surface or vice versa (i.e., a pseudo over-
potential) for a particular cycle is defined as

 total = Edis − Echg, (21)

where Edis and Echg are the electric-potential differences between
the electrode and electrolyte for the particular cycle during dis-
charge and charge, respectively. Ideally, the graphite particle
would cycle with  total = 0, thus operating with maximum ther-
modynamic efficiency. However, due to slow film diffusion and
heterogeneous chemistry,  total is nonzero. Fig. 9 shows that  total
increases considerably with a decrease in the intercalation fraction.

The overall voltage loss is composed of the three specific losses
as

 total =  B,S +  film +  S,E, (22)

where  B,S = Edis
B,S − Echg

B,S is the voltage loss across the graphite–SEI

interface,  film = Edis
film − Echg

film is the voltage loss through the SEI,

and  S,E = Edis
S,E − Echg

S,E is the voltage loss across the SEI–electrolyte
interface. Thus, the voltage loss at an interface or across the SEI
is not simply the voltage difference at an interface or across the
SEI film. Rather, the loss is the change in the voltage difference
between discharge and charge cycles. Although individual voltage

(Electrochmica Acta, 2011) 
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Table IV. Properties of layers within the electrode pair.

Layer Phase
Initial volume
fraction ε Density ρ/kg · m–3 Species (initial mole fraction X)

Cathode Cathode active material 0.67101 1510101 Li[LFP] (0.01), V[LFP] (0.99)
Electrolyte 0.28∗∗101 1130101 C3H4O3(l) (0.6), C4H6O3 (0.2), Li+(solv) (0.1), PF6

−(solv) (0.1)
Gas phase cathode 0.05∗∗ 1.14104 N2 (0.999), C3H4O3(g) (1.0 · 10−8), C2H4 (1.0 · 10−8), O2

(1.0 · 10−8), CO2 (1.0 · 10−8), H2O (1.0 · 10−8), H2 (1.0 · 10−8)
Separator Separator 0.5105 200106 Separator (1.0)

Electrolyte 0.5105 1130101 C3H4O3(l) (0.6), C4H6O3 (0.2), Li+(solv) (0.1), PF6
−(solv) (0.1)

Anode Anode active material 0.72101 2540101 Li[C6] (0.57), V[C6] (0.43)
Electrolyte 0.22∗∗101 1130101 C3H4O3(l) (0.6), C4H6O3 (0.2), Li+(solv) (0.1), PF6

−(solv) (0.1)
SEI 0.01∗ 1300107 (CH2OCO2Li)2 (1.0)
Gas phase anode 0.05∗∗ 1.14104 N2 (0.999), C3H4O3(g) (1.0 · 10−8), C2H4 (1.0 · 10−8), O2

(1.0 · 10−8), CO2 (1.0 · 10−8), H2O (1.0 · 10−8), H2 (1.0 · 10−8)

∗assumed, corresponds to an initial SEI thickness of 16 nm.
∗∗5% gas volume fraction assumed.

with a different individual cell than the data at 5 C and 10C; note the
model parameters were fitted to the data at 0.1 C and 1 C. (b) At 5 C
and 10 C, simulations show an increasingly different voltage than the
experiments. Overpotential is underpredicted in case of discharge and
overpredicted in case of charge. This is likely a result from neglecting
micro-scale (particle-scale) transport in the cathode and phase-change
effects in the present simulations (cf. Parameterization section). (c)
As consequence of this, the temperature increase is underpredicted in
case of discharge and overpredicted in case of charge at high C-rates.
(d) The details of the shape of the discharge and charge curves are not
fully reproduced by the model. Likely, the applied thermodynamic
data and electrode balances do not fully correspond to those of the
experimental cells.

Reducing the remaining disagreement between simulation and ex-
periment would certainly be feasible by revising the parametric base.
However, this would not contribute to the mechanistic understanding
of the cell behavior that will be discussed below, and is therefore
out of scope of the present work. Note also that empirical equiv-
alent circuit-based models typically show a much better agreement
with experiments than physically-based models, which however can-
not contribute to understanding of the internal chemistry and transport
mechanisms.

Internal cell states.—In this section we discuss the internal cell
states during constant-current discharge at 5 C and 25◦C ambient
temperature of a fresh (non-aged) cell. This condition was chosen as

representative example for the multi-scale modeling and simulation
approach. All results therefore correspond to one single data set shown
in Figure 5 and Figure 6.

On the macroscopic (cell) scale, temperature profiles are shown in
Figure 7 for 16 equidistant time steps between beginning (t = 0 s) and
end (t = 720 s) of discharge. Temperature shows a gradient between
center (x = 0) and surface (x = 13 mm) of the cell. While the surface
temperature increases from 25◦C to 40.3◦C during discharge, the core
temperature increases to 43.5◦C. The temperature difference between
surface and core remains relatively low but still significant. Erhard
et al.26 have simulated and measured temperature differences within an
LFP/graphite cell. Their highest C-rate (2 C) showed a maximum core
temperature of about 40◦C and a maximum temperature difference to
the surface of about 5◦C. They have emphasized the strong influence
of this relatively small temperature difference on local cell properties
like voltage or current density.

The spatiotemporal behavior of the internal states on the meso-
scopic (electrode pair) scale is shown in Figure 8. These profiles were
taken at the center of the cell (macroscale x = 0). The concentra-
tion of Li+ and PF6

– ions in the electrolyte is shown in Figure 8a.
Note the concentrations of Li+ and PF6

– are identical, as enforced by
charge neutrality (cf. Mesoscopic (electrode-pair) scale section). They
both show a gradient between negative electrode (high concentration)
and positive electrode (low concentration), consistent with the loca-
tion of formation and consumption of Li+, respectively. The gradient
becomes smaller for progressing discharge. This is due to the increas-

Table V. Properties of present species.

Species Molar enthalpy hi /kJ·mol−1 Molar entropy si /J·mol−1·K−1 Reference

Li[LFP] See Figure 3 See Figure 3 88,108
V[LFP] 0 0 Reference value
C3H4O3(l) −578∗ 175∗ 109
Li+(solv) 0 0 Assumed
Li[C6] See Figure 3 See Figure 3 110
V[C6] 0 0 Reference value
(CH2OCO2Li)2 −1370 88.8 Calculated assuming SEI formation potential

of 0.8 V vs. Li/Li+

N2 0.00143∗ 191∗ 109
C3H4O3(g) −503∗ 314∗ 109
C2H4 52.5∗ 219∗ 109
O2 1.63 · 10−5∗ 205∗ 109
CO2 −394∗ 214∗ 109
H2O −242∗ 189∗ 109
H2 5.20 · 10−6∗ 131∗ 109

∗Values are assumed T-dependent,109 here given at 298.15 K.
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2. Model development

Fig. 1 shows a schematic of the SEI layer, double-layer capacity
and thermal effect in a typical cell consisting of the current col-
lector, anode, cathode, separator, and electrolyte solution. The SEI
layer on the anode is much thicker compared to that on the cath-
ode, which causes more rise in cell internal resistance and more
capacity loss [36]. Therefore, here we focus on the SEI layer growth
on the anode. SEI formation and growth reaction occurs continu-
ously between the lithiated graphite and the electrolyte solvent. In
the meanwhile, the growing SEI layer gradually consumes lithium
and causes cell impedance increase during cycling. In this study the
electrolyte solvent mixture contains ethylene carbonate (EC). The
SEI is considered to be made of (CH2OCO2Li)2, which has been
shown to be a major component of the SEI porous layer [20e26].
The SEI formation process can be described by the following re-
actions [13].

EC þ e"ðgraphiteÞ/EC" (1)

EC" þ EC"/ðO2COÞ"ðCH2Þ2ðO2COÞ" þ C2H4[ (2)

EC" þ EC þ e"ðgraphiteÞ/ðO2COÞ"ðCH2Þ2ðO2COÞ" þ C2H4[

(3)

ðO2COÞ"ðCH2Þ2ðO2COÞ"

þ 2Liþ/LiþðO2COÞ"ðCH2Þ2ðO2COÞ"Li
þ (4)

The double-layer capacity represents an additional mechanism
to account for energy storage and the response to rapid current
pulses. A modification to the regular current balance equations is
needed to consider the charging of double layers in both anodes
and cathodes [33,34]. The modification also appears in the mass
balance equation for the electrolyte, since it includes the diver-
gence of the current as a homogeneous source term. The thermal
effect will be considered by a microscopicemacroscopic modeling
approach.

2.1. 1D cell model

The charge conservation in the electrode and electrolyte phase
can be described by

asiloc ¼
vi2
vx

" asC
vðf1 " f2 " U " RSEIilocÞ

vt
(5)

i2 ¼ "seff2
vf2
vx

þ
2RTseff2

F

!
1þ d ln f±

d ln c2

"#
1" t0þ

$ vln c2
vx

(6)

asiloc ¼
v

vx

!
seff1

vf1
vx

"
(7)

Equation (5) gives the intercalation current density in the
porous electrode, where as is the active surface area per unit elec-
trode volume and iloc is the local current density. The first them on
the right of Eq. (5) accounts for the divergence of the current flux in
the electrolyte, where i2 is the current density in the electrolyte
phase. The second term accounts for the extra current due to the
double layer capacity effect, where C is the double-layer capaci-
tance, f1 is the electric potential of the solid phase, f2 is the electric
potential of the liquid phase, U is the open-circuit potential that is
dependent on the state of change (SOC), and RSEI is the SEI layer
resistance. In this study we focus on the SEI layer on the anode. The
anode SEI resistance is estimated by RSEI(t) ¼ d(t)/sSEI, where d(t) is

the SEI thickness at time t and sSEI is the SEI ionic conductivity. The
cathode SEI resistance is assumed zero since it is much thinner. In
Eq. (6) the first term accounts for the current flux due to conduc-
tivity, and the second term accounts for the effect of potential
variation due to concentration variation of the salt in the electro-
lyte, where seff2 is the effective conductivity of the electrolyte, F is
the Faraday's constant, R is the universal gas constant, T is tem-
perature, f± is the activity coefficient of salt in the electrolyte phase,
c2 is the lithium concentration in the electrolyte, and t0þ is the
transference number of lithium ion with respect to the solvent.
Equation (7) gives the intercalation current density calculated from
the solid phase, where seff1 is the effective conductivity of the
electrode and the current density in the solid phase is
i1 ¼ "seff1 ðvf1=vxÞ.

The material balance for the electrolyte in the solution phase is
given by

vð 32c2Þ
vt

¼ v

vx

!
Deff
2

vc2
vx

"
þ asiloc

F

#
1" t0þ

$

þ
asC
F

#
1" t0þ

$ vðf1 " f2 " U " RSEIilocÞ
vt

(8)

where 32 is the electrode porosity or electrolyte phase volume
fraction, and Deff

2 is the effective Li diffusion coefficient in the
electrolyte. The last term on the right of Eq. (8) accounts for the
extra salt storage variation over time in the solution phase due to
the double layer capacity effect.

The diffusion of Li ions in an active solid particle is governed by
the Fick's law

vc1
vt

¼ D1

 
v2c1
vr2

þ 2
r
vc1
vr

!

(9)

where c1 is the concentration of Li in the particle, r is the radial
distance in the spherical coordinate and D1 is the diffusion coeffi-
cient of Li in the solid.

The solid and solution phases are related by the boundary
condition,

iLi ¼ "FD1
vc1
vr

%%%%
r¼Rs

(10)

where iLi is the current density of Li intercalation into or dein-
tercalation from graphite and Rs is the radius of the active material
particle.

The intercalation current at cathode can be described by the
BultereVolmer equation,

iloc ¼ iLi

¼ Fk0c
b
1;s
&
c1;max " c1;s

'1"bc1"b
2

(
exp

)
ð1" bÞF

RT
ðf1 " f2 " UÞ

*

" exp
)
"

bF
RT

ðf1 " f2 " UÞ
*+

(11)

where k0 is the rate coefficient for lithium intercalation reaction at
cathode, b is the charge-transfer coefficient, c1,s is the Li concen-
tration on the surface of the active material particle, and c1,max is
the maximum possible Li concentration in the active material.

2.2. SEI growth modulus

Herewe extend SEI growth on the surface of a single particle to a
thermal-electrochemical 1D cell-level model. The electrolyte

L. Liu et al. / Journal of Power Sources 268 (2014) 482e490484

Liu, et al., J Power Sources, 2014 
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nucleation and precipitation could play an important role. Ushirogata
et al. have recently suggested a “near-shore aggregation” mechanism
of electrolyte decomposition products.21 This is supported by the fact
that the occupation of the lithium-ion solvation shell seems to have
a large impact on SEI properties,6,8 which suggests that reduction re-
actions occur in solution. Alternatively, solvent molecules could be
reduced when adsorbed to the electrode. In this case, reduction prod-
ucts could attach to the electrode immediately. Finally, there is an
open discussion about the mechanism driving long term SEI growth.
The passivation of the SEI is not perfect and irreversible reduction
reactions continue throughout the battery life.22,23 This could be en-
abled by several different mechanisms, for example electron leakage
through the SEI. However, a porous SEI allowing slow solvent dif-
fusion through the film is equally plausible. In this scenario, solvent
molecules would reach the electrode if the SEI is porous or ruptured
by the “breathing” of the underlying electrode.

The lack of information on these issues can be attributed to several
reasons. The results of many common experimental techniques are
to some degree ambiguous. Interpretations of FTIR and XPS spectra
are difficult because many SEI compounds are similar to each other
and to residual electrolyte within the sample.24 Rinsing the sample of
excess electrolyte before the measurement is common, but known to
selectively damage SEI. Therefore, SEI is difficult to access experi-
mentally. Furthermore, too many variables influence SEI properties
significantly, preventing a systematic investigation. Not only the sol-
vent/salt combination but also the electrode material and its surface
treatment influence SEI formation and properties.25 Formation can
take place at different potentials, cycling rates and temperatures. Fi-
nally, SEI chemistry is known to be sensitive to air exposure which
often occurs during sample transfer. All this makes analyzing and
comparing different studies and their results difficult. Especially the
identification of universal SEI properties and mechanisms becomes
complicated.

Continuum theories describe SEI formation in a simplified way
and elucidate such universal properties. In this way, they circumvent
specifying the reaction kinetics of the SEI formation reaction. Instead,
the formation rate is limited and determined by the throughput of the
so called “rate-limiting” transport mechanism. These models assume
one such mechanism as the cause for long-term SEI growth, i.e., elec-
tron conduction26,27 and tunneling28,29 or solvent/salt diffusion.30,31

However, independent of the assumed mechanism, all of these mod-
els predict similar long-term SEI thickness evolution. Therefore, even
a successful measurement of this prediction cannot be used to confirm
the underlying assumptions.

In conclusion, theoretical models based on transport through the
SEI should predict additional measurable properties and dependen-
cies. Tang et al.32 approach this task by comparing experiments with
different models, each based on a single rate-limiting mechanism.
Because of the dependence of SEI growth rate on electrode poten-
tial, they finally conclude that electron conduction rather than solvent
diffusion is rate-limiting.

For this reason, we extend the standard approach, using two po-
tentially rate-limiting transport mechanisms at the same time and
modeling a dynamic SEI porosity. This is done in a one dimensional
framework. We describe the evolution of SEI thickness and morphol-
ogy along the axes perpendicular to the electrode surface. The overall
objective of this work is to make new observable predictions which
allow to test and validate our assumptions. Besides thickness evolu-
tion, our model can predict the formation of a porous SEI and explain
several dual-layer scenarios. These results are obtained for two differ-
ent rate-limiting transport mechanisms namely electron conduction
and diffusion of neutral lithium interstitials. Additionally, solvent dif-
fusion through the SEI pores can become the rate-limiting transport
mechanism. In fact we can smoothly transition the rate-limiting role
from the solid phase transport mechanism to solvent diffusion. This
reveals an intermediate regime where both transport mechanisms in-
fluence the formation rate.

The model and its numerical implementation are discussed in the
Model and Model implementation section. We then proceed to study

Figure 1. (a) Cross section through the graphite electrode (left, x < 0), and a
SEI with dual layer structure (right, x > 0). Solvent, Li-ions and electrons are
mobile species and move as indicated by the corresponding arrows. Reduction
reactions (indicated red), consume these species and facilitate SEI growth. (b)
SEI volume fraction gained by averaging the structure above in planes parallel
to the electrode surface.

different sets of model scenarios, in the Simulation results section. In
this way, we show how measurable SEI properties depend on specific
assumptions and allow their experimental verification. First, we study
our reference scenario, a SEI formed by a single reduction reaction.
Then, the impact of an additional SEI formation reaction is studied.
This slightly more complex SEI chemistry results in the observed dual-
layer structure of the SEI. At the end of the results section we evaluate
the effect of material laws dictating a minimum value of the SEI
porosity. We find that solvent diffusion can become the rate-limiting
transport mechanism under this assumption. We conclude the Simu-
lation results section by illustrating for which parameter set solvent
diffusion in the electrolyte or charge transport in the SEI are rate-
limiting. We elaborate how these mechanisms can be distinguished
by experiments. Finally, we discuss and summarize our results in two
dedicated sections.

Model

As mentioned above, experimental studies suggest that the SEI
is at least partially porous. We want to capture this property in our
model. Therefore, we average the SEI density in planes parallel to the
electrode surface. This results in the volume fraction profile of the SEI
εSEI, as depicted in Fig. 1. Our model describes the temporal evolution
of this profile within the simulation domain [0, xmax] which reaches
from the electrode surface at x = 0 into the bulk electrolyte phase.
We capture the local formation of each individual SEI compound
i = Li2EDC, LiMC, ... which changes the corresponding volume
fraction εi

∂εi

∂t
= V̄ i

SEIṅi , [1]

where ṅi is the production rate of SEI compound i and V̄ i
SEI is the

corresponding partial molar volume. The total SEI volume fraction
equals the sum of solid phase volume fractions εi . It is directly related

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 138.67.129.70Downloaded on 2018-09-30 to IP 
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SEI Chemistry Models

•  Compared to other fields, “large” SEI mechanisms are 
small, do not yet reflect the considerable chemical, 
structural complexity. 

•  Limited development of detailed chemistry is 
understandable. 
-  Materials constantly evolving 
-  Computational tools not widely adopted; each new 

model must “reinvent the wheel.” 
-  Limited in situ / in operando chemical data available for 

validation of simulation results. 

12 
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Outline

•  Introduction: Current understanding of the SEI 

•  Chemical models of SEI growth 

•  Experimental data for validation 

•  Numerical Simulation of SEI Chemistry (1) 

•  Interlude: Cantera 

•  Numerical Simulation of SEI Chemistry (2) 

•  Conclusions and Next Steps 
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Neutron Reflectometry Overview 

•  Measures	  Reflected	  Intensity	  vs.	  grazing	  angle	  θ	  

•  Oscilla7ons	  with	  period	  2π	  /	  layer	  thickness

•  NR	  Provides	  Depth	  Profile	  of	  the	  SLD	  	  

•  SLD	  related	  to	  Composi7on:	  

	  	  SLD(z)	  = ΣjSLDj	  Vj	  

	  	  SLD(z)	  = Σibi	  ni	  

	  

air 
Fitting 

14 
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Cell Fabrication 
• Non-intercalating working electrode (WE)
     -All charge attributed to SEI chemistry.
     -Minimal WE change during experiments.
 

• Li metal counter/reference electrode.

• Substrate: 5 mm thick polished Si.

• Thick (100-500 µm) liquid electrolyte 
reservoir:

     -Deuteration increases SLD, better 
      contrast with lithiated compounds in SEI.

n 
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0

2.4

1.2

1.8

0.6

V vs. Li/Li
+

■ NR results during potentiostatic holds reveal changes to the SEI 
thickness, composition, and structure with cycling. 
     -SLD decreases (Li increases) with decreasing WE potential. 
     -SEI thickness continues to increase with additional processing. 
     -Some test points show composition gradients; others show mixing of 
SEI 
        components, in contrast to previous assumptions from ex situ data. 
   

NR of SEI on Cu at Varying Potentials	  
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NR of SEI on Tungsten Directly Reveals  
Hypothesized Two-layer Structure

■  Two layer SEI structure 
–  Denser “inner” SEI – 3.7 nm 
–  Porous “outer” SEI – 15.3 nm 

17 
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EQCM-D Shows Growth, Re-dissolution of SEI

§  Reduction peak at 800 mV:  
electrolyte decomposition 

§  Reduction peak at 275 mV, 
oxidation peak at 1.1 V: lithium 
underpotential deposition, 
stripping 

§  Decrease in mass gain per 
cycle – passivation and partial 
SEI dissolution 
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NR + QCM Provides Detailed Look  
at SEI Chemistry

■  EQCM-D determines SEI mass 
 

■  Monte Carlo model of SEI chemical composition 
–  Randomly generate mole fractions, choose thickness from fitted 

distribution 
–  Calculate SLD and Mass for the generated composition and 

thicknesses (inner & outer layer). 
–  Mass must fall within uncertainty window of QCM data 
–  Compare SLD values to probability distribution function from NR, 

use Metropolis Algorithm to choose “likely” models. 19 

■  NR gives thickness and SLD 
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SEI Chemistry
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Inner SEI: 
   Low-SLD components most 
prominent 
   Li, LiOH, Li2O, but all below 30%. 
 
Outer SEI:  
   High-SLD components most 
prominent  
   Li Ethyl Carbonate, Electrolyte/
pores 
 
Intermediate SLD components: not 
really discriminated 
 
Lower noise in QCM-D needed to 
determine composition with greater 
resolution. 

Inner SEI              Outer SEI              SLD 

Li 

LiOH 

Li2O 

LiF 

LEDC 

Li2CO3 

Pores 

d-LEC 
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Outline

•  Introduction: Current understanding of the SEI 

•  Chemical models of SEI growth 

•  Experimental data for validation 

•  Numerical Simulation of SEI Chemistry (1) 

•  Interlude: Cantera 

•  Numerical Simulation of SEI Chemistry (2) 

•  Conclusions and Next Steps 
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Numerical Simulation of SEI Growth

■  Growth of SEI modeled via 
elementary electrochemistry: 

where: 
 
 
 
 
■  Initial model: planar, non-

intercalating “model” electrode 
■  Depth profiling enabled by 

dividing electrolyte at electrode 
surface into volumes. 
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!q i = kfwd aj
vj ,i,fwd

j
∏ − krev aj

vj ,i,rev
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kfwd = kfwd
! exp nFβΔφ

RT
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! exp nF(1−β)Δφ
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Electrode 
SEI 

Electrolyte 

4370 W. Lai, F. Ciucci / Electrochimica Acta 56 (2011) 4369–4377

Fig. 1. Schematic presentation of (a) porous electrode with interpenetrating elec-
trode particles, liquid electrolyte and current collector, and (b) electrochemical
processes at the triple phase junction of liquid electrolyte, solid particle and current
collector.

there are few applications of PNP equation to the study of charge
transport in batteries.

In the present paper, volume averaging of generalized
Poisson–Nernst–Planck equations on a de Levie straight pore model
[14] is performed rigorously to present a set of equations, similar
to those in Newman’s model, that can be used to model porous
battery electrodes. This work starts with a review of generalized
Poisson–Nernst–Planck equations, Section 2; then these equations
are separately applied to the relevant charge carriers in the liquid
electrolyte, solid electrode particle, and current collector employed
in porous battery electrodes, Section 3; afterwards, a review of vol-
ume averaging as the upscale method on a de Levie pore model
is presented, Section 4; subsequently the volume averaging is
applied to the microscopic equations in Section 3 to obtain a set
of micro-macroscopic coupled equations, Section 5; finally, it is
demonstrated that a different form of PNP equations, equivalent
circuit approach, can be upscaled to yield the same results, Sec-
tion 6. Comparison with Newman’s model on the microscopic and
macroscopic level is made throughout the present work.

2. Short review of generalized Poisson–Nernst–Planck
equations

The generalized Poisson–Nernst–Planck equations in electro-
chemical systems (ignoring the convection term) are [15–18]

Ji = −!i∇"̃∗
i = −!i∇("∗

i + #) (4)

∂ci

∂t
+ ∇ · Ji

zie
= 0 (5)

−εrε0
∂2#(x, t)

∂x2 =
∑

i

zieci(x, t) (6)

Eq. (4) is the generalized Nernst–Planck transport equation that
relates the driving force (reduced electrochemical potential) to the
current density, based on linear irreversible thermodynamics. The
electrochemical potential is the sum of chemical potential "i and
electrical energy zie#, in which zi is the charge number, e is the
elementary electron charge, and # is the electrical potential.

"̃i = "i + zie# (7)

The conductivity !i is the product of concentration ci and mobil-
ity bi as

!i = (zie)2cibi (8)

It is to be noted that the current density Ji, reduced electro-
chemical potential "̃∗

i , and reduced chemical potential "∗
i are

used instead of the conventional mass flux Ni and electrochemical

potential "̃i, and chemical potential "i, respectively. The relation
is given by

J i = zieNi, "̃i = zie"̃∗
i , "i = zie"∗

i (9)

Eqs. (5) and (6) are the continuity and Poisson equations, respec-
tively.

The above PNP equations are coupled differential equations with
current densities Ji, concentration ci, reduced chemical potential
"∗

i , and electrical potential #. While the concentration ci is corre-
lated with electrical potential # by the Poisson equation, Eq. (6),
the correlation of concentration ci with reduced chemical potential
"∗

i can be expressed as either the volumetric chemical capacitance
Cchem

i or thermodynamic factor & i [15–19]. The volumetric chemical
capacitance represents the change of volumetric electrical charge
qi = zieci upon the change of chemical potential and is defined as

Cchem
i = ∂qi

∂"∗
i

= zie
∂ci

∂"∗
i

(10)

This is analogous to the definition of dielectric capacitance as
the change of electrical charge qi upon change of electrical poten-
tial # as ∂qi/∂#. It is to be emphasized that chemical capacitance
is equivalent to the thermodynamic factor or activity coefficient to
be discussed shortly and it is a term that appears recently in the
literatures. The use of chemical capacitance is especially relevant
to batteries since they store electrical energy in the form of chem-
icals. The use of chemical capacitance allows easy mapping of Eqs.
(4)–(6), applicable to systems beyond batteries, to an equivalent
circuit [15–18,20,21].

With chemical capacitance (10), the generalized Nernst–Planck
equation (4) becomes

J i = −zieD̃i∇ci − !i∇# (11)

with the definition of chemical diffusivity D̃i as

D̃i = !i

Cchem
i

(12)

In the solution theory, the dependence of chemical potential on
concentration is explicitly written as a form with activity coefficient
fi(ci)

"i = "0
i + kBT ln

(
fi

ci

c0
i

)
(13)

where "0
i is the standard chemical potential, c0

i is the reference
concentration, kB is the Boltzmann constant and T is the absolute
temperature. Then the chemical diffusivity in Eq. (12) can also be
written as

D̃i = &iDi (14)

where & i is the thermodynamic factor

&i = 1 + ∂ ln fi
∂ ln ci

(15)

and Di is the self-diffusivity defined as, i.e., the Nernst–Einstein
relation

!i = Dici(zie)2

kBT
(16)

Then Eq. (11) becomes

J i = −zieDi

(
1 + ∂ ln fi

∂ ln ci

)
∇ci − !i∇# (17)

In the case of an ideal solution, the thermodynamic factor is 1
and Eq. (17) becomes

J i = −zieDi∇ci − !i∇# (18)

Step 1: Model electrode 

Step 2: Newman-type model 

W. Lai, F. Ciucci, Electrochimica Acta, 2011 
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Simulation Approach

■  Simple SEI chemistry: 

■  Charge transfer capacitance, 
(electro)chemical reaction 
rates, SEI resistance all are 
tunable parameters. 

■  Simulate a simple CV curve 
between 1.0 V and 0.05 V, at a 
scan rate of 10 mV/s. 
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2 ECelyte + 2 Li+
elyte + 2 e− ↔LEDCSEI  + 3 Li2OSEI

ECelyte + 2 Li+
elyte + 2 e− ↔Ethyleneg  + Li2CO3, SEI

 Li2CO3, SEI + 2 Li+
elyte + 2 e− ↔ 2 Li2OSEI  + COg

LEDCSEI +H2Oelyte →  Li2CO3, SEI  + CO2, g + CH2OH( )2, elyte

∂φSEI
∂t

=
Wk

ρkΔz
!sk

k,SEI
∑

SEI Growth Rate: 
 
 
 
 
Charge Transfer: 
SEI / W anode: 
 
 
SEI / Electrolyte 
 
 
 
Finite electronic conductivity. 
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Simulation Approach
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Electrolyte Charge neutrality: 

iSEI,elyte = iSEI,cond = iSEI,W
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 
– 

+ 
+ 

+ 
+ 
+ 
+ 

+ 
+ 

+ 
+ 

+ 
+ 

+ 
+ 
+ 
+ 
+ 

+ 
+ 

+ 

– 
– 
– 
– 
– 
– 

– 
– 

– 
– 

– 
– 

– 
– 
– 
– 
– 

– 
– – 

iSEI, cond =
RSEI
ΔφSEI

iSEI, W = − zkF
k,SEI
∑ vk,SEI/W !qSEI/W

iSEI, elyte = zkF
k,SEI
∑ vk,SEI/elyte !qSEI/elyte

φW −φSEI = ΔφW/SEI +ΔφSEI +ΔφSEI/elyte



Colorado School of Mines 

Outline

•  Introduction: Current understanding of the SEI 

•  Chemical models of SEI growth 

•  Experimental data for validation 

•  Numerical Simulation of SEI Chemistry (1) 

•  Interlude: Cantera 

•  Numerical Simulation of SEI Chemistry (2) 

•  Conclusions and Next Steps 

25 



Colorado School of Mines 

Cantera: Chemical Kinetics, 
Thermodynamics, Transport

26 4 

Colorado School of Mines Earth • Energy • Environment 

AFOSR_May2017�

The Cantera object-oriented architecture enables 
efficient development of new models�

Image courtesy R. J. Kee, Colorado School of Mines 
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Colorado School of Mines Earth • Energy • Environment 

AFOSR_May2017�

Cantera offers an object-oriented framework to 
model complex heterogeneous catalysis systems �
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Cantera: Chemical Kinetics, 
Thermodynamics, Transport

Image courtesy R. J. Kee, Colorado School of Mines 
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Cantera website: cantera.org 
 

Repository on GitHub: 
https://github.com/cantera  

 
Users’ Group: 

https://groups.google.com/forum/#!forum/cantera-
users 
 

Demonstration:  
https://github.com/decaluwe/ECS_2018_materials/

blob/master/ECS_2018.ipynb
28 
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Numerous technologies, such as batteries and fuel cells, depend on electrochemical kinetics. In some cases, the responsible electro-
chemistry and charged-species transport is complex. However, to date, there are essentially no general-purpose modeling capabilities
that facilitate the incorporation of thermodynamic, kinetic, and transport complexities into the simulation of electrochemical pro-
cesses. A vast majority of the modeling literature uses only a few (often only one) global charge-transfer reactions, with the rates
expressed using Butler–Volmer approximations. The objective of the present paper is to identify common aspects of electrochemistry,
seeking a foundational basis for designing and implementing software with general applicability across a wide range of materials
sets and applications. The development of new technologies should be accelerated and improved by enabling the incorporation of
electrochemical complexity (e.g., multi-step, elementary charge-transfer reactions and as well as supporting ionic and electronic
transport) into the analysis and interpretation of scientific results. The spirit of the approach is analogous to the role that Chemkin has
played in homogeneous chemistry modeling, especially combustion. The Cantera software, which already has some electrochemistry
capabilities, forms the foundation for future capabilities expansion.
© 2018 The Electrochemical Society. [DOI: 10.1149/2.0241813jes]
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Electrochemistry plays a central role for technologies in energy
conversion, energy storage, and material/chemical processing. Cor-
rosion processes and their mitigation are also grounded in electro-
chemistry. Electrochemical systems such as batteries and fuel cells
can provide primary or auxiliary power with high efficiency and low
environmental impact for a range of vehicular or stationary applica-
tions. However, improved energy density, durability, and safety are
needed to enable broader deployment. Such technological advances
must build on fundamental understanding of electrochemical pro-
cesses over many scales. Flexible and robust computational tools can
play a key supporting role in accelerating that understanding and
promoting technology breakthroughs. Advances in atomistic compu-
tational modeling have enabled the identification of materials with
finely tuned properties at the nanoscale,1–5 but the lack of concurrent
development of modeling frameworks at the device scale impedes the
translation of these materials into practical electrochemical devices
and systems.

With only a few exceptions, the electrochemistry modeling liter-
ature is based on using a very few (often one per electrode) global
charge-transfer reaction steps.6–9 In reality, the heterogeneous chem-
istry and electrochemistry is far more complex. For example, in
Li-ion batteries, the formation of solid-electrolyte-interface
(SEI) films is known to involve complex chemistry and
electrochemistry.3,10,11 Solid-oxide fuel cells operating on hydrocar-
bon fuels are typically modeled with two global reforming reactions
and one charge-transfer reaction. The actual chemistry is significantly
more complex. Beyond these, numerous other technology examples
involving electrochemistry can benefit from more complete elec-
trochemical modeling and simulation tools. However, new software
frameworks are needed to handle the necessary complexity.

The lack of general software for expressing electrochemical com-
plexity limits the practical ability to introduce such complexity into
experimental interpretation and technology development. This is not
to be critical of current modeling efforts, which are certainly effective
and useful. Rather, it expresses the opportunities for significant and
beneficial improvements. The primary objective of the present pa-
per is to identify the scientific needs and to explore opportunities for
computational implementation. New modeling capabilities should be
closely coupled with functional relationships, properties, and param-
eters that can be readily extracted from atomistic modeling or basic

∗Electrochemical Society Member.
∗∗Electrochemical Society Student Member.

zE-mail: rjkee@mines.edu

analytical measurements, rather than from empirical parameter fits
that are difficult to generalize.

Fundamental and theoretical underpinnings for electrochemistry,
which are generally documented in textbooks12–15 and a vast archival
literature, certainly cannot be fully explained in a few pages. Thus, the
intent of the present writing is to highlight areas where new model-
ing frameworks can offer substantial value. Drawing from illustrative
applications in batteries, fuel cells, electrolyzers, and membrane re-
actors, the discussion shows how development and deployment of
new generalized capabilities can enable modeling of complex elec-
trochemical processes, significantly assisting the design of new high-
performance electrochemical systems and thereby accelerating the
pace of technology development. While the focus of the present pa-
per is on modeling tools and not on simulation, we present a brief
discussion on how generalized modeling tools can enable adaptations
necessary for varying simulation methodologies. Finally, we conclude
by proposing a generalized user input file to fully describe the range
of electrochemical complexity in a Li-ion battery. The file is written
within the context of the Cantera software package,16 which is an open-
source suite of object-oriented software tools for calculating chemical
kinetics, thermodynamics, and/or transport processes to support sim-
ulation of chemical and electrochemical processes. The example of
CANTERA is meant to be generally illustrative of the breadth and depth
of user inputs required for any generalized electrochemical modeling
tool.

Illustrative Examples

Before discussing the important quantitative relationships needed
for electrochemical modeling, it is useful to consider illustrative ex-
amples of electrochemical devices. The example devices presented
here vary in chemical and electrochemical complexity, and demon-
strate the broad applicability of the advanced electrochemical mod-
eling concepts discussed herein. By analyzing how these example
devices are modeled, overarching modeling needs and capabilities for
next-generation software become evident.

Lithium-ion batteries.—Lithium-ion batteries represent a widely
used and rapidly changing electrochemistry technology. With only
a few exceptions, the majority of the modeling literature is
based on an approach developed by Newman and colleagues.12,17,18

Figure 1 illustrates the central tenets of the Newman model. Dur-
ing discharge, an electrochemical charge-transfer reaction removes Li
from the anode phase, delivering Li+ ions into an electrolyte solvent

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 138.67.129.97Downloaded on 2018-09-30 to IP 



Colorado School of Mines 

Outline

•  Introduction: Current understanding of the SEI 

•  Chemical models of SEI growth 

•  Experimental data for validation 

•  Numerical Simulation of SEI Chemistry (1) 

•  Interlude: Cantera 

•  Numerical Simulation of SEI Chemistry (2) 

•  Conclusions and Next Steps 
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Preliminary Simulation Results

■  Simple SEI chemistry: 

 
■  Charge transfer capacitance, 

(electro)chemical reaction 
rates, SEI resistance all are 
tunable parameters. 

■  Simulate a simple CV curve 
between 1.0 V and 0.05 V, at a 
scan rate of 10 mV/s. 
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ECelyte + 2 Li+
elyte + 2 e− ↔Ethyleneg  + Li2CO3, SEI
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Preliminary Simulation Results

■  “Complex” SEI chemistry: 

2 ECelyte + 2 Li+
elyte + 2 e− ↔LEDCSEI  + 3 Li2OSEI

ECelyte + 2 Li+
elyte + 2 e− ↔Ethyleneg  + Li2CO3, SEI

 Li2CO3, SEI + 2 Li+
elyte + 2 e− ↔ 2 Li2OSEI  + COg

LEDCSEI +H2Oelyte →  Li2CO3, SEI  + CO2, g + CH2OH( )2, elyte
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•  More NR and EQCM-D 
-  More realistic substrates (carbon) 
-  Verify SEI mitigation / improvement strategies: additives, 

growth conditions. 

•  Additional physics for SEI growth model 
-  Porosity and roughness 
-  Discretized SEI electric potential 
-  Local resistance function of composition 
-  Ion transport in SEI – solid diffusion and diffusion in 

electrolyte-filled pores 

Conclusions, Outlook 
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Thank You. 
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