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Abstract

Kidney diseases, whether they are caused by genetic predisposition or injury to the

kidney, can lead to severe deterioration of human health if left undetected and untreated.

The presence and subsequent progression of chronic kidney diseases are primarily

measured by the extent of interstitial fibrosis and glomerulosclerosis in renal biopsies.

The traditional method of interstitial fibrosis quantification uses visual evaluation,

which is confounded by high inter- and intra-observer variability. This variability in

diagnosis is an undesirable and potentially hazardous trait of human judgement. This

thesis aims to minimise the human variability in the assessment of renal interstitial

fibrosis by the introduction of a computerised quantification system.

To attain a higher accuracy in the deduction of interstitial fibrosis amount in renal biopsy

tissue images, the identification and segmentation of all renal tissue structures were

carried out in the proposed system. Computer vision rules for each tissue structure were

explicitly set out based on interpretations of pathologists’ judgement. A combination

of colour spaces was also used to identify pixels of red and blue colour – the dominant

colours in Masson’s trichrome-stained biopsy tissues. Compared against conventional

pure colour intensity thresholding and clustering methods, the proposed algorithm

successfully halved the average error in interstitial fibrosis region segmentation. Of

particular interest is the glomerulus segmentation, which remains an open research

question due to the structure’s large variation in appearance in the biopsy images. A

novel textural feature descriptor called the channel correlation feature has been proposed



xii

for use in the segmentation of healthy glomerulus structures. This feature is derived

from the difference measure and correlation between multiple descriptions of the same

image. It characterises the image texture and generates a feature that is invariant to

scale, translation and rotation. When tested on a compiled glomerulus image dataset,

it has achieved a 100% classification accuracy, while an average accuracy of 73.1%

was recorded for the glomerulus extraction algorithm when tested on a 20-image renal

biopsy dataset with manually annotated glomerulus regions. Due to the significant

amount of possible variation in the appearance of kidney tissue structures in biopsy

samples, there is a lack of an established ground truth image set in the literature on

interstitial fibrosis quantification. This research project has therefore undertook the

task of compiling a set of 40 images of biopsy images with annotated interstitial fibrosis

regions.

In order to prove the feasibility of the automated quantification system as a diagnostic

tool, a group of five experienced pathologists are involved in the experiment rounds.

By incorporating the proposed automated quantification system for interstitial fibrosis

into the diagnosis process of practising pathologists, the pathologists’ intra- and inter-

observer variability have been shown to decrease. With these objective quantification

results as a reference, pathologists have shown an improved consistency and accuracy

in their diagnoses as reflected by an increment of one agreement category (out of six)

between the pathologists. This has thus fulfilled the primary research aim of producing

an automated quantification framework capable of reducing the human variability in

visual evaluations of renal biopsy images.
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Chapter 1

Introduction

1.1 Kidney tissue structures – An introduction

This work describes a computerised methodology to extract and quantify the interstitial

fibrosis (IF) structure in kidney biopsy images, the first natural step is to identify the

appearance of this structure in the image. However, the identification cannot be limited

only to the IF structure alone. This is because the task of renal biopsy evaluation also

requires the recognition of the various other structures typically seen in a kidney biopsy

tissue as well, as their presence and condition could also serve as an indication to the

kidney health. Therefore, a description of all the commonly seen tissue structures in a

kidney biopsy tissue was compiled with the help of a trained pathologist, as presented

in Table 1.1 and its corresponding example image in Figure 1.1. This comprehensive

list of structures and their corresponding description of appearances provides a basis

for subsequent structure segmentation and extraction algorithm choices.
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Table 1.1 A visual description of all the common tissue structures in a Masson’s trichrome-
stained kidney biopsy tissue and their inclusion in the renal IF quantification, with a ✓

indicating the structure being counted towards the fibrosis region while a ✗ indicates the
inverse.

Num. Tissue Structure Appearance in Masson’s trichrome-
stained biopsy image

Fibrosis
Quantification

1. Interstitial fibrosis Green-blue region ✓

2. Inflammatory cells sit-
ting atop a plane of fi-
brosis

Small red dots surrounded by green-
blue region with or without white
spaces

✓

3. Tubular structures Thick red muscular walls encircling
a blank white area

✗

4. Lumens and cellular fluid
spaces

Large white spaces ✗

5. Healthy glomeruli Circular structure with a highly tex-
tured region, surrounded by a circu-
lar gap region, including the fibrous
region attached to it

✗

6. Sclerosed glomeruli Circular uniformly bright blue
structures

✗

7. Arteries White space surrounded by strips
of red muscular walls

✗

8. Urinary casts Blue or red structure regions en-
closed by white boundary within
red tubule walls

✗
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(a) (b)

Figure 1.1 Sample biopsy images showing example regions of corresponding structures in
Table 1.1 (a) Structures 1—4 and 7—8 (b) Structures 5 and 6.

1.2 Kidney disease and renal interstitial fibrosis

The kidney serves an important role in the day-to-day function of the human body. It

is the filtering device in the human circulatory system and is responsible for removing

waste products from metabolism and excess water from the blood. Kidney failure results

in the accumulation of toxic waste in the body. If left untreated, this accumulation

of toxins in the human body could be fatal. According to the 2010 Global Burden of

Diseases study, the number of deaths from chronic kidney disease has seen a sharp

increase between the years 1990 and 2010 which was only second to that for HIV and

AIDS [1]. Unfortunately, this trend is expected to increase with the growth of the global

elderly population, due to their increased susceptibility to diabetes, hypertension, and

cardiovascular events [2].

With early diagnosis and treatment, chronic kidney diseases can be controlled and

its progression towards end-stage renal failure can be delayed. The first symptoms

of a possible kidney disease are typically discovered through blood and urine tests.

Early diagnosis to ascertain the presence and activity of the kidney disease requires

renal biopsy samples to be taken and studied from the patient, and this practice is the
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gold standard [3]. The biopsy samples taken are observed for the presence of specific

pathological structures, whereby one of the main identifying structures of chronic kidney

disease is the IF. An example of the renal biopsy tissue sample is shown in Figure 1.2

(a).

IF is the excessive accumulation of collagen in the extracellular region – the kidney

tissue region that surrounds the large tissue structures (such as renal tubules, glomeruli

and arteries). This is normally present in the tissue following the healing of a wound.

In other words, IF is the scarring tissue which displaces healthy specialised tissues in

the organ, thus causing a loss in functionality of the affected organ [4]. The exact

description of IF and a sample image of it is provided in Figure 1.3. The amount of

IF in an organ is usually an indication of its health, and this information is of specific

interest in the kidney, where the extent of the IF progression has been shown to be

the best indicator of end-stage kidney failure [5]. Therefore, the quantification of IF in

renal biopsy samples by trained pathologists is a common practice in the diagnosis and

prognosis of chronic renal diseases.

The conventional approach to renal IF quantification is achieved by staining the renal

biopsy sample with chemical dyes to highlight the tissue structures of interest [6]. One of

the most prevalent stains used for the inspection of renal biopsy samples is the Masson’s

trichrome (MT). It reacts with the collagen in the tissue to produce a blue-green colour,

which is contrasted against a red background of muscular tubular structures [7]. Some

common chemical stains used in histopathology besides the MT are the Hematoxylin

and Eosin (H&E), Sirius Red and Periodic Acid-Schiff . Several examples of biopsy

tissues stained by these different types of stains are provided in Figure 1.2, while Figure

1.3 shows samples of MT-stained biopsies of a (a) healthy and (b) diseased kidney.

Upon the staining of the biopsy sample, a trained pathologist evaluates it under an

optical microscope for structures or markers indicative of kidney disease.
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The assessment of IF in biopsy samples by visual evaluation of the pathologists is

considered the standard practice in the diagnosis process [6]. The estimated amount

(a) (d)

(b)

(c)

Figure 1.2 Samples of kidney biopsy images observed under an optical microscope, where (a)
shows the entire Masson’s trichrome-stained renal biopsy sample, while other smaller sections
of the biopsy sample are stained by commonly used stains, such as the (b) Masson’s trichrome,
(c) Periodic acid-silver methenamine, and (d) Hematoxylin and eosin.



6 Introduction

(a) (b)

Figure 1.3 Histopathological slides depicting (a) healthy kidney and (b) unhealthy kidney
whereby an example of the renal fibrosis is shown in the black circle.

of IF is expressed as a percentage of the biopsy tissue area and is routinely compared

against the Banff classification criteria for renal allograft diagnoses [8]. The Banff

classification categories allow the pathologists to make recommendations and perform

diagnoses in a semiquantitative manner. This type of generalised grading system for IF

classification is also used in the diagnosis of IgA nephropathy [9] and lupus nephritis

[10], which are diseases that cause inflammation in the kidney.

According to the Banff classification criteria, the severity of IF is graded in three

categories with respect to the total cortical area. The biopsy tissues acquired for the

analysis of IF are of the renal cortex – the outer section of the kidney that performs

blood filtration. Hence, the total biopsy area is equivalent to the total cortical area in

this study. The Banff categories are:

I. mild (IF < 25% of cortical area),

II. moderate (IF 26 — 50% of cortical area), and

III. severe (IF > 50% of cortical area).
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Sample biopsy tissues classified under each of the three Banff categories are presented

in Figure 1.4.

Moderate

26-50% of cortical area

Severe

>50% of cortical area

Mild

<25% of cortical area

Figure 1.4 The visualisation of the Banff categories as demonstrated in sample renal biopsy
images.
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1.3 Problem definition

In this project, the core focus is on the assessment of renal IF in MT-stained kidney

biopsy samples. The conventional way of producing a diagnosis for renal interstitial

fibrosis involves the pathologists estimating the fibrosis percentage in a biopsy image

based purely on their experience and educated judgement. As described previously,

the Banff criteria is a guideline for grading the severity of kidney diseases by visual

evaluation of biopsy samples. Since the Banff criteria is a loose guideline based on

human judgement, the quantification of renal IF by visual evaluation is susceptible to

intra- and inter-observer variability. Addressing the poor repeatable or reproducibility

of the visual evaluation of renal biopsy images [11–13] is an important factor that

improves the quality of medical care.

Advances in computerised tools in the biomedical area has spurred the development of

automated image analysis systems to aid pathologists in accurately identifying human

tissue structures [14]. This solution can be applied to the problem of IF quantification.

Due to the automated and computerised nature of quantification, inter/intra-variability

of pathologists in the assessment of the extent of fibrosis can thus be significantly

reduced to give a more consistent result. This will in turn produce repeatable and

reproducible analyses of chronic renal diseases, and ultimately improve the diagnosis

and prognosis of kidney diseases. Therefore, the feasibility of building a computerised

workflow for IF quantification is examined in this thesis.

1.4 Research motivations and aims

The task at hand is an interdisciplinary one, bridging the gap between a real medical

need and a feasible engineering solution. Aided by the explosion of digital medical

information made available in recent years, the idea of computer-aided diagnosis systems
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is growing into a commonplace reality in many medical and healthcare settings. From

an engineering and computer vision standpoint, a system that is capable of robustly

quantifying IF while taking into account all commonly encountered kidney tissue

structures has yet to exist.

At the present, one system that comes the closest is that proposed by Meas-Yedid et

al. [15]. The working framework of the quantification system is based on the premise

of the detection of blue-green coloured pixels in the biopsy image, and subsequently

eliminating non-fibrosis blue-green structures from the detected regions such as the

renal capsule, tubular basement membranes and sclerotic glomeruli. This has been the

classic approach towards the segmentation of IF in MT-stained biopsy images, as the

natural contrast presented by the stain eases the identification of collagenic fibrosis

structures. Nevertheless, this detection method’s dependence on the colour contrast

alone creates a problem in old biopsy samples with faded staining and colour variations

due to material, lighting and imaging conditions. A review of quantification systems

utilised on biopsy images, not only of the kidney tissue but other organs as well, is

included in Chapters 2.7 and 2.8.

Hence, instead of grounding the focus on blue-green tissue sections, this thesis work

explores the tissue structure segmentation from the perspective of red tissue structure

detection. The rationale behind this decision is that the intensity of the red stain is

significantly better preserved over time as compared to the blue-green stain. Moreover,

pathologist feedback has suggested that certain small red structures, traditionally

ignored by computerised system, should be included in the area classified as IF for a

more comprehensive quantification, as these structures are actually sitting atop the

plane of IF. Therefore, it is proposed to work around this issue by focusing on the

detection of red-stained pixels signifying keratin and muscle structures for removal from

the total tissue region, combined with a textural feature validation on the selected

regions. Additionally, glomerulus segmentation is still a topic under popular research
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due to its variability in appearance in a biopsy sample. Therefore, this thesis also delves

into the search for a novel solution to this problem. Finally, the proposed framework

was tested on a set of renal biopsy images with ground truth prepared in collaboration

with an expert pathologist.

The aim of this research is to create a methodology to quantify the renal IF in

kidney biopsy images and subsequently develop and validate a clinical renal fibrosis

quantification tool that adheres to the general consensus of the pathologists.

To achieve this aim, several objectives must be met:

1. Investigate the inter- and intra-variability in a group of trained pathologists on

IF quantification by visual evaluation of kidney biopsy images.

2. Identify all the common kidney tissue structures (including IF) through automated

segmentation.

3. Develop segmentation algorithms to extract the regions for each structure of

interest, combining methods of feature detection, extraction, and classification in

machine vision.

4. Validate the performance of the quantification system for renal IF by statistical

analysis and the generated ground truth image dataset.

5. Assess the applicability of the finalised automated quantification system as a

diagnostic aide to pathologists in their visual evaluation process.

1.5 Overview of contributions

Under the main objective of designing and formulating a framework for the system-

atic quantification and segmentation of IF in renal biopsy images, this research has
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accomplished several subsidiary goals. The key contributions of this research project

are listed as follows.

I. The introduction of an automated workflow for renal IF quantification through

the explicit definition of computer vision and image processing rules for the

segmentation of each renal tissue structure.

II. The development of a glomerulus structure detection and segmentation method

by using a novel image textural classification method.

III. The analysis on the variability in the pathologists’ standard practice of visual

evaluation of renal biopsy samples and the impact brought forth by the use of the

proposed automated quantification tool.

IV. The compilation of a 40-image biopsy dataset with manually annotated ground

truth of IF regions in a range of diseased states of the kidney tissue.

The primary output from this research is the development of a complete algorithm for the

detection of all common kidney tissue structures found in renal biopsies images, towards

the quantification of IF. The appearance of each structure in a biopsy was defined in

computer vision terms built upon the implicit observation rules held by a practising

pathologist in the visual evaluation of renal biopsies. The segmentation technique for

each tissue structure employs a combination of colour and image texture information,

morphological operations, and geometrical shape fitting. The main distinction of the

proposed system from the others available in the literature is in its approach towards

the inference of IF areas in the biopsy. Specifically, the segmentation method is built

around the recognition of red renal structures rather than the blue-green ones. The

performance-validating experiments were also executed on a manually prepared ground

truth image dataset with annotated IF regions.
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One renal tissue structure that is given particular attention in this thesis is the glomeru-

lus. This structure is ubiquitous in the renal cortex region that it is a defining feature

in renal biopsy tissues. Reliable identification of the glomeruli is critical to the accuracy

of the IF quantification. For the purpose of glomerulus segmentation, a novel image

classification feature based on the similarity and correlation measure between different

image representations was proposed. Examples of the image representations tested

are greyscale and colour intensities, wavelet decompositions, and gradient magnitude

images. This classification feature was tested on a set of manually cropped glomerulus

images and has achieved excellent results.

Given that the pathologists are the intended beneficiaries of the proposed quantification

system, this research project necessarily performed experiments involving a group

of five pathologists to examine their diagnosis procedure. The extent of intra- and

inter-pathologist variability was determined empirically through a series of quantifi-

cation experiments requiring participants to evaluate sections of renal biopsy images.

Ultimately, the validation of the developed automated IF quantification system as a

diagnostic aide to the pathologists was performed. The proposed system has shown a

marked positive impact on the agreement between pathologists in their diagnosis of the

amount of IF in renal biopsies.

To allow for an accurate measure of the performance of the proposed quantification

system, the preparation of a ground truth dataset is crucial process. There is a lack of

an established ground truth image set in the literature on IF quantification due to the

significant amount of possible variation in the appearance of kidney tissue structures

in biopsy samples. This is especially evident in severely atrophied or diseased tissue

samples. For example, in a similar research on liver biopsy tissue images [47], the

evaluation dataset of 79 images had to be manually selected and annotated by experts.

However, this research undertook the task of compiling a 40-image ground truth dataset

of renal biopsy images with manually annotated regions of IF and other relevant tissue
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structures with the aid of an experienced pathologist. This was an essential step to

carry out the validation and analysis on the accuracy of the segmentation algorithms.

This 40-image dataset is a subset of the biopsy images collected from 70 patients that

encompasses the range of healthy to diseased renal tissues. The dataset is the most

comprehensive to support future development in the field.

1.6 Thesis organisation

Chapter 1 Introduction

This chapter gives an introduction to the dissertation and definition of the

area of research. It presents a description of the appearance of each renal

tissue structure commonly found in the biopsy. An overview of the research

problem along with the achievables and expected outcomes of the research

project are also succinctly listed.

Chapter 2 Interstitial Fibrosis Quantification: A Review of Approaches and Techniques

in Medical Image Analysis

The chapter starts out with a comprehensive review on current computer-

aided diagnosis systems in various organs of the human body to examine

the different algorithms and process flows involved in the designs. Next, a

thorough examination on the image segmentation and classification tech-

niques implemented in the medical setting is provided as background for the

research work in this thesis. Then, the state of the research on glomerulus

image segmentation from biopsy images is established with examples from

the literature. Finally, an overview of existing IF quantification systems

(involving both renal and other organs’ biopsy samples) are presented to

identify the research gap in the relevant area.
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Chapter 3 Knowledge-based Renal Interstitial Fibrosis Quantification

This chapter details the experimentation of the use of different colour spaces

in renal tubular structure segmentation and compares between single and

combination colour space methods. The results form the basis for the iden-

tification and segmentation rules for each tissue structure, which utilises

various image processing techniques. As a benchmark procedure, the pro-

posed quantification method is evaluated against the established method of

IF quantification by colour thresholding and clustering.

Chapter 4 Segmentation of Glomeruli and Complete Quantification System Analysis

The segmentation of the healthy and sclerosed glomerulus is explored in a

separate chapter to allow for a more in-depth investigation. Various methods

for healthy glomerulus segmentation are experimented and contrasted against

each other in the search for the optimal technique for glomerulus segmenta-

tion. A new method which exploits the relationship between different image

representations is proposed as a glomerulus image classifier, among other

established techniques involving morphology matching and image texture

classification. Finally, the performance of the complete quantification system

encompassing the segmentation of all renal tissue structures is inspected

and analysed.

Chapter 5 Clinical Application

In this chapter, the outcome from experiments conducted with practising

pathologists are detailed. The extent of variability in the standard procedure

of IF quantification by visual evaluation is measured to bring context to the

performance of the developed automated quantification system. Lastly, the

automated quantification system is put to test as an aide in the pathologists’

evaluation of the biopsy samples. A prototype of the graphical user interface
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developed for the IF quantification system is also described in terms of its

functionality and aspects for improvement.

Chapter 6 Conclusion

A summary of the main findings and contributions of this dissertation is

covered in this chapter. A brief discussion on the research topic and probable

extensions to the work in the future wraps up this thesis.





Chapter 2

Interstitial Fibrosis Quantification: A

Review of Approaches and Techniques

in Medical Image Analysis

2.1 Introduction

IF quantification is one of the most indicative test procedure employed to examine

the progression of chronic kidney disease [5], and is traditionally carried out by visual

evaluation of skilled pathologists. As stated in Chapter 1, the gold standard for the

diagnosis of IF in kidney samples is the Banff classification system, which sets up criteria

for diagnosing the severity of kidney disease based on the corresponding amount of IF

found in the kidney sample. The creation of this standard is exactly an attempt to

overcome the inherent human limitation to provide a precise measurement in a complex

biopsy image. In recent years, the introduction of computer-aided diagnosis (CAD)

systems has provided a distinct solution to the problem through the use of computerised

and automated tools. A well-designed CAD system can achieve better performance



18 Interstitial Fibrosis Quantification: A Review of Approaches and Techniques

consistency, higher speed, greater accuracy and lower operational cost, which are all

very important to the improvement of medical care quality.

Therefore, this chapter endeavours to paint a broad picture of the process by which

a typical computer-aided visual diagnosis system is set up, with the flow illustrated

in Figure 2.1. The chapter starts out with a review on the current CAD systems

targeted for detecting diseases in various organs in Chapter 2.2. This is followed by

a summary of the commonly utilised image features for structure segmentation in

Chapter 2.3, the popular classification methods in Chapter 2.4, and other general

image processing methods in Chapter 2.5. As the glomerulus segmentation problem

is still an active research topic, Chapter 2.6 describes some of the current solutions

to glomerulus detection and identification in biopsy images. A brief compilation of

the up-to-date computerised quantification systems developed for detecting fibrotic

structures is provided in Chapter 2.7. Finally, Chapter 2.8 focuses on the automated

quantification systems for renal IF that exist in the literature.

2.3 Segmentation 

Features for Medical 

Images

2.4 Classification 

Techniques

2.6 Glomerulus 

Segmentation 

Methods

Development of interstitial 

fibrosis quantification 

systems

2.8 Renal Interstitial 

Fibrosis Quantification 

Systems 

2.7 Existing Interstitial 

Fibrosis Quantification 

Systems 

2.2 The Current State of Computer-aided Diagnosis Systems

2.5 Other Image 

Processing Methods

Figure 2.1 The flow of the subsections in Chapter 2, which mimics the typical process flow for
the development of a computer-aided diagnosis system, with specific focus on renal biopsies.



2.2 The current state of computer-aided diagnosis systems 19

2.2 The current state of computer-aided diagnosis sys-

tems

The advent of computers with high processing capabilities has facilitated the design

and use of CAD tools in the biomedical setting. CAD systems are computer programs

designed to serve as a “second opinion” to medical experts in their diagnoses by

automatically detecting potential regions or structures of interest in medical images.

This helps the experts to perform their analysis on the data quicker and have more

confidence on their diagnosis. In fact, the aid of an automated tool has been proven

to increase the cancer detection rate in mammography by 10%, on average [16]. All

subsequent discussions will only involve image-based CAD systems for its direct relevance

to the project. This is necessary to limit the scope of review because CAD systems in

general span a large breadth across many disciplines and many different technologies.

Combining CAD with imaging systems is increasingly commonplace in the healthcare

industry as technology advances and cost decreases [17]. The precision and consistency

of the computer system provide an advantage over human judgment in medical image

analysis, especially in the detection and classification of unusual or malignant tissue

structures in digital images [18]. Having a high accuracy and consistency is vital in

the medical diagnosis process. This trait is especially desirable in routine high-volume

medical screening and diagnostic procedures as they are labour intensive activities.

Aside from the skill and experience of the human observer, the accuracy of the diagnosis

may also be affected by human conditions such as fatigue, lack of focus and the emotional

state of the observer [19].

As a rule, the general framework for developing a CAD system consists of a pre-

processing stage, a segmentation stage, a feature extraction stage, and a classification

stage, as illustrated in Figure 2.2. Feature generation and classification stages cover

a large group of techniques that will be elaborated separately in Chapter 2.3 and 2.4.
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Pre-processing

Segmentation

Feature Extraction

Classification 

(Recognition)

Figure 2.2 The general framework ubiquitously adopted for designing a computer-aided
diagnosis system with a dataset of digital biomedical images.

The existing CAD systems are typically task-specific and can be grouped based on the

organ they were developed for. There are large combinations of feature generation and

classifier for each organ in the literature. The breakdown according to Figure 2.2 allows

for easier overview and understanding of the techniques used.

The organs that are under study for CAD include the breast, chest, skin, colon, brain,

liver, kidney, vascular and skeletal systems. Based on a recent bibliometric review

performed by Takahashi et al. [20], breast cancer is the subject of the highest amount

of paper published on CAD systems, followed closely by pulmonary disease. This comes

as no surprise as the earliest CAD systems were developed for mammograph images in

diagnosing breast cancer [21] and chest radiographs in detecting heart abnormalities

[22, 23]. The following review compiles the CAD systems developed and found in the

literature, based on the organ they were designed for.

The method for evaluating the effectiveness of a CAD system is split into three phases,

as suggested by the paper by Takahashi et al. [20]. The process starts with the building
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of the image database, before the evaluation of the computer system and finally, the

receivers, who are the pathologists in this research. Indeed, these core components of a

CAD system have been found to be present in most CAD systems across all organs.

Therefore, this research emulates the same course of evaluation for the validation of the

proposed quantification system, as detailed in subsequent chapters.

As an overview of the CAD systems for the organs investigated in this chapter, the CAD

systems for the breast, chest and colon are among the more well-explored ones. They

share a common characteristic in that the pixel intensity feature is heavily involved in

most of their feature extraction algorithms. It is also usually combined with textural

and geometrical features for structure segmentation. In contrast, CAD systems for

the skin focus mainly on the detection of edge features. The reason behind it is that

the skin CAD systems mostly target the detection of skin lesion boundaries, as well

as hair artefacts, which appear as hard lines and edges. However, for the brain, the

classification of an ensemble of features takes up the bulk of the research on the CAD

systems for the organ.

2.2.1 Breast

CAD systems for breast cancer are perhaps the best explored among all CAD systems

for human organs. The various imaging modalities that exist for diagnosing breast

cancer is an indirect testament to the long-standing history in the usage of technology

for its diagnosis. Some examples of the imaging techniques applied for diagnosing breast

cancer are digital mammography, ultrasound, and magnetic resonance imaging. These

modalities produce distinct images that highlight various abnormalities that can help a

radiologist diagnose for breast cancer. Nonetheless, the steps for producing a diagnosis

using these images still largely follow that which was described in Figure 2.2.
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The detection of breast cancer is usually carried out in terms of the detection of abnor-

malities or diagnostic features in the biomedical images. The types of features looked

for are microcalcifications, masses, bilateral asymmetry and architectural distortion.

The detection of microcalcifications and masses in breast images is a well-established

method for breast cancer diagnosis, while more subtle cues that might indicate an

abnormality in the breast remain a more niched research area.

Microcalcifications are deposits of calcium that show up as brighter regions than the

surrounding breast tissue in a mammogram. Malignant microcalcifications are usually

small, numerous and appear in clusters [24]. CAD systems based on microcalcification

detection generally exploit its characteristic property of being brighter than its sur-

rounding, or its statistical difference with the background tissues. Examples of methods

employed are contrast-enhancement for noise removal as a pre-processing step [25, 26],

higher order statistics modelling on image channel pixel intensity [27, 28] and multiscale

wavelet decomposition methods [29] for feature extraction, and various machine learning

classification techniques such as support vector machine (SVM) and artificial neural

networks (ANN) [30].

On the other hand, the localisation of masses or tumours in mammographs have

a more straightforward approach of detection and classification. Features are first

derived from the images in search of suspicious regions before being classified by a

statistical model for validation. Since the shape and appearance of the mass decides its

malignancy, geometrical [31] and image texture analysis [32] are among the popular

approaches. The literature is especially directed at the implementation of textural

features for tumour classification, such as multiresolution wavelet features [33], grey-level

dependence matrices [34] and grey-level co-occurrence matrices (GLCM) [35].

Architectural distortion in the breast tissue with no visible mass (including spiculations

radiating from a point, and focal retraction and distortion at the edge of the parenchyma)

is one of the often missed cue for breast cancer diagnosis [36]. The distortion in the
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breast tissue is proposed to be detected through textural description of the tissue

region such as Gabor filtering [37], texture orientation and flow-field [38], and structure

morphology [39]. In particular, the flow-field depicts the orientation of the fibro-glandular

tissues in the mammogram, which characterises the anisotropy of the image texture.

Another observed clue towards breast cancer diagnosis is the bilateral asymmetry in

mammograms. A difference in the appearance between the left and right breasts may

indicate the presence of breast cancer at an early stage [40]. The asymmetry may be in

the form of volume of the breast tissue, density of the tissue, and the prominence of

ducts. From the few research papers addressing this task, the asymmetry analysis is

achieved by incorporating measures of shape, texture, density, brightness, directionality

[41–43].

2.2.2 Chest

The commonly utilised image acquisition technique in chest scans are chest X-ray

[44], computed tomography (3D cross-sectional images from 2D X-ray images) [45],

positron emission tomography [46], and ultrasound [11]. With computerised tomography

being the leading choice for assessing lung diseases due to its high level of contrast,

resolution and detail, the literature for chest scans are focused on using computed

tomography scans as the image database for CAD systems [47]. With this imaging

modality commonly included as part of the diagnosis process in hospitals, CAD systems

in this area mostly revolve around the detection of pulmonary nodules and the diagnosis

of interstitial lung disease. Other less investigated applications of chest scan CAD

systems are in the detection of cardiomegaly [48], pneumothorax [49], and tuberculosis

[50].

Pulmonary nodules are small masses of tissues in the lungs and an important diagnostic

feature for lung cancer. These nodules appear as brighter round shadows in the X-
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ray images of the lung. The challenge encountered in this image database lies in

distinguishing between the nodules and the ribs and vessels, which are often overlapping

in the radiographs [51]. Proposed CAD systems for the detection of pulmonary nodules

make use of the image pixel intensity values [52] and cell morphology [53, 54] to segment

these structures, while image textural features are often employed to eliminate false

positives in the detection. Some of the textural features used in this task are co-

occurrence matrix-based features [55], Laplacian of Gaussian [56], and Gabor kernels

[57].

Conversely, CAD systems designed for diagnosing interstitial lung diseases puts more

emphasis on textural features than morphological features. This is because the man-

ifestations of the disease are more diverse due to the more complex background of

the computed tomography image [58]. Several CAD systems have made use of the

multi-scale texture analysis in building a model for the classification of interstitial lung

disease through the use of multi-scale filter banks and wavelet analysis [59]. Furthermore,

the adoption of a combination of multi-scale features and the more basic grey level

features have resulted in an improved sensitivity of the radiologists in their diagnosis,

as recorded by the receiver operating characteristics analysis [60].

2.2.3 Colon

With colorectal cancer being among the top three most commonly diagnosed cancers

worldwide [61], CAD systems surrounding the disease that exist are numerous. Computer

tomography colonography is a non-invasive screening technique equivalent to a virtual

colonoscopy for which most CAD systems in this area of research is built. Computer

tomography colonography allows the search for precursors or indicators of colorectal

cancer in the colon, such as polyps and masses, in a safer manner through the 3D model

of the patient’s colon [62].
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The detection of polyps in radiological images begins with the detection of the colon

itself, as the polyps are growth that are attached to the walls of the organ [63]. This

step is achieved by exploiting the computed tomography intensity values and applying a

region growing method for the extraction of the colon from other organs with soft-tissue

density [64]. Upon the segmentation of the colon images, the potential polyps are

detected based on the characteristic shape and geometry of the polyps, which present

themselves as a bulbous and cap-like structure. The curvature of the colonic wall is

quantified in terms of a shape index for identifying the polyps growing on the walls

[65]. Other methods of detection include the extraction of grey-level-based features and

texture features to be classified by a machine learning model such as an SVM [66, 67],

linear discriminant analysis (LDA) [68], and massive-training artificial neural network

[69, 70]. The massive-training artificial neural network is a pixel-based ANN trained on

overlapping image sub-regions and a “teaching” image of the likelihood of each pixel

region being a lesion.

The reduction of false positives plays a big part in the workflow of the colonography

CAD system, as with any other biomedical CAD system. The main sources of false

positive come from thickened haustral folds and retained solid stools in the colon. They

can be eliminated by a cross check on the location and appearance of these structures

[71]. On the other hand, colorectal masses are structures that are easily identifiable by

radiologists but often misclassified by CAD systems as multiple polyps. The reason

for this is the wide variation in shape characteristics of the masses [72]. Among the

little research work investigating colorectal mass detection, a merging method based

on fuzzy membership and a wall-thickening analysis based on computed tomography

intensity values have been proposed by Näppi et al. [73] to distinguish between polyp

and mass candidates.
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2.2.4 Skin

The skin is the largest organ in the human body with the vital role of protecting the

body from its harsh environment, especially solar ultraviolet rays. Excess ultraviolet

rays can damage the deoxyribonucleic acid in the skin, causing mutation which results

in an abnormal growth of melanocytes known as melanoma [74]. The cancer manifests

itself as pigmented skin lesions, identified as discolouration on the skin that can vary

in shape, size, degree of colouration, and symmetry [75]. The current scoring systems

for skin lesions used by radiologists to determine if a lesion is malignant or benign still

suffer from a low level of concordance between observers [76]. Examples of the scoring

system are the ABCD-E rule [77], seven-point checklist [78], three-point checklist [79]

and Menzies method [80].

CAD systems for diagnosing melanoma are largely based on dermoscopy and pho-

tography image datasets. There are four main stages in the CAD systems, namely

image pre-processing, segmentation of lesion border, feature extraction, and feature

classification. Skin lesion images are often improperly contrasted due to the variations

in skin tones and can include hair artefacts that obstruct the proper segmentation of

the lesion [81]. Therefore, images are usually pre-processed with contrast enhancement

in terms of different colour space channels [82, 83]. Meanwhile, hair artefacts are

eliminated using Radon transform (to detect the predominant orientation of the hair

strands) and morphological operations (to extract hair contour information) [84, 85].

Subsequently, the lesion is extracted by various low-level and high-level segmentation

techniques. Examples of the existing work use thresholding [86, 87], region merging

[88, 89], edge-based [90, 91] and morphological segmentation methods [92, 93] to detect

lesion boundaries. There has also been a number of recent works that fuses different

segmentation techniques for lesion detection [82, 94, 95], as well as exploiting the use of

deformable models as the lesions are generally of a circular geometry [96, 97].
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Once the lesions are segmented, features of the lesion that are able to describe der-

moscopic features such as pigment pattern and vascular pattern [98, 99] can then be

extracted for classification. These features include shape [100, 101], colour [102, 103],

texture [104, 105], and geometrical features [106]. They are able to quantify the lesion

information that correspond to those looked for by radiologists in their visual evaluation.

This stage is followed by classification of the dermoscopic lesion image based on these

extracted features. The classifiers that have been employed for this task include the

SVM [107, 108], ANN [109, 110], decision trees [111, 112], and ensemble classifiers

[113, 114].

2.2.5 Brain

Brain tumours are the result of abnormal growth in the brain, which can be classified

as benign or malignant based on the aggressiveness of the growth. These tumours can

be present in a variety of sizes, shapes, and locations in the brain, while showing up

in different intensities depending on the imaging conditions [115]. The most popular

imaging techniques for diagnosing brain tumour are the magnetic resonance imaging

and computed tomography due to their widespread availability and high resolution

[116, 117]. Similar to other CAD systems, the brain CAD systems follow the flow of

steps described in Figure 2.2.

Firstly, noise in the image is generally dealt with in the pre-processing stage using a

median filter [118], mean filter or Gaussian filter to smoothen the image [119]. This

step removes the high frequency noise in the image while increasing the image contrast

to aid in the segmentation. Next, the segmentation of the brain tumour region is

carried out by a wide variety of methods that ranges from simple thresholding and

clustering to machine learning-based methods built around image intensity [120–122].

This is followed by the extraction of features to classify whether a tumour region is
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malignant or benign [123]. The most popular features extracted in the literature include

textural features [117, 124], wavelet transform features [125, 126], and shape features

[127]. Finally, the classification of the features is performed through the use of machine

learning classifiers such as the SVM [122, 128], ANN [129–131], and genetic algorithm

[132, 133]. The genetic algorithm is a method of optimisation that is built around the

principle of natural selection, which has been applied in feature extraction and selection

procedures as well as classification methods [134]. However, ensemble classifiers appear

to produce the best results for this application [117, 135].

2.3 Segmentation features for medical images

Histopathology is the study of a biological specimen for effects of a disease under a

microscope. In histopathological images, tissue structures of interest are identified by

their salient features. The reaction between chemical dyes and specific tissue structures

in the specimen highlights them with distinct colours to facilitate visual judgement by the

pathologist. Having the images corresponding to these structures to be quantitatively

described in terms of a feature space allows for a measurable comparison between

different structures.

In the context of CAD systems, feature extraction is an integral step in the detection

of structures of interest prior to the recognition of the structures for a diagnosis to

be made. These extracted features can be largely described by the following broad

categories:

i. Colour / Grey Level Intensity

ii. Thresholding

iii. Edge Detection
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iv. Region processing

v. Textural

vi. Geometrical Features and Shape Descriptors

vii. Graph-based / Architectural

It is important to make an important disclaimer at this point that, the above list of

categories is not cast in stone. They are certainly not mutually exclusive as there are

significant overlaps of concepts and techniques. Nevertheless, the categories are useful

in aiding the appreciation of the dominant characteristics of each feature category.

The importance of these features is cemented by the availability of commercially available

software made for image processing that implement the extraction of these features.

For example, ImageJ [136] is a popular image processing program developed in the Java

language used to process medical images. Its functionality includes the manipulation of

colour information, edge detection, and thresholding of pixel values. Another software

that exploits image features for segmentation is the bioimage analysis software called

Icy. It allows the extraction of textural and shape descriptors in biomedical images

for detection of biological structures. In the paper by Maree et al. [137], Icy is the

platform used for the implementation of glomerulus detection in renal biopsy images.

Furthermore, EIKONA3D [138] is a commercial software developed for interactive image

segmentation. It also applies thresholding, region-based methods and edge detection

for carrying out image object segmentation tasks.

2.3.1 Colour / Grey level features

The utilisation of colour space transformations in the domain of medical image segmen-

tation has been well explored in the literature [139]. Colour carries a lot of information
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in the stained histopathology images as explained in Chapter 1.2. Hence, the extraction

and analysis of colour information plays an important role in this work. Greyscale forms

the simplest digital image representation in which only the single-channel intensity

values are recorded. Colour images are represented by a combination of three or more

greyscale channels. The meaning of each greyscale channel differs from one colour space

to another.

Colour spaces are essentially different representations of the colour and brightness

information present in an image, made up of greyscale images that each represents one

of the components. Colour images are conventionally represented in the RGB colour

space, with three channels representing the Red, Green and Blue colour intensities

respectively [140]. Unfortunately, this colour space is inherently unable to separate the

chrominance component from the luminance component of an image [141]. Therefore,

colour space transformations are performed in digital image analysis applications to

represent the colour information in a way that facilitates processing. Figure 2.3 (a—g)

gives an example on the contrast of colour information provided by the RGB and YCbCr

colour spaces. Different colour spaces highlight different aspects of colour information

that suit specific applications. For example, Dong et al. [142] introduced a new method

in analysing ovarian cancer immunohistochemical images by utilising the U and V

channels of the YUV colour space. The colour space use is justified by the fact that

the positive cells and negative cells in images are distributed across separate regions

of the U and V channels. A similar investigation is presented by Mao et al. [143] in

the YIQ colour space, in which the I (hue) and Q (saturation) components contain the

colour information of the image. Sadr et al. [144] introduced a segmentation algorithm

for nucleus of leukocytes (white blood cells) that combines computations on the YCbCr

channels and an active contour algorithm on blood smear slide images. Whereas in a

paper by Liu et al. [145], tumour immunohistochemical pathology images are examined

in the YCbCr colour space to identify certain cell components that are critical in the

diagnosis for further treatment.



2.3 Segmentation features for medical images 31

(a)

(d)(b) (c)

(e) (f) (g)

(h) (i)

Figure 2.3 A visualisation of the information offered by different colour spaces based on
a sample biopsy image as shown in (a). The corresponding intensity images of the RGB
and YCbCr colour spaces are given in terms of the (b) R, (c) G, (d) B, (e) Y’, (f) Cb, and
(g) Cr components. A simple global thresholding operation applied on the Cr component
image produces an approximate binarised image of tubular wall structures in (h) and the
complementary segmented structures in (i).
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On the other hand, most of the research that makes use of the HSI colour space

in histopathology are on the segmentation of white blood cells and their associated

structures. This includes the extraction of the nucleus, cytoplasm and blast (abnormal

white blood cell) [146–152] (similar to that by Sadr et al. [144], but no comparison

between the two methods has been undertaken). All results allude to the fact that the

contrast between the white blood cell and its background can be effectively enhanced by

inspecting the hue (H ) and saturation (S) components. Another work to be mentioned

is done by Raof et al. [153], in which sputum slide images stained by Ziehl-Neelsen are

analysed for tuberculosis bacilli. A comparison between RGB and HSI colour space

thresholding methods is carried out, in which the HSI colour space outperforms the

RGB colour space. A comparable HSV colour space was employed by Giotis et al. [154]

to segment skin patches containing melanoma by implementing a k-means clustering

on colour space components, while the I1I2I3 colour coordinate system was used by

Dhawan et al. [155] to enhance texture features for segmentation of skin pigmentation.

Wang et al. [156] also presented a feature extraction method of tongue images in the

CIE XYZ colour space based on its intuitionistic representation of visible colours.

The use of colour spaces for segmentation in digital medical images is not limited

to single colour spaces or well-established ones. Dai et al. [157] have attempted to

segment a range of hematocyte components by a combination of components from

the RGB, CMYK and CIE Lab colour spaces. In another work, the CIE Lab colour

space is exploited along with the YCbCr colour space to quantify bacilli and clusters in

digital images of sputum smear samples [158]. Kong et al. [159] proposed a new Most

Discriminant Colour space capable of maximising the discrimination power of local

Fourier transform texture features generated. There are also research which include an

ensemble of features produced from a large number of different colour spaces to be used

in training a classifier [160, 161], whereas some attempt to implement a comparative

study between the effectiveness of each colour space in the segmentation of their regions

of interest [162, 163]. Due to the fact that combinatory colour spaces provide the
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highest amount of corroborating information on the images, this research explores this

method in the segmentation algorithms for red structures, specifically.

When the relationship between colour and the targeted object is stochastic in nature, the

relationship between the pixels can be quantified statistically to be extracted as image

classification features. Examples of low-level grey-level features based on histogram

statistics that have been utilised on medical images are the moments of the distribution

(mean, variance, skewness and kurtosis), entropy, correlation, and contrast [164].

2.3.2 Thresholding

Thresholding is a greyscale channel processing technique where intensity values are

converted into binary values. The new binary-values image often contains valuable

clues that can be used by the classification algorithms. Threshold-based methods are

commonly used in the segmentation of light foreground objects in a darker background

image. This simple approach is based on the segregation of the image intensity histogram

into a predetermined number of classes by threshold values [165, 166]. A threshold value

is an intensity value selected, either manually or algorithmically, which groups image

pixels into two classes based on their intensity value. Aside from the single threshold

method, multiple thresholds or multi-level thresholds can also be derived for an image

to better represent real world images in vision applications [167, 168]. An evaluation

of different threshold determination techniques is provided in the paper by Boecker et

al. [169]. The thresholding method works best in cases where the structure of interest

(or colour) falls within a certain range of values which is distinctly separate from its

background. This range of values typically apply to intensity images, such as greyscale

or components of a colour space. A common way to visualise this range of values is by

looking at the histogram of image intensity values.
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The threshold for segmentation can be a global or local threshold [170]. A global

threshold is a single intensity value selected that divides the entire image into two

classes [171], while local thresholds are determined for a local patch in the image [172].

Image thresholding is the simplest method for image segmentation as it only requires

searching for a single value that best separates the foreground and background classes.

It is used extensively in this research to binarize images based on their intensity values.

However, the downside to this method is its susceptibility to noise and its simplicity

itself [173]. The performance of the method depends heavily on the correct selection

of the threshold value, which is often not a trivial task. Consequently, thresholding

is often an image pre-processing operation which leads to more complex operations,

such as edge detection and clustering. An example of kidney tubular wall structure

segmentation by thresholding is presented in Figure 2.3 (h—i).

2.3.3 Edge detection

Segmentation by the detection of edges in an image is a common method used in

cell segmentation [166, 174]. It works by the detection of discontinuities or sudden

changes in the image, which usually signals the presence of an object boundary [175].

The discontinuities in the image can be discovered by inspecting the first and second

spatial-derivatives of the original image. In other words, the intensity gradient of the

image is calculated to look for local edges, which show up as peaks in the intensity

gradient. Examples of the gradient-calculating operators are Canny, Sobel, Prewitt,

Laplacian and Difference of Gaussian operators [176]. Aside from identifying object

boundaries, the edges in an image can also be detected and quantified as image textural

features [177].

As with simple thresholding, edge detection is also prone to having its performance

affected by noise due to illumination variations [178]. The failure to detect weak edges
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or the inclusion of false edges often deteriorates the performance of segmentation. Hence,

a smoothing operation is usually carried out before edge detection. A segmentation

process based on edge detection needs to be combined with thresholding, morphological

or region-based approaches for a complete extraction of the object. In other words, the

individual disconnected edges detected are put through a linking procedure to extract

the object boundary to be segmented [166]. The edges extracted in the biopsy images

of this project are used to outline structure boundaries and as a textural feature for

classification, as shown in Figure 2.4.

(a)

(d)

(b)

(c)

Figure 2.4 An example of the use of image edges and their intensities and orientations on
(a) a kidney biopsy image. (b) The intensity edges in the image show different textures for
various structures, along with (c) the resulting segmented biopsy tissue. (d) The justification
for the use of image edges in the classification of different structures can be seen in the colour
edges for the glomerulus, interstitial fibrosis, and renal tubules respectively.
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2.3.4 Region processing

A less noise-prone method for segmentation is the region-based approach that groups

pixels into homogenous regions based on a selected seed location in the image [179]. This

family of techniques remove image-processing noise by incorporating prior assumptions

about spatial homogeneity of the pixel values. Examples are region merging, region

splitting, and a combination of them [173]. The splitting or merging criterion is

commonly the homogeneity of the patch, which is a statistical property and can thus

overcome the effect of image speckle noise [180]. The process of the region merging

approach starts from the selected seeding points in the image, where surrounding areas

are merged if they satisfy the merging criterion. This continues until the entire image is

classified. On the other hand, the region splitting approach starts with the entire image

as the seed and continuously checks the current patch for homogeneity. The patch splits

into four quadrants if it is non-homogeneous and it is repeated until it cannot be split

any further. As expected, this method is highly influenced by the selected seed location

and the resulting segmentation is constrained by the shape of a square quadrant patch.

Another region-based approach is the watershed transformation, which treats the

magnitude of the image as a 3-D topographic image [181]. Each local minimum is

treated as either a separate water source or a drainage. The basic working principle of

the transformation is either by flooding or draining. For watershed by flooding, the

watershed lines or boundaries of objects are defined as the points at which different

water sources meet as the water source slowly floods the valleys. In the case of drainage,

each pixel membership is related to the downstream steepest decent path towards the

closest local minimum. However, watershed transform is prone to over segmentation

and usually requires post-processing to refine the segmentation [182].
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2.3.5 Textural features

The textural feature of an image is the description of spatial arrangement of the pixel

intensities that represents the perceived texture of the image [183]. This description

of the pixel intensities is a pattern unique to the image, or a specific section of image

corresponding to objects of interest. Texture analysis is even capable of revealing

information about the image that might not be obvious in a visual evaluation [184].

Thus, it is a feature commonly used for image classification. Particularly in the case

of glomerulus identification, the randomness or complexity of the image regions on

the inside and outside of the glomerulus are visually distinct. Thus, this textural

information is extracted as a distinguishing feature, as investigated in Chapter 4.

Various textural descriptors can be found in the literature for medical image segmenta-

tion. Their applications are typically found in segmentation and classification tasks as

a combination set of textures. Examples of image textural features applied in medical

image classification tasks include features from GLCM [185], Scale-Invariant Feature

Transform (SIFT) [186], multiresolution filters [187–190], Histogram of Oriented Gra-

dients (HOG) [191], and Local Binary Pattern (LBP) [192]. For expositions of these

different types of textural features, the reader is referred to the latter section of this

subchapter.

Individual textural features have been proven to be useful in classification of medical

images due to their ability to rein-in and quantify the randomness of pixel intensity in

biological images. Maji et al. [193] and Khuzi et al. [194] have proposed classification

methods utilising GLCM features in digital mammogram and brain magnetic resonance

images respectively. Different variations of the multiresolution filters have also been

explored and developed for distinguishing between healthy and diseased regions of

tissue images. Qureshi et al. [195] proposed the Adaptive Discriminant Wavelet Packet

Transform for classifying meningioma images, while the Discrete Wavelet Packet Frames
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was used by Katouzian et al. [196] for differentiating between blood and plaque signals

in intravascular ultrasound images. Similarly, Gabor and Laplacian of Gaussian filters

have also been used in extraction of multi-scale image features. For example, Montillo

et al. [197] constructed Gabor filter banks to extract the boundary of myocardium in

tagged-magnetic resonance images of heart tissues by tuning the parameters of each

filter based on approximate location and orientation of tissue boundary. Coppini et al.

[198] also used Laplacian of Gaussian filters (multiresolution filters) to enhance salient

features in lung radiograms. On the other hand, Alomari et al. [199] employed the

entropy of LBP features for breast cancer histology image classification. A variant of the

LBP called the circular LBP was proposed as the classifying feature for distinguishing

between benign and malignant samples in hyperspectral images of colon biopsy images

in a paper by Masood et al. [200].

In more recent studies, it has been increasingly common to combine multiple complemen-

tary textural features in order to achieve a higher classification accuracy. For instance,

Al-Kadi et al. [201] introduced a set of features encompassing GLCM, Gaussian Markov

Random Field, fractals, and run length matrix features for classifying histopathological

meningiomas images. SIFT features, which usually consist of many feature data points

extracted from key points in the image, are used in combination with greyscale, colour,

Sobel, and Tamura histograms in the work by Caicedo et al [202, 203] on basal cell

carcinoma images. Similarly, Diaz et al. [204] joined SIFT features with Discrete

Cosine Transform coefficients in analysing H&E-stained skin tissue samples. A series of

work by Doyle et al. [205–207] integrates the Gabor wavelet features with first order

statistical features, GLCM features, and architecture features in their investigation on

the classification of prostate and breast biopsy images. The GLCM features were also

used in conjunction with Gabor wavelet features in studies by Kalkan et al. [208] and

Wang et al. [209] on histology images.
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The justification for assimilating multiple textural features into one classification task is

that these features may provide complementary information extracted from the image.

For instance, the HOG feature is investigated with intensity histogram features in

the papers [210–212], while Wan et al. [213] combines HOG features with Kirsch and

Gabor filters for a breast cancer histopathology image set. In works by Kumar et al.

[214], Rama Krishnan et al. [215], and Mercan et al. [216], the classifying performance

of the LBP features are inspected together with deep features, higher order spectra

features and colour histogram features respectively. Various types of wavelet transforms

were tried and tested in studies done by Lopez et al. [217] and Rama Krishnan et al.

[218, 219] with fractal dimension features on prostate biopsy and epithelium biopsy

images respectively.

The field of research into content-based image retrieval has also benefited from the advent

of more complex image textural features. The content-based image retrieval method

extracts descriptive information from large databases of digital images automatically

to ease the process of searching for relevant groups of images. Ramamurthy et al.

[220] utilises the GLCM features with k-means operation for a medical image retrieval

system, while SIFT descriptors were used in Zhang et al. [221] and Cruz-Roa et al.

[222] for constructing a visual dictionary of histopathological tissue image datasets.

Characteristic image signature generation based on wavelet decomposition coefficients

was proposed by Quellec et al. [223] to serve as an image content identifier. Lastly,

Zhang et al. [224] have also presented a framework for classification of cell images based

on SIFT features with weighted hashing algorithms.

The following subsections expand on the popular image textural features used in

computer vision applications.
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Grey Level Co-occurrence Matrix (GLCM)

GLCM is a method that examines texture by statistically modelling how often a

specific grey-level intensity occurs in conjunction with another grey-level intensity in

consideration of their spatial relationship. It calculates the frequency of occurrence

for a pair of pixels over a specified spatial relationship with the quantised grey-level

intensity of values i and j respectively. This spatial relationship can be between two

adjacent pixels or two pixels at a specified offset distance in the horizontal, diagonal or

vertical direction. The frequencies of occurrence of these pixel pairs are recorded in

a matrix known as the GLCM. From this matrix, various second order statistics can

be extracted such as the entropy, contrast, correlation, energy and homogeneity. The

GLCM with an offset of one pixel, as an example, would investigate the relationship

between a reference pixel and its immediate neighbour on the right. A GLCM tallies

the frequency of occurrence for the reference and neighbouring pixel value combination

pair. As a simple example, an image with four quantised intensity levels is shown in

Figure 2.5.

One of the major characteristics of GLCM is its reliance on a predefined sampling

window and the rigid sampling regime. The suitability of GLCM in non-rigid cell

structures recognition has not been tested.

Neighbour pixel 

value 
0 1 2 3

Reference pixel 

value 

0 1 1 0 1

1 1 1 2 1

2 2 0 0 1

3 0 1 0 0

0 0 1 3

1 2 0 3

1 1 2 0

2 3 1 0

Figure 2.5 Illustration of the GLCM calculation process from a 4×4 image window.
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Local Binary Patterns (LBP)

The LBP is an effective texture descriptor involving simple computation and is invariant

to greyscale monotonic transformations and image rotation. This method works at

the pixel level in a circular manner. Thus, it can reveal local micro-patterns such as

edges, flat areas and spots in the texture image. The LBP feature has been proven to

be suitable for describing medical images [225].

The LBP texture operator first establishes the circularly symmetric neighbourhood

around the centre pixel of interest by defining the radius of neighbourhood in terms

of pixel number. This radius is typically small as the correlation between pixels

diminishes with distance. Next, the greyscale values of the pixels in the neighbourhood

gp(p = 0, ...,P −1) are subtracted from that of the centre pixel gc to find the signs of their

differences. By taking the signed differences, the texture descriptor achieves invariance

towards shifts in global greyscale levels in the image. Each of the sign s(gp − gc) is

then assigned a binomial factor 2p before being summed to produce a unique LBPP,R

number for the local texture region. This process is repeated for the whole image to

produce a frequency histogram for the occurrence of the different LBPP,R numbers

obtained, which becomes the descriptor for a classifier.

For instance, the 3×3 neighbourhood of a pixel can look as in Figure 2.6. Upon

comparing against the centre pixel in a clockwise manner, the signed differences would

produce a binary matrix which can be converted into a binary number starting from the

top left pixel value. This operation is then repeated across the entire image to produce

a frequency histogram.

An improved version of the algorithm takes into consideration the much higher occurrence

frequency of certain patterns over the others, which are termed ’uniform’ patterns. This

results in a reduction in size of the LBP ri
P,R number set, thereby producing a higher

discriminating power from the histogram of the LBP ri
P,R number occurrence frequency
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3 4 6 0 0 1

9 5 4  1 C 0 Binary: 00100101

2 5 1 0 1 0 Decimal: 37

Figure 2.6 The generation of the LBP value from a 3×3 image window.

as a textural feature. LBP has the same limitation as GLCM in the rigidity of the

sampling scheme.

Scale-Invariant Feature Transform (SIFT) family

SIFT is a local feature descriptor that is, as its name implies, invariant to scale changes

in the image features as well as orientation and illumination changes. This method is

based on the extraction of a set of keypoint features in a reference image to be compared

and matched to input image features. The SIFT feature vector generated for each

keypoint consists of information from the orientation histogram that describes the local

region of the keypoint. Mapping the gradient orientations in the context of medical

images has shown to be effective for object/structure detection [226]. However, the

keypoint mapping of SIFT works better on rigid objects. Non-rigid transformation or

variable appearance of cell structures presents a big challenge to SIFT features.

There are four main steps to the SIFT feature generation algorithm. Firstly, the

keypoints of the image are determined as local extrema in the different possible scale

spaces of the image to attain scale invariance. The scale-space filtering is carried out by

a difference of Gaussian operation, which is a type of multiresolution filtering method.

The next step pinpoints the exact locations of these keypoints and eliminates the low

contrast and false keypoints. The third step attributes the rotational invariance property

to each keypoint by assigning an orientation to them based on local image gradient
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directions. It is achieved by building an orientation histogram in the neighbourhood

of the keypoint and identifying the peaks in the resulting histogram. The final step

computes a distinctive keypoint descriptor by creating orientation histograms in a

16×16 neighbourhood around the keypoint to generate a vector. This produces the

final 128-element SIFT feature vector. Speeded-Up Robust Features (SURF) is a faster

version of SIFT which implements scale-space filtering by box filters of different sizes

and makes use of the Hessian matrix to determine points of interest.

Histogram of Oriented Gradients (HOG)

Similar to SIFT features, the HOG method computes the occurrences of gradient

orientations in local regions in the image. However, the HOG method calculates the

gradient orientation across the entire image instead of certain keypoints by dividing the

image into small connected patches termed cells. The gradient in the image is calculated

by filtering the image with the [−1 0 1 ] and [−1 0 1 ]T kernels. This step produces the

horizontal and vertical gradients respectively. This is followed by the creation of cell

histograms of the gradient orientations for histogram channels spread between 0 and 180

degrees. Through this step, the dominant gradient orientation in the local region can be

determined. To achieve illumination invariance, the histograms are normalised in blocks,

which are groups of cells. The final HOG feature vector is then the concatenation of

the normalised cell histograms from all the blocks in the image. HOG statistics has

been shown to work very well for rigid objects. The statistical model of HOG required

to describe non-rigid objects is expected to be complicated.

Multiresolution filters

Inspired by the way the human vision system works, multiresolution texture analysis

models are finding reasonably good performance in image classification. One of the
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most common method for multiresolution image analysis is the convolution of an image

with a bank of filters with tuned parameters to produce multiple versions of the image

at different scales. Popular filtering methods include the wavelet transform, the Gabor

transform, the Gaussian and Laplacian transforms.

Wavelet transform is carried out by using two different types of filters, namely the

low-pass and the high-pass filters. Each filter bank (consisting of a low-pass and a

high-pass filter) is then down sampled at a half rate of the previous frequency so as

to produce images at lower resolutions. The resulting sub-images are low-low (LL),

low-high (LH), high-low (HL) and high-high (HH), corresponding to the filtering on the

rows and columns of the original image. Subsequent subsampling would be made on

the LL image, as shown in Figure 2.7.

Gabor filters are a type of band-pass filter which is defined mathematically as the

product of a Gaussian kernel and a complex sinusoid. The Gabor filter is claimed

to mimic the mammalian visual cortex cells and has thus been used extensively in

image recognition applications. The Gabor filter bank is typically made up of a set of

LL 2 HL 2

HL 1

LH 2 HH 2

LH 1 HH 1

Figure 2.7 Illustration of the wavelet level image decomposition applied on a sample renal
biopsy image.
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Gabor filters with different orientations and spatial frequencies to explore the multiscale

properties in an image.

Similarly, Gaussian and Laplacian filters convolve the image with a Gaussian and

Laplace function to produce a version of the image at a different frequency or lower

resolution. When the image is iteratively filtered to lower resolutions, the collective

images at different scales form a multiresolution pyramid, as illustrated in Figure 2.8.

On the other hand, the Laplacian of Gaussian extracts the image texture information by

convolving the image with a Gaussian kernel to produce a representation at a specific

scale space before applying a Laplacian operator on it. In this case, the Laplacian

operator is used to detect maxima and minima in the scale space.

2.3.6 Geometrical features and shape descriptors

The geometrical shape of objects or structures in the medical images is vital information

for segmentation. It is typically included as one of the initial steps in the segmentation

procedure to determine the approximate shape of the region of interest. Additionally,

the morphological statistics obtained from the images is also useful in the classification

of tissue sections or the severity of deterioration in tissue samples.

1/4 resolution image

1/2 resolution image

Original resolution image

Figure 2.8 An example of the multiresolution pyramid for a renal biopsy image.
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Prior to the extraction of geometrical features, the objects of interest (usually cells) has to

be segmented by other means, such as thresholding or edge detection. These objects are

then inspected for their morphology to be quantified as part of the classification feature.

In the papers [227–229], the properties of cell structures were quantified explicitly.

Examples of cell morphological features are cell area, height, width, nuclear size, density

and shape. Aside from cellular geometry, blood vessels are also a common structure to

have their spatial features examined due to their ubiquity in histopathological images.

Cooper et al. [230] and Nedzved et al. [231] presented morphological descriptions

such as centroid location, size, eccentricity of the objects of interest to describe the

characteristics of the tissue sample. Another study by Kwak et al. [232] also obtained

geometrical properties of H&E-stained histology images that describe the cell, lumen

and general tissue structure to be segmented.

In the context of this research, the size and spatial arrangements of the tissue structures

are useful for generalising their characteristics to be subsequently identified and extracted.

For example, in the segmentation of renal tubular structures, the thickness and size

information of extracted red structures are criteria in the structure validation procedure.

However, this feature has to be treated with caution as the geometry of organic cells

and structures are inherently highly variable and thus must be complemented by other

features.

2.3.7 Graph-based features

Graph-based image features are quantitative descriptors, usually graph-based statistics,

that describe the spatial distribution of structures in an image, especially the tissue

architecture in medical image datasets. In histopathological images, the density and

distribution of the cells or tissue structures provide crucial information to the pathologists

regarding the state of tissue health. Graph-based features map the relationship of the
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distance between cells of interest in a quantifiable way that facilitates the inference

on the architecture makeup of the tissue sample. Hence, graph-based features are also

termed architectural features.

The commonly used graph-based image features are the Voronoi Diagram and Delaunay

Triangulation. The Voronoi Diagram partitions the data point space into segments

based on the bisection of any two points, while the Delaunay Triangulation forms

triangles from any three non-collinear points in the data point space. Sharma et al.

[233] gives a detailed review on the types of graph-based methods and their use in

histopathological image analysis. The architectural features are used in H&E stained

breast biopsy tissue images in papers [234, 235] to map the arrangement of cells in

the tissue samples. A similar research on breast cancer histopathological images by

Basavanhally et al. [236] utilises additional architectural features associated with

Delaunay graph in conjunction with a multi-field-of-view classifier to extract features

at various field-of-views. Examples of these associated architectural features include

minimum spanning tree, nearest neighbour, and relative neighbourhood graph. Studies

by Lopez et al. [237] and Guillaud et al. [238] have also used graph-based features in

combination with tissue structure morphological features to improve the estimation of

cell organisation and distribution in the histopathological images.

A main disadvantage of graph-based techniques is its high computational complexity,

which may not be justified for a similar performance by simpler methods of segmentation

such as thresholding and geometrical segmentation algorithms. In addition, the number

and location of cell substructures change from one sample to another. This poses big

challenges to the construction of graph model that is robust and useable across different

samples. In the case of renal tissue structures, although graph-based features can

potentially provide good descriptions of the tissue architectures, the trade-off lies in the

computational power required for the analysis of a high volume of digital image data.
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2.4 Classification techniques

With the extraction of identifying features performed on the image of interest, the

classification step can be carried out using several types of machine learning algorithms.

The type of classifier chosen is typically based on the operational requirements and

constrains imposed by the application. Table 2.1 gives a brief overview on the common

classifier types used in CAD systems.

Of the classifiers introduced here, only decision tree, SVM, and ANN (specifically

convolutional neural network) are used in this investigation. Decision trees are able

to provide insights to the decision-making process for classification, which is valuable

information in medical diagnoses. This is contrasted against the ANN, which is able to

achieve competitive classification performance but unable to offer a clear reasoning to

its classification. LDA is a special case of ADTree to be introduced in Table 2.1.

Table 2.1 A summary of various classifiers employed in medical imaging and diagnosis appli-
cations.

Classifier Description

Linear Discriminant

Analysis (LDA) [239]

A supervised approach for classification that finds a linear

combination of features that separates two or more classes of

objects or events. It is a traditional statistical classification

method that is derived through the optimality principle. The

availability of efficient numerical linear algebra packages made

the implementation extremely efficient and simple. It works

very well on a class of data that is termed linearly separable.

However, LDA is less successful in non-linear dataset with

complex topology.
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Decision tree [240] A graphical model that splits the training data into branches

until it ends in a terminal node, which contains a final class

prediction. The splitting heuristic is based on thresholding of

individual or multiple features towards achieving homogeneity

in the class label. This method provides a comprehensible

visualisation of the decision rules made in achieving the clas-

sification, but the accuracy of the model depends heavily on

the design of the tree. This is because the reliability of the

decision tree relies on the optimal parameters fed into it.

Sparse Alternating

Decision tree

(Sparse ADTree) [241]

Sparse ADTree is a classifier that generates a classification

model of the training data by simultaneously producing a

sparse feature vector using Elastic Net regularisation [241].

In other words, the weight corresponding to each element in

the feature vector is updated to reflect its importance in the

modelling of the classification model [242]. Since the Sparse

ADTree has been proven to achieve high performance with

highly correlated features, it is the chosen method for feature

selection and classification in this study. One characteristic

feature of the Elastic Net regularisation is that it allows the

weight of an element to be zero. Therefore, these feature

elements with zero coefficient are effectively removed from the

formulation of the classification model’s decision nodes.
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The Sparse ADTree employs the Sparse Linear Discriminant

Analysis for the purpose of performing feature selection and

classification concurrently. The LDA algorithm employs op-

timal scoring to cast the classification task as a regression

problem by turning the class label from a categorical element

into a quantitative element, Y . The algorithm iteratively

minimises the residual or least squares difference between the

Y θ and Xβ (where X is the dataset matrix, θ is the optimal

score vector, and β is the discriminant vector) in search of

a linear regression model that best approximates the desired

output.

minimise∥Y Θ−Xβ∥2 (2.1)

The Elastic Net regularisation is introduced to the LDA algo-

rithm to induce sparsity in the feature space by the addition

of the Lasso penalty term λ1 ∥β∥2 and the Ridge penalty term

λ2 ∥β∥1. The optimal score vector θ and discriminant vector

β are optimised through an iterative algorithm of alternat-

ing between fixing one parameter while solving for the other

parameter until convergence.

minimise∥Y Θ−Xβ∥2 +λ1 ∥β∥2 +λ2 ∥β∥1 (2.2)
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The LARSEN (Least Angle Regression for Elastic Net) algo-

rithm used in solving for the β in the iteration produces a

series of β solutions for different numbers of features, start-

ing from zero to the entire feature vector length, which is

also termed the regularisation path. This allows the optimal

sparsity of the feature set to be determined based on the

model selection criteria. In the case of the Sparse ADTree, the

cross-validation generalisation was the chosen model selection

criterion. The classification features are assessed in terms of

the sparse feature length and their respective classification

accuracy.

Regularised

Logistic ADTree

(rLADTree) [243]

Similar to the Sparse ADTree, the rLADTree is a multivariate

ADTree which performs learning by incorporating boosting

cycles in its algorithm. However, the rLADTree induces a

multivariate ADTree through the use of the boosting tech-

nique called LogitBoost instead of sparse LDA. LogitBoost

is a boosting algorithm that utilises a linear combination of

regression models to produce an estimate of the log-odds ratio

between positive and negative class posteriors. A weighted

least squares regression problem is solved in each boosting

cycle of LogitBoost, where the regression model used is limited

to be of a linear type. At the end of every boosting cycle,

the regression values for all training samples are updated to

produce a new probability estimation for each sample. Classi-

fication using the rLADTree is carried out by taking the sign

of the summation of the resulting regression function.
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k-Nearest Neighbour

(kNN) [244]

An example-based learning method that assigns the output

class of an object to the most common class among its k near-

est neighbours. It is one of the simplest machine learning

algorithm and requires a good choice of the k value in order to

reduce the adverse effect introduced by noisy data. However,

the downside of this method lies in the fact that the classifica-

tion is based purely on existing instances of data, therefore the

presence of noise or irrelevant features can severely degrade

the quality of kNN classification.

Support Vector

Machine (SVM) [245]

A classification method that maps the features into a high

dimensional space to search for a hyperplane that optimally

separates the training datapoints into the corresponding two

categories. SVM can achieve a good repeatable classification re-

sult similar to LDA for linear datasets. On non-linear datasets,

the “kernel trick” can be used to implicitly map the input

onto high-dimensional feature spaces, converting nonlinear

problem into a linear one. The prerequisite to the success of

this supervised learning method is the availability of labelled

training data and the setting up of optimal kernel parameters.

These requirements are sometimes costly and time consuming,

which is one of the disadvantages of the SVM.
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The most popular SVM kernel functions used are the lin-

ear, polynomial, and Gaussian (or radial basis function) ker-

nels. Given an identically independent distributed training

set {xi,yi}, where xi ∈ Rd,yi ∈ {−1,1}, i = 1, ...,n. In the

case of a non-linear dataset, the kernel function maps the

input samples onto a feature space to obtain a linearly separa-

ble training set. The problem can be converted to the max-

imisation of a dual optimisation problem,W (α) =∑n
i=1 αi −

1
2
∑n

i=1
∑n

j=1 αiyiαjyjK(xi,yi), subject to ∑n
i=1 αiyi = 0,αi ∈

[0,C] for i ∈ [1,n]. Here, the K(xi,yi) represents the kernel

function.

The frequently used SVM kernels are:

1. Linear kernel: K(xi,yi) = (xi ·yi)

2. Polynomial kernel: K(xi,yi) = (xi · yi + 1)p, where p is

the degree of the polynomial

3. Gaussian (radial basis function) kernel: K(xi,yi) =

exp(−∥xi−yi∥2

2σ2 )
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Artificial Neural

Network (ANN) [246]

Inspired by biological neural networks, this algorithm is a

collection of interconnected units called nodes that computes

their output as a non-linear function of the sum of its inputs.

These nodes change their parameters or weights dynamically

as the information passes from the input to the output. This

method is robust and requires no labelled data. However,

it is unrepeatable and demands a long training time. ANN

does not lead to transparent decision-making rules in stark

contrast to other algorithms mentioned above which make use

of mathematical abstractions.

2.5 Other Methods

Some methods reported in the literature do not strictly conform to the workflow

shown in Figure 2.2. Most of these methods do not have clear feature generation and

classification stages. The features are either not needed or will be generated internally

as a side-product of classification. This section will briefly review the most popular

methods among these alternatives.

2.5.1 Clustering

Clustering works by grouping similar image pixels or data points by a certain set of

similarity criteria in order to identify objects of interest. These similarity criteria are

defined in terms of the distance between points in the feature space of interest, such as

the greyscale intensity or colour space component intensities of an image [247]. This

method is an unsupervised segmentation task as it attempts to classify unlabelled data
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into clusters through a number of iterations [248]. In each iteration, the algorithm

clusters the data in a manner which maximises the decision boundary between the

different groups. The performance of clustering algorithms is mainly dictated by the

goodness of the initialising parameters and the stopping criterion [249]. It is at risk

of falsely converging onto a local minimum, depending on the initialising values and

distribution of data. Additionally, this method also requires a predetermined knowledge

on the number of cluster, which might be unknown in most cases [250]. However,

an advantage of clustering algorithms is its high computational speed [251]. Hence,

depending on the application and robustness required of the task, different variants of

the clustering algorithms can be selected from to suit the need. The different variants

of clustering algorithms include k-means, C-means, fuzzy C-means, and EM algorithm

[252]. The k-means is chosen in this thesis for its simplicity and robustness to find

homogeneous regions in the images.

2.5.2 Deformable model fitting

Deformable models are template shapes or contours that are gradually distorted and

fitted towards outlining the boundaries or edges of an object of interest [253]. The

template shapes used are the approximate outlines of the object to be segmented. This

fitting operation is based on the minimisation of energy in the shape model [254]. In

other words, there are two opposing forces at work which slowly moulds the shape

into the actual object outline [255]. These two forces are the internal energy which

tries to retain the smoothness of the original template shape and resist changes to the

original shape, while the external image energy drives the shape towards the object

boundary. The introduction of a closed parametric curve or shape as an initialising

shape allows the direct segmentation of the object outline with minimal effect from any

image noise. Its performance is, however, still subject to the accuracy of the initial

location and shape of the model chosen by the user [256]. Since the kidney tissue
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structures are subject to high variation in their appearances (the largely varying shapes

of renal tubules in Figure 2.4(a) of Chapter 2.3.3, for example), a deformable model

was not selected to be included in the segmentation algorithm.

2.5.3 Markov random field models

The Markov random field is a type of undirected graphical model capable of modelling

the relationship between a pixel and its neighbouring pixels [257]. By learning the

spatial correlation between pixels, it produces a statistically rigorous model that is

incredible robust against imaging noise. The Markov random field specifies the local

characteristics of the image by modelling the probability of a pixel values based on its

neighbourhood [258]. For an image segmentation task, the process is carried out by

finding the maximum a posteriori estimation of the expected pixel values [259]. This

would result in a prediction model of the segmentation class for the target pixel. An

advantage of the Markov random field lies in the fact that it can adopt constraints on the

system modelling to account for interactions between pixels in the image by integrating

an a priori probability into its equation. However, the parameter estimations for the

strength of spatial interactions between pixels has to be carefully chosen for maximising

performance [260]. In a complex image like the kidney biopsy image which consists of

large amounts of irregularities, the Markov random field model required may be too

complex to fine tune.

2.5.4 Deep neural networks

The older generation of ANN classifier generally follow the workflow shown in Figure

2.2. However, there are recent developments of ANN that follow a completely different

workflow and were given the name of Deep Neural Network. The ANN approach

tackles the segmentation problem by deriving general classification rules using multiple
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networks of processing nodes that work in parallel [261]. A deep neural network

requires a typically large training image dataset and demands a long training time

[252]. However, once trained, the classification process is relatively quick. Deep neural

networks model the target system by performing transformations over several layers of

interconnected neurons (computation nodes) from the input to the output, each node

with its own assigned weight. The interconnectivity of nodes between the layers allows

high flexibility in the modelling of non-linear systems, which is an attractive trait for

classification tasks [262]. In the domain of image segmentation, neural networks can be

used to classify pixels into object groups based on the training image dataset provided

[263, 264].

One of the most popular deep neural network architecture is the convolutional neural

network (CNN). While basic ANNs have fully connected layers, CNN uses convolutional

kernels and pooling layers to reduce the number of parameters, thus speeding up the

learning process. The architecture of CNN is very similar to the signalling pathway

of mammalian visual cortex, hence many believe that CNN has sufficient information

processing capability to solve most visual recognition problems. The most important

prerequisite to a good generalisation by CNN is the availability of a large-scale labelled

dataset to avoid over-fitting [265]. In the medical setting, the main difficulty is presented

not only in the availability of the image data, but also in the acquisition of the relevant

annotations for these images by experts. Thus, in small datasets with limited amount of

training data, handcrafted features are often the more ideal choice for use in classification

[266]. Furthermore, it has also been revealed that the distinguishing criterion for training

a successful neural network is not in the architecture design itself, but the expert opinion

on the type of information or data to feed into the network (such as an additional

pre-processing stage or data augmentation) [267]. In other words, the success of CNN

still rests heavily on the explication of expert knowledge, and a high performing CNN

does not necessarily provide insight to how the data is generalised. Hence, this thesis
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investigates the suitability of CNN features in the classification task of glomerulus

structure identification in contrast with other handcrafted features.

2.6 Glomerulus segmentation methods

The glomerulus is a distinguishing structure in the kidney responsible for the filtering

of excess water and metabolic waste products from the blood. Pathologists examine

the structure of the glomerulus as well as other disease indicators, such as IF, when

examining a kidney biopsy sample as an indicator to the kidney’s state of health.

Glomerulus structure segmentation is an important process in the computer-aided

diagnosis of the amount of IF present in the biopsy sample [268]. The automatic

identification and segmentation of glomerulus structures in biopsy images remain a

challenging task in the literature due largely to the structure’s morphological changes

in diseased states and its varying appearance depending on the biopsy slice orientation.

The glomerulus structure and its segmentation method are described in Chapter 4.1.

The reader is referred to Figure 4.2 for an introduction to the structure’s appearance.

Yamada et al. [269] proposed a dynamic programming application to detect the

glomerulus locations in kidney microscopic images. Dynamic programming is a model

matching method which requires a predetermined polygonal model for the contour

of the glomerulus. Similarly, the paper by Maree et al. [137] employs the bioimage

analysis platform named Icy which also performs detection based on the elliptical-shape

assumption of the glomeruli. Building on the shape assumption, the paper by Zhao et

al. [270] has specified three empirically-determined descriptors for the typical Bowman’s

capsule. These morphological descriptors are the aspect ratio, solidity, and circularity

of candidate objects matching the characteristic colour of the glomerulus after biopsy

staining. The work by Kotyk et al. [271] employs the same morphological descriptors

for glomerulus detection while a convex hull fitting step was introduced to refine and
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establish the boundary of the Bowman’s capsule. The performance of these methods,

with their focus on the contour of the glomerulus as the basis of detection, are heavily

dependent on the goodness of appearance of the Bowman’s capsule. The elliptical

assumption on the shape of the glomerulus has been tested and held true in much of the

research work in the literature. Therefore, this work also incorporates this assumption

into the segmentation of the glomerulus structure.

Zhang et al. [272, 273] attempted to overcome the staining variation problem by

detecting the edges of the Bowman’s capsule instead of its colour. Genetic algorithm

was proposed to search for the optimal spline-fitting curve that defines the glomerulus

boundary. Further improvements of the algorithm were also proposed by incorporating

the watershed transform [274], wavelet transform [275], and the self-organising feature

map neural network [276]. The purpose of the self-organising feature map is to perform

colour clustering on the biopsy image for the segregation of the region of interest from

the background. On the other hand, Pedraza et al. [277] achieved a high accuracy

performance by using a pre-trained CNN model on the task of classification between

glomerulus and non-glomerulus images.

Meanwhile, Kamenetsky et al. [278] proposed a split and merge method with a check

on the grey level homogeneity of the local region to segment the glomerular basement

membrane area. The work assumes that the basement membrane region is a relatively

homogeneous region compared to its background. Ginley et al. [279] utilised Gabor

filtering on a Gaussian blurred greyscale image of the glomerular tissue image to

approximate the location of the glomerulus. The boundary of the glomerulus is then

refined by combining statistical F-testing and a distance transform from the centre of

the image. On the other hand, the HOG was introduced as the feature used to train

the glomerulus detection classifier in the paper by Hirohashi et al. [280], while Kato et

al. [281] proposed an improved version called the Segmental HOG descriptor which is

based on the computation of boundary likeliness on the estimated glomerulus boundary.
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In contrast, a combination of features including the HOG, 3D colour histograms, means

and standard deviations of the RGB colour channels, and mean grey values of the image

was presented by Gadermayr et al. [282] as the classifier training data. Inspired by

these approaches, a new feature descriptor for image classification is proposed in this

thesis to be applied in glomerulus detection.

2.7 Existing interstitial fibrosis quantification systems

Computer-aided diagnosis of fibrosis is not only possible for the kidney. Automatic

quantification of fibrosis in other organs requires the consideration of structures specific

to the organ in the development of the computer-assisted quantification framework.

In the inspection of myocardial biopsy samples, Daunoravicius et al. [283] proposed a

colocalization algorithm on MT-stained samples to distinguish features for training a

fibrosis-detecting classifier. Also, an ImageJ macro software was developed by Hadi et

al. [136] to quantify myocardial fibrosis in Picosirius red-stained slides using a pre-set

colour threshold. These systems employ stereology to estimate the three-dimensional

geometry of the heart. Besides the heart, fibrosis quantification is also relevant in

monitoring the presence and progression of lung diseases. Marten et al. [284] presented

a quantification software based on a region-growing method and watershed transform.

Taylor et al. [285] utilised Laser Scanning Confocal Microscopy to obtain an intensity

image of the lung biopsy that can be subsequently thresholded for extracting fibrotic

region.

However, perhaps the most extensive research into automated fibrosis quantification

by image analysis, with the most number of commercially available products, is done

on liver biopsy images. In [286], Masseroli et al. proposed an application named

FibroQuant which performs a very similar fibrotic area extraction method to that

used in [287]. The difference is in the segmentation of structures specific to the liver,
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such as the portal-periportal and septal area, which are extracted interactively by the

user. Another proposed quantification system for liver fibrosis is the CellProfiler by

Sant’Anna et al. [288]. The system segments the Goldner’s MT-stained fibrotic region

by performing operations on the RGB colour components of the digital biopsy image.

A user input of the typical diameter of the object to be segmented is required for the

system to gauge the scale of the digital images. Similarly, Meejaroen et al. [289] have

also exploited the colour information presented by the trichrome stain by creating a

Bayesian classifier to segment fibrosis pixels in RGB liver biopsy images. Unfortunately,

the algorithms for fibrosis quantification in other organs cannot be directly used for

kidney tissue analysis as their tissue structures are vastly different. Hence, a separate

set of rules and techniques are developed for kidney biopsy sample inspection.

2.8 Renal interstitial fibrosis quantification systems

In general, there exist several proposed methods for automated computerised image

analysis in quantifying fibrosis in a biopsy specimen. Much of the research in this area

is based on the premise of point counting of fibrotic region in stained biopsy samples.

In other words, the total fibrotic area is calculated as a percentage of the whole biopsy

tissue sample. For example, Masseroli et al. [286] performed automatic extraction and

quantification of renal fibrosis area on Sirius red-stained biopsy samples by using an

automatic threshold and morphologic filtering method to detect the fibrotic region. The

stained fibrosis area was segmented by a global thresholding method from Kurita et al.

[290] to produce a binary image for subsequent classification of features based on their

shape and size. Similarly, Servais et al. [291] also presented an automatic quantification

method that extracts the green-coloured region of trichrome-stained renal biopsies,

which is the colour indicative of IF for the stain. On the other hand, Moreso et al. [292]

employed a texture analysis method instead of attempting to segment tubulointerstitial
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structures in quantifying renal damage. This decision stems from the claim that the

similarity between the brightness of the features to be extracted and the background

will cause a loss of information in segmentation.

Yet, a higher accuracy of IF quantification cannot be achieved without positive identifica-

tion of the segmented structures or regions of interest. This approach has been adopted

by Klapczynski et al. [293] in rat renal tissue specimens, while a more comprehensive

system for identifying human kidney structures was presented by Meas-Yedid et al. [15].

The physiology of the rat renal tissue is a good model for the study of human kidney

tissues, but it is still no substitute for actual human renal tissues. The quantification

system presented by Meas-Yedid et al. proposed to segment the green colour of the

trichrome staining in renal biopsy images by performing colour clustering in a self-

defined I1H2H3 colour space. Since the IF structure is not the sole structure stained

green by trichrome stain, the system proceeded to remove other non-IF structures such

as the renal capsule, basement membrane, glomeruli, and blood vessels. However, there

are three main shortfalls in the system. The first being its segmentation based on

the premise of green pixel detection is highly subject to stain quality and sample age,

as the green colour contrast fades significantly with age compared to the red colour.

Secondly, pathologist feedback suggested that the quantification for interstitial fibrotic

area is not limited to only blue-green regions, following certain assumptions in the tissue

structure. The justification for these assumptions is introduced and explored in Chapter

1.1. Lastly, the system does not incorporate the segmentation of healthy glomeruli,

of which signs of kidney failure can also manifest in the form of degradation in the

glomerulus structure. This degradation, termed glomerulosclerosis, is routinely checked

for by pathologists in their diagnosis for chronic kidney diseases. Segmentation of the

glomerulus structure is thus a useful additional information to be extracted from renal

biopsies. Therefore, this research proposes a comprehensive computerised quantification

framework for renal IF in stained biopsy images that addresses these shortcomings.



Chapter 3

Knowledge-based Renal Interstitial

Fibrosis Quantification

This chapter explores and defines the anatomical information obtainable from the biopsy

tissue image dataset used in this research. The focus is placed on the selection of the

optimum method for IF quantification based on a literature review of the relevant

field of medical image segmentation (Chapter 2). A majority of the research employed

a structure segmentation algorithm based on the colour information extracted from

chemically-stained biopsy images. Therefore, an investigation into the various colour

spaces was conducted in an effort to maximise the amount of information extractable

from the colour biopsy images. The information derived from the biopsy image in

turn allowed the kidney tissue structures present in the biopsy to be inferred, and

subsequently segmented for quantification.

Furnished with the results from the preliminary investigation on the best approach for

tissue structure segmentation, the detection and extraction steps for each of the kidney

tissue structures were then derived individually. The accuracy of the quantification was

statistically analysed and compared against the image dataset with annotated ground
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truth. Its performance was also compared against the quantification performed by

a group of trained pathologists in order to provide a direct correlation to the actual

practice in the diagnostic process.

3.1 An investigation into colour segmentation

As can be observed from Figure 3.1, the MT-stained biopsy slides are clearly presented

in three colours, namely blue-green, red and white. The tissue’s collagen structures

(fibrosis) appear blue-green, the keratin and muscle fibres (tubules and artery walls) are

stained red, while the cellular fluid spaces appear white. A simple and well-explored

method of quantifying the fibrosis region is by counting the number of blue-green-

coloured pixels in the biopsy tissue. Papers [6, 136, 288] are examples of studies

exploiting the colour information in the biopsy images for segmentation of fibrosis.

However, it has been observed from the digital biopsy image acquisition process that

the variation in MT stain concentration and the age of the biopsy sample influence

the contrast between the three colours in the stained biopsy sample. This is especially

(a) (b)

Figure 3.1 A comparison of the colour contrast of the stained specimen in (a) a freshly stained
biopsy sample, and (b) an older biopsy sample. Notice the loss of contrast, especially between
the blue-green stained region and the white background.
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evident in the fading of the blue-green colour into the white background, causing a

loss of information from the image, as demonstrated in Figure 3.1. In an attempt to

recover the colour information loss, an investigation on the effect of several colour space

transformations is conducted, with the algorithm shown in Figure 3.2.

Input Image

Image pre-processing, 
Tissue region segmentation

Colour space transformations

RGB    : G, B
YCbCr : Y, Cb
Lab      : L, a

RGB    : R, G, B
YCbCr : Y, Cb, Cr
Lab      : L, a, b

Thresholding Cluster ing

Perform Otsu's 
multiple thresholding 

(2 thresholds)

Perform k-means 
clustering

(k = 3)

Determine the threshold/cluster 
group that corresponds to the 

blue-green fibrotic region

Quantify the pixels falling 
under the fibrotic region group

Interstitial fibrosis 
percentage

Figure 3.2 The algorithm for the investigation of the effect of different colour spaces on IF
segmentation by colour information.



66 Knowledge-based Renal Interstitial Fibrosis Quantification

The colour images of biopsy samples are conventionally processed in the RGB colour

space. However, in computer vision applications, a colour image can be represented in

several different colour spaces [294]. A colour space is effectively the description of the

range of colours that can be reproduced in an image. Depending on the application,

digital images can be transformed between different colour spaces to maximise its

efficiency in the later stages of processing. A major weakness of the RGB colour model

is its inability to separate the luminance (or brightness) and chrominance (colour)

components, making it a poor choice for colour analysis and colour-based recognition

[141].

To overcome this weakness, the use of the YCbCr, CIE Lab, and HSI colour spaces

is investigated in this study. These colour spaces interpret colour by separating the

chroma component (colour) from the luma component (brightness) in an image, thus

providing the means to identify the difference in colours present in the image in a more

consistent manner. Table 3.1 summarises the brightness and colour components of these

colour spaces.

The YCbCr colour space is a colour image encoding that allows for reduced bandwidth

in chrominance components compared to the luminance component. This is justified by

the fact that the human vision is significantly more sensitive to changes in brightness

rather than colour. It is widely used in video and digital photography systems. The

transformation from the RGB to YCbCr colour space is given by Equations (3.1—3.3)

[295].

The CIE Lab colour space was proposed by the Commission Internationale de l’Eclairage

as a colour-opponent space that is designed to approximate human vision. It includes

all colours of the RGB colour model, exceeding even those perceivable by human. The

transformation from the RGB to the CIE XYZ colour coordinates is expressed in

Equation (3.4) [296]. Dimensions for the Lab colour space include lightness L* and two

colour-opponent dimensions a* and b* that represent the red/green and the yellow/blue
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opponent colours respectively, as derived in Equations (3.5—3.7) [296]. Lab colour space

is device independent and covers an infinite possible subset of colour representations.

Thus it is often used as an interchange format between different devices using different

colour spaces.

The HSI colour space models the RGB colour space more intuitively using a cylindrical-

coordinate system, as presented in Equations (3.8—3.11) [176]. Information corre-

sponding to the colour aspect of the image is expressed by the hue (H ) and saturation

(S) values. They form the circular surface of the cylinder while the intensity (I ) is

represented by the height of the cylinder. H describes the basic colour that appears in

the image (red, blue, purple, etc.) while S represents the degree of difference between

colour and grey.

Table 3.1 The brightness and chrominance components of the colour spaces investigated.

Colour Space Transformation Equations from RGB Colour Space

YCbCr

Y ′ = 16+ 65.739×R

256 + 129.057×G

256 + 25.064×B

256 (3.1)

Luma

Component: Y’
Cb = 128− (37.945×R)

256 − (74.494×G)
256 + (112.439×B)

256 (3.2)

Chroma

Components:

Cb, Cr Cr = 128+ (112.439×R)
256 − (94.154×G)

256 − (18.285×B)
256 (3.3)
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CIE Lab 
X

Y

Z

=


0.607 0.174 0.200

0.299 0.587 0.114

0.000 0.066 1.116




R

G

B

 (3.4)

Luma

Component: L* L∗ = 116
(

3

√
Y

Yo

)
−16 (3.5)

Chroma

Components:

a*,b*

a∗ = 500
(

3

√
X

Xo
− 3

√
Y

Yo

)
(3.6)

b∗ = 200
(

3

√
Y

Yo
− 3

√
Z

Zo

)
(3.7)

HSI

H =


θ for B ≤ G

360°− θ for B > G
(3.8)

Luma

Component: I θ = cos−1

 0.5[(R −G)+(R −B)]√
([(R −G)2 +(R −B)(G−B)])

 (3.9)

Chroma

Components:

H,S

S = 1− 3
R +G+B

min(R,G,B) (3.10)
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I = R +G+B

3 (3.11)

The two methods compared in this part of the research for the extraction of fibrotic

regions are colour segmentation by thresholding and by colour clustering. For the

thresholding method, the colour space components involved are those that correlate

to the blue-green colour indicative of the fibrotic structure as stained by MT, namely

the G and B of the RGB colour space, Y’ and Cb of the YCbCr colour space, and L*

and a* of the CIE Lab colour space. For each of the colour space components, the

Otsu’s method [297] is employed to dynamically determine the suitable threshold value

in order to segregate the image pixels into three distinct groups reflecting the three

colours in the image. This allows the identification of the pixels of fibrotic regions in

the biopsy image. Two threshold values,t1,colour and t2,colour (where t1,colour < t2,colour )

are assigned to each of the colour space component to classify each image pixel into one

of the three groups based on their colour pixel values in the corresponding colour space.

The threshold group that corresponds to the colour of fibrosis structures is determined

based on the criteria specified in Table 3.2.

On the other hand, the colour segmentation based on colour clustering utilizes the

k-means clustering method [298] to identify blue-green coloured pixels which represent

the fibrotic region. The main limitations of k-means clustering, when compared to other

clustering algorithms such as mean shift clustering [299], is the selection of the number

of means, k. This number has to be carefully selected before the algorithm is run to

ensure the data is optimally partitioned. In this instance, the k value is set to three

to reflect the three main colours in the biopsy images. The selection of this k value is

justified by referring to the three principal colours (white empty spaces, red keratin or
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muscle structures, and blue-green fibrosis or collagen tissues) presented by a MT-stained

biopsy sample, as distinctly illustrated in Figure 1.1. Another point of concern is the

randomly selected initial means, as the k-means algorithm may converge to different

points in the data space based on the presence of local minimums. To minimise this

effect, the initial means are experimentally determined based on the average values

of each of the three main colours present in the MT-stained biopsy images. Upon

successful clustering of the colour pixel values into three clusters, the fibrotic region is

identified by the cluster mean value. Fibrosis pixels are those grouped to the cluster

with the second highest value for the luma component (Y’ and L* channels for YCbCr

and CIE Lab colour spaces respectively) or the second highest value for the B channel

of the RGB colour space.

Table 3.2 summarises the conditions for classifying image pixels in each of the colour

space investigated for both thresholding and clustering methods. Upon the identification

of pixels corresponding to the colour of fibrosis structure, the amount of these pixels is

calculated and expressed as a percentage of the total number of pixels of the biopsy

tissue region. The experiment comparing the accuracy of these two methods is explained

in Chapter 3.3.

Table 3.2 The criteria for classifying an image pixel as fibrosis structure in each colour space
for the colour thresholding method and colour clustering method.

Colour space
Fibrosis classifying criteria in each colour space

Thresholding Clustering

RGB t1,G < G < t2,G AND t1,B < B < t2,B B == B2

YCbCr Cb > t2,Cb, excluding Y ′ > t2,Y ′ Y ′ == Y ′
2

Lab a∗ < t1,a, excluding L∗ > t2,L L∗ == L∗
2
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3.2 Tissue structure identification and segmentation

3.2.1 Tubular structure segmentation

As noted in the previous section, the method of identifying the IF structure by its

blue-green colour presents a difficulty in poorly stained biopsy samples due to the

diminished contrast between the fibrosis colour and the white background. Hence, it

is proposed to employ a method of deduction in the identification of IF by expanding

the segmentation to include all structures of the kidney biopsy tissue. By extracting

all non-IF structures from the biopsy tissue area, the leftover areas must be the IF

structure. This decision stems from the observation that the contrast of red colour in

the biopsy images remained high in the range of biopsy images with staining and age

variations. Additionally, five out of eight of the structures in Table 1.1 appear in red.

Among these structures, the inflammatory cells are included in the quantification of

renal IF. Without the segmentation of all kidney tissue structures, the inflammatory

cell structures would be excluded and cause an inaccuracy in the quantification of

IF. Therefore, using just colour information may present a false target error in the

result. Additionally, discrepancies in the areas highlighted by the stains due to chemical

variations in the stain, human error and slide contamination are common.

The main structure present in the biopsy slides is the tubular structure. Tubule walls

are stained red by MT, and typically presented as a ring of red walls enclosing blank,

white region. The active shape model [300] is a useful statistical model for shapes of

objects. It iteratively deforms a general shape of the object to fit an instance of the

same object in another image. However, this method requires an initial assumption on

the shape of the object to be identified. Since the tubules can appear as a wide range

of shape and size, depending on the orientation at which the tubule section is cut, the

active shape model will not work efficiently on tubule segmentation.
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The proposed algorithm for the segmentation of tubular structures employs a hybrid-

colour space red pixel detector, and its flow is presented in Figure 3.3. This method

combines the effects of different colour space components that correlate with the intensity

of the colour red in the image. These include the Cr component of YCbCr and the a*

component of Lab. In addition, since the Cb component is a measure of the colour blue,

Input Image

Image pre-processing, 
Tissue region segmentation

Colour space transformations

YCbCr : Cb, Cr
Lab      : a
HSI   : S

Search for red pixels by 
a combination of colour 

space components

Perform connected 
components on red pixels

Segmentation of tubular 
structures by a size threshold

Binary mask of 
tubular structures

Figure 3.3 The steps taken in the derivation of the binary mask for tubular structures in the
biopsy images.
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the effect of including this component as a negating factor on the redness of a pixel is

also investigated. The saturation (S) component of the HSI colour space indicates the

‘colourfulness’ of the RGB image, therefore it is included to distinguish between red

and white pixels. The resultant red intensity image (Red) is calculated as

Cbinvert = 1−Cbintensity (3.12)

Cbthresh =



1 for Cbinvert > Otsu threshold

Cbinvert otherwise

(3.13)

Red = Crintensity ×a∗intensity ×saturation×Cbthresh (3.14)

It was observed that the hue variations in the redness of the stained biopsy image are

still present despite intensity normalisation. This results in variations in the average

redness across all images. Therefore, an Otsu threshold is employed to determine the

threshold value for Red in order to produce a binary mask of red pixel for the biopsy

image. Figure 3.4 illustrates the steps taken to produce the mask of red pixels.

An 8-connected components analysis is performed on the Red pixels image to acquire

size and shape information of the groups of red pixels in the image. In other words,

identified red pixels are grouped together if they are within the neighbourhood of each

other. The 8-neighbourhood is defined as N8(p) = {(x+1,y),(x−1,y),(x,y +1),(x,y −

1),(x + 1,y + 1),(x − 1,y − 1),(x + 1,y − 1),(x − 1,y + 1)}. The size of each of these

connected groups of pixels are then obtained from the connected component analysis

for the extraction of tubular structures. Tubular structures are defined as connected

red structures that are larger than 1000 pixels. This size threshold is the minimum size

of a tubular structure, as empirically determined by pathologists in this study. The

segmented regions are morphologically filled to extract white lumen spaces together with
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(a) (b) (c)

(d) (e)

Figure 3.4 The Red pixels identification process. (a) Cr intensity image (b) a* intensity image
(c) Colour saturation image (d) The resultant red intensity image (Red) as a combination
of Cr, a*, saturation, and Cb threshold images (e) Red pixel mask obtained by the Otsu
thresholding.

the tubular walls. These tubular structures are subsequently extracted by identifying

the pixels corresponding to these structures.

In biopsy images with only tubular structures present, the IF structures are deduced

to be the leftover region in the biopsy tissue area after tubular structure extraction.

An example of the tubular structures extracted from the biopsy image is shown in

Figure 3.5. The experiment assessing the accuracy of the tubular segmentation against

a ground truth image set is documented in Chapter 3.3.4.

3.2.2 Lumen and cellular spaces segmentation

The lumen of a renal tubule is the interior space of the tubule through which the urine

passes through. It is a part of the tubular structure and presents itself as an empty
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(a) (b)

Figure 3.5 An example of (a) extracted renal tubular structures, and (b) the fibrotic region of
biopsy sample after the removal of tubular structures.

space in the biopsy sample. Ideally, the lumen would be extracted along with the

tubular structures, except in cases where the tubular walls are fragmented. Similarly,

the cellular spaces found scattered in the interstitium matrix are the remnants of

cell cytoplasm which also show up as empty unstained spaces in the biopsy images.

These cells are not part of the IF and thus would not be included in its quantification.

Therefore, the lumen and cellular spaces are simply grouped and identified as white

spaces in the images.

Blank white spaces in the image are determined by selecting the highest intensity pixels

from the k-means biopsy image, with k=3 reflecting the three main colours (white,

blue-green, and red) present in the image. To filter out possible light blue pixels wrongly

classified by the k-means image, the validity of these pixels is confirmed by examining

their normalised RGB values. Only pixels with all three RGB values within 5% range

of each other are accepted as white pixels, as light blue pixels will have a significantly

lower R value than white pixels.
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3.3 Experimental validation

3.3.1 Biopsy sample images

The kidney biopsy image dataset used in this research has been obtained from the

Sultanah Aminah Hospital, Johor Bahru. Biopsy slide records from a total of 70 patients

with a range of renal disease and disease severity were acquired from the hospital. These

biopsy slides were observed under the Olympus BX53 system microscope with the

objective magnification of 10×. They were then captured section-by-section by the

Olympus DP21 camera for microscopes with a pixel resolution of 2448×1920 in JPEG

format, amounting to 740 colour images to serve as the base dataset for the purpose of

this research.

The kidney biopsies acquired have been chemically stained by the MT, a common

chemical stain utilised in the biopsy slide preparation procedure to allow the direct

observation of certain structures in the tissue sample. This chemical stain reacts with

the collagen in the tissue to produce a blue-green hue, while the muscular tissues are

stained red [7]. This allows the pathologists to distinguish the IF, which is essentially

a collagen structure, from the rest of the tissue. A few example images of the biopsy

samples are given in Figure 3.6, illustrating the different relative scales of severity in

the kidney diseased states. For details on the compilation of the testing image dataset

and the ground truth image dataset of manually annotated IF regions, the reader is

referred to Appendix A.

3.3.2 Image pre-processing and tissue region segmentation

Non-uniformities in the biopsy sample due to variations in the staining skills, scanning

equipment, and presence of folds in the samples are common in practice as illustrated in
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Healthy Diseased

1 % Interstitial Fibrosis Quantification 99 % 

Figure 3.6 Example images demonstrating the stages of renal degradation and corresponding
IF amount in renal biopsy samples.The increase in blue-green hue and the corresponding
reduction in red muscular tissues indicates degradation.

Figure 3.7. These variations can cause inconsistencies in the detection and segmentation

of the fibrosis regions across different biopsy images. While it is nearly impossible to

account for all possible variations that can arise in a biopsy dataset, the contrast is

maximised in each image to provide a fair basis for comparison between different images.

For the purpose of colour segmentation, the histograms of RGB colour channels for

each biopsy image were stretched. The range of colour values present in the colour

image is expanded linearly to fill the maximum range of the colour histogram. This

process maximises the contrast, thus sharpening the colour edges in the image.

(a) (b) (c)

Figure 3.7 Examples of variations and artefacts in the biopsy image dataset. (a) Inconsistent
staining (b) Uneven illumination (c) Folds in the biopsy sample.



78 Knowledge-based Renal Interstitial Fibrosis Quantification

Next, the white background area has to be segmented in order to compute the total

biopsy tissue area for IF quantification (expressed as a percentage of biopsy tissue area).

Compared to the blank background region, the tissue region shows significantly greater

textural details. This translates to a higher energy area (in signal processing sense) and

can thus be differentiated easily from the background region by exploiting the texture

information in the image. Unfortunately, due to uneven illumination conditions in the

imaging process, the background in some of the biopsy images may present a noisy

speckled texture, thus rendering the assumption of a low energy background invalid.

To mitigate this problem, only the colour edges are detected based on colour invariance

[301] in the image instead of greyscale intensity edges. The reader is referred to Appendix

C for details on the colour invariance method. This method works well because the

tissue region has a clear contrast in colour with the white background. For the inspection

of biopsy images, an assumption of matte, dull surface, planar object, and an equal

energy and uniform illumination is made of the colour images. This colour invariance

has a property of an edge detector, where the edges present in the image based on

colour gradient are derived independent of intensity level. Morphological operations

were performed on the binary image of the colour edges to allow the extraction of the

tissue area in the form of a binary image. Figure 2.4 illustrates an example of this

operation.

3.3.3 Experimental setup

The accuracy and applicability of the IF quantification by tubular segmentation in

kidney biopsy images are tested through three experiments as listed in Table 3.3.

140 scanned images of renal biopsy samples taken from 24 patients at Sultanah Aminah

Hospital, Johor Bahru were selected from the dataset specified in Appendix A. For

the experiments in this section, the image dataset is limited to include only biopsy
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Table 3.3 The list of experiments conducted for validating the performance of the proposed
method of segmentation and quantification system.

Experiment Description Aim

1 Computerised quantifications of IF based
on the established method of colour seg-
mentation (thresholding and clustering)
and tubular structures segmentation are
performed on 20 renal biopsy images (10
healthy, 10 diseased) with manually seg-
mented ground truth.

To obtain and compare the
quantitative accuracy of the
two methods (colour seg-
mentation and tubular struc-
tures segmentation) of com-
puterised IF quantification
system.

2 Computerised quantification is performed
on 140 renal biopsy images.

To determine the consis-
tency of the computerised IF
quantification system with
the pathologists’ quantifica-
tion results.

3 Conventional histopathologic evaluation
of IF is independently performed by five
skilled pathologists, on the same 140 renal
biopsy images used in Experiment 2.

To investigate the inter-
observer variation in tradi-
tional quantification of IF by
visual evaluation.

images without glomeruli and large blood vessels. The reason behind the selection of

this subset of biopsy images is because the images taken were sections of the biopsy

specimen and not of the entire biopsy slide. Based on observation of the dataset, images

of biopsy sections showing only tubular structures make up approximately half of the

entire biopsy image dataset. Therefore, the image dataset can be appropriately split

for use in this first half of the research project.

From this image dataset, a smaller set consisting of 20 images in which the fibrotic

area is manually segmented was prepared as the ground truth set and verified by a

skilled pathologist. This process was conducted through the examination of the selected

digital biopsy images and the digital segmentation of regions corresponding to IF.

These segmented fibrosis areas were saved for use in the subsequent experiments as

validation data. This dataset comprises of 10 images each from relatively healthy and

diseased biopsy samples respectively. In order to mimic practical conditions in acquiring
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biopsy images, the dataset is inclusive of biopsy images presenting variations such as

illumination, stain and tissue preparation variations.

3.3.4 Automatic quantification (Experiment 1)

The conventionally straightforward methods of IF quantification by colour thresholding

and clustering were investigated and contrasted against the tissue structure segmentation

method. The colour thresholding and clustering methods aim to identify only the colour

corresponding to the stained IF areas for quantification, while the tissue structure

segmentation method is based on a more comprehensive detection approach. All three

approaches were employed to produce a quantification of IF in percentage of the biopsy

sample images. The image dataset utilised in this experiment was the 20 image set

with manually annotated regions of IF.

The quantification results for colour segmentation of IF region in the various colour spaces

investigated, and the quantification method based on tubular structures identification

are presented in Table 3.4. The box plots showing the distribution of errors for each

of the method are also shown in Figure 3.8. The error displayed by the box plot is

calculated as the difference in percentage points between the computerised quantification

result and the ground truth in terms of fibrosis percentage.

Comparing the performances of the colour segmentation methods, the thresholding

method presents a larger variation in its accuracy than the clustering method. The

largest deviation is shown by the YCbCr colour space, of which error values typically

range from 7% to 25%. In contrast, the Lab colour space presents the lowest amount of

error, averaging at 11.6%. On the other hand, the clustering method recorded almost

equal level of errors, averaging at 12% when compared against the manually annotated

ground truth by pathologists for all the individual colour spaces. They also exhibit a

large deviation, which can be observed from Figure 3.8(b) whereby the errors can vary
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from 5% to 17% from image to image. The large error range is almost comparable to the

range of a category defined in the Banff classification, where each category of fibrosis

severity is of intervals of 25%. In other words, a quantification error approaching 25%

would potentially result in a wrong interpretation between a mild, moderate and severe

IF diagnosis. The reader is referred to Chapter 1.2 for a more detailed exposition on

the Banff classification categories.

Table 3.4 Performance of IF quantification by colour segmentation and tissue structure
identification, with their performance quantified by the mean error when compared to the
ground truth.

Quantification method Colour space Mean error (%)

Colour thresholding
RGB 15.2

YCbCr 16.3

Lab 11.6

Colour clustering
RGB 12.1

YCbCr 12.5

Lab 12.5

Tubular structures identification RGB, YCbCr, Lab, HSI 6.1

(a) (b) (c)
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Figure 3.8 Box plots showing the distribution of error for quantification of IF by the (a) colour
thresholding method, (b) colour clustering method for the Lab, YCbCr, and RGB colour
spaces, and (c) the tubular structure identification method.
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On the other hand, the IF quantification by tubular structure identification method

produces an improved quantification result compared to the colour clustering method

for individual colour spaces. The quantification error is almost half of that obtained

by the colour segmentation methods, as demonstrated in Table 3.4. Additionally, this

method also shows a considerably lower deviation, as shown in Figure 3.8(c).

The low average error of 6.1% achieved by the tubular structures identification method

translates into a lower chance of misdiagnosis in terms of Banff categories, which are

of the categorical ranges 0—25%, 26—50%, and >50%. In contrast to the colour

thresholding and clustering methods, which have attained higher average errors of 16%

and 12%, the tubular structures identification method is much more likely to produce

an accurate diagnosis category on the severity of IF according to the Banff classification

criterion. Based on observations, the main cause for the higher error rates produced by

the colour segmentation methods lies in the fact that the blue-green stained regions are

poorly contrasted against the white biopsy background. This have a negative impact

on the accuracy of fibrosis region segmentation. However, with the tubular structure

segmentation method, the issue is overcome by the detection of colour edges, which

helped in a clearer definition of the tissue boundary. Therefore, this step eliminated

false negatives and raised the accuracy of the quantification of IF.

This has proven the success of the tubular structure segmentation method by combining

the effects of several colour spaces in determining the red pixels in the biopsy images.

In other words, the method of IF quantification through the segmentation of all kidney

tissue structures (as opposed to only IF) is justified as the direction of this research. A

note on the relatively small image dataset with ground truth used in Experiment 1: the

size of the image dataset undoubtedly has a certain influence on the accuracy achieved

by the tubular structure segmentation algorithm. However, the result has served to

prove the superiority of the tubular structure segmentation method by a combination
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of colour spaces. This has in turn led to the confirmation of the suitability of the tissue

structure identification method in renal IF quantification.

3.3.5 Computerised against visual evaluation quantification (Experi-

ments 2 and 3)

With the intention of presenting a direct comparison between the automated quantifica-

tion method and the pathologist’s common practice of visual estimation, five practising

pathologists were invited to participate in a quantification experiment. The proposed

automated quantification system was tasked to produce a measurement of the amount

of IF in the 140-image dataset described in Appendix A, alongside the five pathologists

producing estimates of IF amount on the same dataset. The intraclass correlation

coefficient (ICC), Cohen’s kappa and a graphical representation of the difference in

estimations between the human experts and computer program were the three measures

used for calculating the correlation between computer system and pathologists. For an

explanation on ICC and Cohen’s kappa, the reader is referred to Appendix D.

The statistical analysis of the agreement between the pathologists’ scorings and the

computer quantification result shows a fairly high amount of consistency, with an ICC

of 0.7173. Though, the Cohen’s kappa only achieved a value of 0.0145 (p=0.7539). The

mean of the percentage ratings given by the pathologists was used in this comparison

as a generalised model for the pathologists’ quantification. For a clearer picture on the

agreeability between the computer software and the pathologists, a graph was plotted

as shown in Figure 3.9. It is proven in the graph that the automated quantification

result mimics the trend of the pathologists’ visual scoring result in a general relative

scale, despite the presence of a linear shift. This linear shift explains the low Cohen’s

kappa value, as the exact quantification values between the proposed system and the
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pathologists are not equivalent. Yet, a high ICC value proves that both grading sources

show consistency in their own respective relative scales.

A later comparison in Chapter 5 has proven that the automated quantification actually

exhibits a stronger correlation to the average pathologist than the agreement between the

pathologists themselves. This revelation becomes obvious by looking at the comparison

between the ICC values for the computer-pathologists and inter-pathologist agreements.

The ICC values of 0.72 (computer-pathologists) against 0.62 (inter-pathologist) have

proven the degree of adherence to the average pathologist that the quantification system

has achieved. The extent of pathologist variability in visual quantification is investigated

in Chapter 5.
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Chapter 4

Segmentation of Glomerulus and

Complete Quantification System

Analysis

The IF quantification by kidney tissue structure identification and segmentation has

proven to be the more effective method than simple segmentation of IF by colour

information in Chapter 3. A direct continuation from that is carried out in this

chapter, in which the methods for the segmentation of the remaining structures of

interest (Structures 5—8 in Table 1.1) are investigated. These tissue structures are

ordered in the frequency of their occurrence in a kidney biopsy tissue, with the least

common structure listed last. The proposed algorithm for the quantification of IF by

the identification and segmentation of kidney tissue structures is presented in Figure 4.1.

The relevant biopsy image dataset containing these structures and their corresponding

ground truth images were prepared for performance validation experiments selected

from the digital biopsy image dataset. Details of the dataset compiled for testing is

recorded in Appendix A.
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Input: Biopsy images
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Biopsy tissue segmentation: 
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End

Chapter 3

Chapter 4

Figure 4.1 Flowchart describing the techniques used in the algorithm for the IF quantification
system along with the inputs and outputs specified.

4.1 Healthy glomerulus structure segmentation

The glomeruli are spherical tufts of capillaries in the kidney, and usually appear as

circular or oval structures in kidney biopsies. However, their appearance is highly
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dependent on the biopsy slicing orientation and preparation, as well as its diseased

state. This structure is enclosed by a Bowman’s capsule, which leaves a blank space

surrounding the glomerulus as the fluid is drained in biopsy slide preparation. Healthy

glomerulus structures stained by the MT typically appear darker and have a lower

pixel intensity level than other structures in the biopsy slide due to the presence of

intraglomerular mesangial cells. Additionally, these intraglomerular mesangial cells

present an image texture that is distinctively different from its surrounding tissue

structures. Therefore, the use of these characteristics in locating regions of glomeruli in

the biopsy image is investigated in this chapter.

Three glomerulus segmentation methods are explored in the following subchapters.

Chapter 4.2 details the segmentation method grounded in the search for Bowman’s

space, while a detection technique based on texture classification of the intraglomerular

region is put forth in Chapter 4.3. Lastly, a novel textural classification feature is

proposed in Chapter 4.4 as the technique used to generalise the glomerulus appearance

for segmentation. An example of the biopsy image showing examples of these structures

is presented in Figure 4.2. The large variation in appearance of the glomerulus structures

seen in renal biopsy tissues is illustrated in Figure 4.3 in order to provide context for

the difficulty in the digital segmentation of this structure.

Bowman’s capsule

Bowman’s capsule

Intraglomerular 
mesangium cells

Figure 4.2 An example biopsy image detailing the prominent glomerulus structural features,
including the Bowman’s capsule and intraglomerular mesangium cells.
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(a) (b) (c) (d) (e) (f)

Figure 4.3 The different variations in the appearance of the glomerulus structure in biopsy
sample images, highlighting the challenge in segmentation task of the structure. (a-c) Typical
glomeruli (d) Glomerulus with no obvious Bowman’s space (e) Glomerulus with displaced
intraglomerular region (f) Diseased glomerulus.

4.2 Bowman’s space search

The segmentation of glomerulus by the identification of Bowman’s space is conditional on

the identification of candidate glomerulus regions in the biopsy tissue. The shortlisting

of probable glomerulus regions is done through the extraction of low intensity areas

indicative of intraglomerular mesangial cells in the biopsy tissue. However, low intensity

areas of the glomeruli are a relative feature compared to surrounding tissue regions.

Therefore, a dynamic threshold for the image intensity is selected through an iterative

process with a selection criterion based on the number of low intensity blobs obtained

at each level of intensity.

Firstly, the image intensity threshold is incremented in steps from 10% to 50% of the

maximum image intensity. At each of this intensity threshold level, the pixels with

an intensity value between zero and the threshold intensity are labelled as 1, while

the rest are labelled as 0. Next, these pixels with the label ‘1’ are grouped into blobs

through a connected component analysis and the number of blobs at each intensity

level is recorded. The appropriate ‘low intensity’ threshold level is then selected as that

with the most number of blobs. At this intensity level, morphological operations are

performed to locate concentrated regions of the low intensity blobs as probable regions

containing glomeruli. The reasoning behind this step is based on the observation that
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the glomerulus structure has a typical appearance of a cluster of low intensity blobs.

In order to further refine the possible areas of glomeruli, ellipses are fitted onto these

low intensity regions, based on the assumption that glomeruli are elliptical in shape.

To account for the likely occurrence of close clusters of multiple glomeruli, multiple

non-overlapping ellipses are allowed to be fitted onto each low intensity blob. The

parameters for the ellipse fitting at the magnification level of 10× are a minimum

major axis length of 200 pixels and aspect ratio of 0.8. The potential regions of healthy

glomeruli are chosen as the low intensity regions which were successfully fitted with an

ellipse.

Normal healthy glomeruli are typically enclosed by the Bowman’s capsule, which

presents itself as a white space surrounding the glomerular tissues. The appearance of

this Bowman’s space in the biopsy tissue is naturally subjected to variation in slide

preparation. Its detection is executed by dilating the area around the potential regions

of glomerulus and mapping it to the white lumen spaces identified in Chapter 3.2.2.

The resultant white spaces surrounding these potential glomerulus regions are then

attempted to be fitted with an ellipse, as the Bowman’s spaces are characteristically

elliptical in shape. Identical parameters for the ellipse fitting used in the search for

potential glomeruli low intensity regions are applied in this instance. Only successfully

fitted Bowman’s spaces along with the interior glomerular tissue region are segmented

and extracted as glomeruli structure.

4.3 Intraglomerular texture classification

The second method investigated for glomerulus segmentation which is dependent on

the shortlisted low intensity regions in the biopsy sample is the textural classification

of the intraglomerular region. As opposed to the Bowman’s space search method, this
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method tackles the segmentation problem in a more robust manner as it is independent

on the detection of Bowman’s capsule.

Procedures in biopsy sample preparation inevitably introduce variations in the tissue

structures, especially the glomeruli. This effect is particularly obvious in the appearance

of the Bowman’s capsule in biopsy tissues, where its shape can be irregular and contorted.

This in turn causes difficulties in recognising its shape by ellipse fitting. However, the

interior glomerular tissue remains intact within the confines of the capsule, and has

a distinctive texture compared to other parts of the biopsy sample. Therefore, it

is proposed to train an rLADTree classifier [243] with textural features in various

colour space components to categorise glomerular tissue from the rest of the biopsy.

The rLADTree classifier is chosen over other commonly used classifiers (eg. SVM

[302]) due to the inherent ability of the rLADTree to perform a selection of the most

discriminatory features implicitly. The 606-element textural feature vector used for the

rLADTree classifier include Segmentation-based Fractal Texture Analysis (SFTA) [303],

GLCM [185], grey-level run length matrix (GLRL) [304], histogram variance of colour

components, and size of the connected components of white pixels. A dataset of more

than 500 glomeruli images was manually segmented to serve as the training set of the

rLADTree (refer to Appendix A).

With this classifier trained, it is then used to identify the potential glomerulus regions

which exhibit textural properties of the typical glomerulus. This is carried out by

feeding the calculated textural features of each potential glomerular region in the image

as input to the rLADTree classifier. Based on the classifier output, confirmed glomeruli

structures are then extracted and saved for subsequent processing.
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4.4 Feature by correlation between image representations

Contrasting to the previous two methods which are reliant on the detection of low

intensity tissue regions, a novel method for generating image classifying features is

proposed in this section for the detection of glomerulus, which will be referred to as

the channel correlation features from this point on in the document. The feature

generated is based on the amount of correlation between the different representations or

interpretations of the original image to be classified. This inspection on the correlation

between image representations allows the creation of a feature that provides invariance

to scale, rotation and translation in an image. It is not restricted to the measure of

local homogeneity but also maps the spatial characteristics of the image pixels.

The images to be classified are resized to 300×300 pixels to suit the average size of

the glomerulus. This standard size also facilitates the generation of feature vector in

subsequent processing stages.

4.4.1 Image representations

The images are transformed into various representations commonly found in computer

vision applications. These different interpretations of the original image add dimen-

sions of information extractable from the image for analysis. The types of image

representations explored in this paper are:

1. Greyscale intensity

The most common type of image feature used in computer vision for various

object and scene recognition-type purposes. The colour components in the image

are converted to intensity values between the range of 0 and 255.

2. Blue colour intensity
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Colour information is a useful feature for the processing of digital colour images.

This information is especially advantageous in chemically stained biological images,

where the stains highlight the structures of interest. For this application of

glomerulus structure classification, the blue colour is of one of the main colours

of the MT-stained tissue samples. Hence, the intensity of blue colour presents a

potentially discriminating feature for classification. The blue intensity is derived

from multiple colour spaces to maximise the contrast with other colours in the

background. Commonly used colour spaces such as Lab, YCbCr, and HSI are

combined as given in Equations (4.1—4.3), where Cb and Cr are from the YCbCr

colour space, a∗ and b∗ are from the Lab colour space while the S (saturation)

component is from the HSI colour space. The white pixels in the image are

identified by a k-means algorithm with k=3.

Bluebinarise = 1− (histeq(Cr)×histeq(a∗)×histeq(S)) (4.1)

Bluebinarise = threshold(Bluebinarise) (4.2)

Blue = Cb× b∗× ∼ white×S ×Bluebinarise (4.3)

3. Size of white connected components

Connected-component labelling is a method for grouping pixels into structures

for recognition and segmentation. It is useful in inferring the spatial properties

of regions with similar intensities, which are conventionally called ‘blobs’. In

this paper, the glomerulus structure images share a common feature of having

small, white, hole-like structures scattered relatively evenly across the glomerulus.

Hence, the sizes and distribution pattern of these white spaces in the image is a

suitable image representation for the dataset investigated.
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The white pixels are firstly identified by a k-means operation on the original

colour image, with k value of 3 representing the three main colours in the biopsy

images. Subsequently, the connected components of the white pixels are obtained

along with the size information for each of them. The image representation is

then created as the connected component image with each component labelled

with the white structure sizes in terms of number of pixels.

4. Wavelet decompositions (1st to 4th orders)

The wavelet transform is a popular multiresolution image representation method

typically used for texture analysis. It offers a scale-invariant representation of

an image by decomposing the image to lower resolutions, thus obtaining the

corresponding approximate images [189]. Texture analysis employing wavelet

decompositions is commonly carried out by examining the first and second order

statistical characteristics of the approximate images. For example, the mean,

variance, skewness, and kurtosis can be calculated from the approximated images,

while the contrast, correlation, homogeneity, and entropy can be obtained from

the co-occurrence matrix derived based on the approximate images [305].

In this paper, the Haar wavelet decomposition of the blue colour intensity image

was examined [306]. Four levels of decompositions were carried out, with the

subsequent lower resolution images resized to the original image size. The hori-

zontal, vertical, and diagonal detail coefficients of the wavelet decomposition were

obtained. These detail coefficients were then combined in a root of the squares

method to produce the wavelet decomposition representation image for that level

of decomposition.

5. Gradient magnitudes of wavelet decompositions (1st to 4th orders)

Finding gradient magnitudes from an image essentially highlights the edges and

boundaries in the image. To extract information on the shapes of structures
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present in the images, the gradient magnitude is calculated from the wavelet

decomposition images. This enables the discovery of object boundaries at different

resolutions, thus providing an indication to the complexity and randomness in

the image as it is progressively blurred. The Sobel gradient operator was used in

this study.

6. Intensity of colour invariance image

Object edges in images are usually obtained based on the greyscale intensity of

the image. However, chemically-stained biological samples require a colour image

representation to provide useful information in the demarcation between different

structures. To accurately discriminate between colours of distinctly different

states, Geusebroek et al. [301] derived a set of invariant expressions for RGB

images that takes into account the varying imaging conditions in practical cases.

Effectively, this property acts as an edge detector specifically for colour images.

The derivation of the colour invariance image is provided in Appendix C.

As a basis of comparison, the values for all these image representations are

normalized to a range falling between 0 and 1.

4.4.2 Channel correlation feature extraction

The typical feature images used for image segmentation and object recognition as

described in the previous section (Chapter 4.4.1) each presents a specific type of infor-

mation. Each image representation is a version of the original image after undergoing a

transformation operation. Therefore, there exists a correlation between the different

image representations which can be quantified and exploited for classification.

Aside from using the Pearson and Kendall correlation coefficients as a measure of

correlation between the image representations, several descriptive statistics for univariate
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analysis are also investigated and compared between two different image representations.

The rationale for this being that the correlation coefficients itself are a derivation from

a combination of univariate statistical features. For example, the covariance, variance,

and standard deviation of an image measures the various properties of the distribution

of its pixel values. When the product of these measures between two different images

are obtained, it quantifies the degree of dependency between the two distributions.

Therefore, the product of univariate statistical values is computed as a method for

quantifying the relationship between two image representations in this study. A table

summarising the operations employed for correlating the different image representations

is given in Table 4.1. Let A and B represent any two image representations derived in

Chapter 4.4.1.

Table 4.1 The definitions of statistical features used to investigate the correlation between
image representations, with A and B representing any two image representations derived in
Chapter 4.4.1.

Statistical

feature

Description

Pearson

correlation

Measures the linear correlation between two image representations.

ρ(A,B) = cov(A,B)
σAσB

(4.4)

where σA and σB are the standard deviations of A and B respectively.

Kendall

correlation

[307]

Measures the rank correlation between two image representations.

τ = nc −nd

N(N −1)/2 (4.5)
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where nc and nd represent the number of concordant and discordant pixel

value pairs respectively, while N is the total number of pixels in the image.

Covariance

cov(A,B) = 1
N −1

N∑
i=1

(Ai −µA)× (Bi −µB) (4.6)

where µA and µB are the means of A and B respectively.

Variance

VA = 1
N −1

N∑
i=1

|Ai −µA|2 (4.7)

where µA is the mean of A.

The variances of two image representations are correlated through a

multiplication operation.

VCor = VA ×VB (4.8)

Standard

deviation SA =

√√√√ 1
N −1

N∑
i=1

|Ai −µA|2 (4.9)

where µA is the mean of A.

The standard deviations of two image representations are correlated

through a multiplication operation.

SCor = SA ×SB (4.10)
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Mean

µA = 1
N

N∑
i=1

Ai (4.11)

The means of two image representations are correlated through a multi-

plication operation.

µCor = µA ×µB (4.12)

1st quartile The 1st quartiles of two image representations are correlated through a

multiplication operation.

QCor = QA ×QB (4.13)

Median The medians of two image representations are correlated through a multi-

plication operation.

MCor = MA ×MB (4.14)

Entropy The entropy of two image representations are correlated through a multi-

plication operation.

ECor = EA ×EB (4.15)
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These nine features are calculated for all possible combinations pairs of image repre-

sentation images described in Chapter 4.4.1. Therefore, there are 12C2 = 66 pairs of

image representations available for the calculation of correlation measures. Since each

feature generates a single value, except the covariance being a 4-element feature (from

its 2-by-2 matrix), each pair of image representation would produce a 12-element feature

vector. These features are then used for subsequent classification by a machine learning

algorithm, such as the Sparse ADTree.

4.5 Sclerosed glomerulus structure segmentation

As the kidney function deteriorates, it causes scarring and hardening (sclerosis) of the

glomeruli structures in the kidney tissues. The appearance of these sclerosed glomeruli

are drastically different compared to the healthy glomeruli. Once stained by the MT,

sclerosed glomeruli appear bright blue as they now consist of scarring tissues, similar to

that of IF. However, the sclerosed glomeruli tissue is not included in the quantification

of IF as this structure is a separate entity. The difference in their appearances is

demonstrated in Figure 4.4.

(a) (b)

Figure 4.4 An example of glomeruli segmentation. (a) Sample biopsy image (b) Extracted
normal glomeruli and sclerosed glomeruli structures.



4.6 Artery structure segmentation 101

The extraction of this structure is carried out by identifying high intensity levels in

the Cb component of the YCbCr colour space. This is due to the sclerosed glomeruli’s

uniformly bright blue appearance, which serves as a useful distinguishing feature for

the structure. Two validation steps after the identification of the bright blue pixels

are necessary. The first step is the connected component analysis which clusters the

identified blue pixels and checks for their sizes. Only connected components with a

size larger than 1000 pixels (the minimum size of a structure to be considered as a

glomerulus) are kept. Secondly, similar to the healthy glomeruli, the sclerosed glomeruli

also appear in a roughly circular shape. An ellipse fitting process is performed onto each

of the connected component with the parameters of the minimum major axis length of

400 pixels and aspect ratio of 0.8. Finally, all the pixels in the connected components

satisfying these two validation steps are extracted as sclerosed glomeruli structures.

4.6 Artery structure segmentation

The renal artery is made up of smooth muscles which are stained red by the MT, and

a hollow lumen at its centre. Due to its tubular nature, the shape it presents in a

renal biopsy can vary between circular and a long tubular structure. Their appearance

in the biopsy tissue depends on the slicing orientation of the tissue, with their sizes

ranging from the size of the tubular lumen to spreading across the entire length of the

tissue sample. The irregularity of their shape proves to be a difficulty in segmentation

by spatial features. However, a distinguishing characteristic of the artery wall is its

smooth muscular tissue structure, which appears as wisps of dark red tissue structures

in the biopsy images. Therefore, a detection of low brightness intensity level regions in

a roughly tubular form would highlight artery structures. A similar validation step as

that performed in the segmentation of sclerosed glomeruli is carried out in this case by

connected component analysis. These dark or low intensity regions are checked against
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(b) (c)

(a)

Figure 4.5 Example of arteries and urinary casts segmentation. (a) Sample biopsy image (b)
Extracted artery structure (c) Extracted cast structures.

a minimum size threshold of 1000 pixels. This step helps retain actual artery structures

while eliminating noise and false targets. A sample image of artery segmentation is

given in Figure 4.5(b).

4.7 Urinary cast structure segmentation

In more severe cases of renal function deterioration, excess urea and blood are found

in the patient’s renal tubules. When their biopsy samples are taken and stained by

the MT, this pathological condition shows up in the biopsy sample as urinary casts.

Urinary casts can come in the form of protein casts and blood casts. Protein casts

appear as blue patches while blood casts are seen as red fragments in the MT-stained
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biopsy samples, as shown in Figure 4.5(c). The common feature of these casts is that

they are only found on the interior of renal tubules, surrounded by the tubular walls.

Since any urinary cast completely enclosed by tubular walls would already be previously

extracted together with the renal tubules in connected component analysis, this step

would remove any leftover cast in renal tubules with fragmented walls. These structures

can be extracted by simply searching for structures completely surrounded by the blank

white space in between the renal tubules and urinary casts.

4.8 Complete system quantification and classification

The complete system for the computerised quantification of IF in kidney biopsy images

by the identification of all kidney tissue structures is produced by combining the

segmentation results of all the tissue structures listed in Table 1.1. The binary mask

corresponding to the IF structure is deduced by removing the pixels corresponding to

tissue structures 3—8 (Table 1.1) from the binary mask of the tissue region obtained in

Chapter 3.3.2. With the pixels of the IF identified, the total area of the structure in

the biopsy tissue can be calculated as

Interstitial Fibrosis (%) = Number of interstitial fibrosis pixels
Number of tissue region pixels (4.16)

4.9 Experimental setup and results

The accuracy and applicability of the IF quantification by tissue structure identification

in kidney biopsy images are tested through three experiments as listed in Table 4.2.

146 scanned images of renal biopsy samples taken from 46 patients at Sultanah Aminah

Hospital, Johor Bahru were selected from the dataset specified in Appendix A. Unlike
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the experiments conducted in the first stage of the research as specified in Chapter 3.3,

the image dataset in this section includes the entire range of biopsy images containing

all possible kidney tissue structures.

From this image dataset, a smaller set consisting of 20 images in which the fibrotic

area is manually segmented was prepared as the ground truth set and verified by a

Table 4.2 The list of experiments conducted for validating the performance of the proposed
automated IF quantification system.

Experiment Description Aim

1 Classification of the proposed chan-
nel correlation feature descriptor
and state-of-the-art features by var-
ious classifier types.

To validate the feasibility and ac-
curacy of the novel channel corre-
lation feature descriptor in classi-
fication tasks against state-of-the-
art methods.

2 The three contrasting methods for
glomerulus detection are evaluated
against an image dataset of 20 kid-
ney biopsy images (10 healthy, 10
diseased) with manually segmented
ground truth.

To obtain and compare the quan-
titative accuracy of the three
methods (Bowman’s space search,
rLADTree classifier, and channel
correlation feature classifier) of
glomeruli structure detection.

3 Computerised quantifications of IF
by the identification of all tissue
structures are performed on 40 re-
nal biopsy images (20 healthy, 20
diseased) with manually segmented
ground truth.

To obtain the quantitative accu-
racy of the computerised IF quan-
tification system.

4 Computerised quantification is per-
formed on 146 renal biopsy images.

To determine the consistency of
the computerised IF quantifica-
tion system with the pathologists’
quantification results.

5 Conventional histopathologic eval-
uation of IF is independently per-
formed by five skilled pathologists,
on the same 146 renal biopsy images
used in Experiment 4.

To investigate the inter-observer
variation in traditional quantifica-
tion of IF by visual evaluation.
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skilled pathologist. This dataset comprises of 10 images each from relatively healthy

and diseased biopsy samples respectively. In order to mimic practical conditions in

acquiring biopsy images, the dataset is inclusive of biopsy images presenting variations

such as illumination, stain and tissue preparation variations.

4.9.1 Performance validation of proposed channel correlation feature

descriptor (Experiment 1)

The feasibility of the proposed channel correlation feature descriptor in the detection

of glomerulus structures is tested on the glomerulus classification dataset as described

in Appendix A. The complete framework for the generation of the channel correlation

feature along with the validation stage against established image features are presented in

Figure 4.6. The channel correlation feature descriptor is compared against conventional

classifying features employed in the examination and classification of biological images.

Create image 

representations

Channels derived from original glomerulus image

• Greyscale intensity

• Blue colour intensity

• Size of white connected components

• Wavelet decompositions (1st to 4th orders)

• Gradient magnitude of wavelet decompositions (1st to 4th orders)

• Intensity of colour invariance

Generate channel 

correlation feature

Relationship between each pair of image representation investigated

• Pearson correlation

• Kendall correlation

• Covariance

• Variance

• Standard deviation

• Mean

• 1st quartile

• Median

• Entropy

Perform validation by 

classification performance

Perform classification of channel correlation feature by Sparse ADTree and SVM with 

various kernels to be compared against other established features such as

• SIFT

• CNN

• LBP

• SURF

Figure 4.6 The framework for the generation of channel correlation feature, implemented for
the recognition of renal glomerulus images.
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The SVM and Sparse ADTree employed in this experiment are introduced in Chapter

2.4 (Table 2.1). Since the pattern of the feature data in the feature space is not known

at the beginning of the experiment, the most commonly used SVM kernels in image

classification are employed in the experiment. These include the simplest linear kernel

(of which has been used extensively in text classification) and Gaussian or radial basis

function kernel. The conventional features tested include the SIFT, CNN, LBP, and

SURF, with the results shown in Table 4.3. Analysis of the classification performance

have shown that the proposed feature outperforms the other feature generation methods,

with a 100% classification rate with the use of the linear SVM and Sparse ADTree. The

performance of the SIFT and CNN feature comes close behind that of the proposed

feature, with 99.5% and 98.5% respectively.

SIFT and SURF are local feature extraction methods based on the detection of points

of interest, while LBP is based on the local appearance. They are hand-engineered

features that extract local details for descriptor generation and classification. CNN, on

the other hand, is an unsupervised feature extraction method which is discriminative

specific to the given context. In general, the handcrafted features of channel correlation

feature and SIFT achieved a higher classification accuracy than the unsupervised feature

extraction method of CNN, with slight variations depending on the type of classifier

used. SURF, which is a modified faster version of SIFT, is the feature least suited to

the use of glomerulus image classification. It is possibly less successful than the SIFT

implementation because of its use of integral images as approximations for building an

image pyramid, and hence losing a certain robustness to the dataset.

The channel-correlation feature descriptor is suitable for distinguishing between different

structures in biological images as it circumvented the randomness in the image by

making comparisons between different aspects or descriptions with reference to the

spatial position in the original image. Besides, the channel-correlation feature is

constructed based on a combination of features. This allows a tunable number of image
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Table 4.3 The performance of the proposed feature descriptor against conventional features by
various classifiers with 5-fold cross validation, specified in terms of accuracy and the standard
deviation in parentheses.

Feature Sparse ADTree Linear SVM Gaussian SVM

Channel correlation 100% (0%) 100% (0%) 81.2% (3.40%)

SIFT 99.4% (0.43%) 99.7% (0.46%) 99.3% (0.58%)

CNN 88.9% (5.88%) 98.4% (0.42%) 98.6% (0.66%)

LBP 89.9% (1.82%) 91.5% (2.21%) 91.2% (2.17%)

SURF 69.6% (4.29%) 77.9% (4.51%) 79.4% (2.36%)

representations to be included by taking into consideration the resource available and

complexity required.

As the statistical channel-correlating features are combined into the proposed feature

generating framework, its performance has proven superior to that of conventional

features, as shown by results recorded in Table 4.3. A note of interest is the comparable

performance achieved by SIFT features to the proposed feature. Both the SIFT and

proposed channel-correlation feature are scale-invariant, thus hinting at the multiscale

nature of the visual cues presented by this image dataset.

4.9.2 Healthy glomeruli segmentation (Experiment 2)

Three contrasting methods for glomerulus identification and extraction are assessed

on their segmentation performance on a 20-image dataset with manually annotated

glomerulus regions. These are namely the detection by Bowman’s space search (Chapter

4.2), the intraglomerulus texture rLADTree classification (Chapter 4.3) and chan-

nel correlation feature classification (Chapter 4.4). The result from the glomerulus

segmentation experiments involving these methods are recorded in Table 4.4.



108 Segmentation of Glomerulus and Complete Quantification System Analysis

Table 4.4 Performance comparison between three glomerular structure segmentation methods
on a 20-image ground truth dataset.

Performance
index

Bowman’s capsule
search

Textural rLADTree
classification

Channel correlation
feature classification

Healthy
set

Diseased
set

Healthy
set

Diseased
set

Healthy
set

Diseased
set

Accuracy 55.0 % 54.9 % 75.8 % 62.0 % 71.7 % 74.5 %

Specificity 99.8 % 99.4 % 95.1 % 95.1 % 97.8 % 96.1 %

Sensitivity 10.2 % 10.4 % 56.6 % 28.9 % 45.5 % 52.2 %

As can be seen in Table 4.4, the Bowman’s capsule-searching method has a marked lower

accuracy than that of the textural rLADTree classification, despite its higher specificity

in comparison. This is due to the high rejection rate of potential glomerular regions by

the Bowman’s capsule searching algorithm, resulting in an almost 100% true negative

rate. The flipside to this is the extremely low sensitivity, as correct glomerular structures

are rarely surrounded by complete Bowman’s capsule space. The presence of this blank

space is dependent on the slide preparation process, just as the shape of the glomerulus.

Therefore, extraction of glomeruli by the identification of its Bowman’s space is a

largely hit and miss method. On the other hand, the textural rLADTree classification

has achieved a much higher accuracy for both the healthy and diseased set of images.

However, the accuracy and sensitivity values are still relatively low, especially that

for the more diseased sample set. This can be explained by the increasingly abnormal

appearance of the glomeruli in these diseased states, thereby causing an increased

difficulty in distinguishing between the glomerulus and its background.

Contrasting between the channel correlation feature and textural rLADTree classification

performances, it is apparent that on average, the channel correlation feature classification

achieves a higher performance. With the exception of the accuracy and sensitivity on

the healthy dataset, the channel correlation feature outperforms the textural rLADTree

classification method. The higher success of the channel correlation feature in identifying
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glomerulus area can be attributed to the more discriminative information obtained by

the relative correlation between different image representations. This adds an extra

layer of information on top of textural features extractable from the original image, thus

translating into a higher order feature than the basic image textural features utilised

by the rLADTree.

Judging by the overall performance, the channel correlation feature classification method

appears to be the best choice for glomerulus segmentation. This is at a trade-off for

the slightly higher specificity offered by the Bowman’s capsule search method, which

unfortunately gives an exceedingly low sensitivity. Therefore, the glomerular structure

detection method by channel correlation feature classification was selected to be used

in the final quantification system.

4.9.3 Computerised quantification of interstitial fibrosis (Experiment

3)

With the incorporation of all the tissue structure segmentation methods into the final

complete system for quantifying the IF structure, the proposed system was tested on

a 40-image dataset. This image dataset is the combination of both the ground truth

datasets used for validating the tissue structure segmentation method (Chapter 3.3.4)

and the healthy glomerulus detection method (Chapter 4.3). Thus, the proposed system

was assessed over the range of healthy and diseased biopsy samples, with all commonly

encountered kidney tissue structures included in the investigation.

The performance of the complete system is shown in Table 4.5, in which the average

values for absolute error, accuracy, specificity and sensitivity are recorded. Note that

the absolute error refers to the error between actual IF area as a percentage of the total

biopsy area and the quantification produced by the automated system. In other words,

an absolute error of 10% (percentage points) could indicate that the automated system
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quantifies the IF area as 40% of the total biopsy area (as an example) while the actual

IF area is only 30% of the biopsy area.

From the table, the mean absolute error is shown to be well below 10%, translating

to a reliable quantification for the pathologists in the estimation of IF extent in a

biopsy image. This is justified by the fact that a single category of the Banff criteria

classification is 25%, as introduced in Chapter 1.2. An accuracy of above 80% for a pixel-

by-pixel analysis of the digital biopsy image proves the robustness of the quantification

system in a range of kidney deterioration stage that can manifest in the biopsy. A much

higher specificity of the system as compared to its sensitivity indicates its much higher

capability to correctly identify non-IF structures than IF structure. In other words,

pathologists using the system can be reasonably confident in the quantification system’s

ability to sort through healthy biopsy specimens, while those exhibiting uncertain or

uncategorised structures will be flagged for a more detailed analysis from pathologists.

4.9.4 Computerised against visual evaluation quantification (Experi-

ments 4 and 5)

Experiments 4 and 5 in Table 4.2 both involve the same 146-image dataset of biopsy

tissues encompassing all tissue structures. The computerised quantification system

Table 4.5 Performance of computerised system against ground truth in 40-image dataset.

Performance index
Average value

All images Healthy set Diseased set

Absolute error (percentage point) 8.8 % 6.1 % 11.5 %

Accuracy 80.1 % 83.5 % 76.6 %

Specificity 88.7 % 89.3 % 88.1 %

Sensitivity 60.5 % 59.0 % 61.9 %
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and five pathologists were independently tasked to perform IF quantification on the

aforementioned image dataset, which is described in Appendix A. In this section, the

degree of agreement between the proposed quantification system and the five pathologists

is investigated. The statistical analysis is carried out by employing the ICC and Cohen’s

kappa (Appendix D), while a graphical representation of the quantification results

is provided in Figure 4.7. The comparison between the two rounds of pathologist

quantifications for the investigation of intra-observer variation is recorded in Chapter 5.

The ICC value for the computer-pathologists correlation is 0.7043, while the Cohen’s

kappa value obtained is 0.1295 (p=0.0055). This result echoes the analysis result

in Chapter 3.3.5, in which the dataset used was biopsy samples with only tubular

structures. An ICC value of 0.70 indicates a sufficiently high amount of agreement

between the proposed system and the average pathologist. However, the low kappa

value of 0.13 also explains the amount of inconsistency seen in the graph plotted in

Figure 4.7. Even though the quantification values of the pathologists and the proposed

system do not match up perfectly, the ICC value has demonstrated that they remain in

agreement in terms of the relative severity of the IF extent in the biopsy samples. This

degree of agreement would be put into the context of inter-pathologist variability in

Chapter 5.
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Chapter 5

Clinical Application

To the best of my knowledge, there has been no existing system that produces an

automated quantification of renal IF based on the comprehensive identification and

segmentation of all commonly seen kidney tissue structures. The outcome of this

research will be a completely new framework for a clinical tool for histopathological

laboratories to quantify the extent of renal IF in a patient’s biopsy sample. This

framework is not only capable of quantification of IF, it also allows the inspection of

the rest of the tissue structures as a result of its complete identification approach.

This chapter describes the applicability of the proposed quantification system in the

diagnostic process of practising pathologists. The main focus here is the variability in

the pathologists’ estimations of the IF region in biopsy images and the impact of the

proposed quantification system on their variability. Chapter 5.1 details the experimental

set up and analysis of the results in which the proposed quantification system was

put to use as a diagnostic aide for pathologists. Chapter 5.2 investigates the extent of

variability among the pathologists’ quantifications. This is followed by the evaluation

on the effect the quantification system has on the pathologists’ variability in Chapter

5.3. Finally, Chapter 5.4 presents the prototype Graphical User Interface (GUI) for
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the proposed IF quantification system, which would facilitate the use of the system for

pathologists. The statistical methods employed to quantify the variability between the

pathologists are detailed in Appendix D.

5.1 Experimental setup

A total of three experiments were designed to investigate the degree of inconsistency

that practising pathologists can exhibit in their diagnoses of renal IF amount in biopsies,

and the effect of the usage of the proposed quantification system on this variability.

Five pathologists experienced in examining renal biopsy samples and are practising

doctors at the Sultanah Aminah Hospital, Johor Bahru have agreed to participate in

this study. The experiments conducted are summarised in Table 5.1. Experiments

1 and 2 aim to assess the intra-observer variability in pathologists, using the same

image datasets as in Chapters 3.3 and 4.9. This amount of variability would then serve

as a comparison to the variability observed when the pathologists are aided by the

automated quantification result from the proposed system, which is the result from

Experiment 3.

Conventional histopathologic visual evaluation of the kidney biopsy images was inde-

pendently performed by five skilled pathologists to produce a quantification of IF seen

in the images. The pathologists were tasked to quantify the amount of IF seen in a

set of biopsy images based solely on their expert opinions. This group of volunteering

pathologists are experts with experience in inspecting renal biopsy images ranging from

2 to 24 years. No prior calibration of the pathologists’ quantification in the form of

standard biopsy images exhibiting a certain severity of IF has been carried out in the

experiments. To facilitate a direct comparison between the computerised quantitative

result and the pathologists’ evaluation result, the quantification was done in terms of

percentages of the total biopsy tissue area.
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Table 5.1 The list of experiments conducted involving a group of pathologists for investigating
pathologist variability and validating the use of the proposed automated IF quantification
system.

Experiment Description Aim

1 Conventional histopathologic evaluation
of IF is independently performed by five
skilled pathologists, on the 140 renal
biopsy images containing only tubular
structures. The experiment is carried out
twice with a minimum interval of two
weeks between repetitions.

To quantify the intra-
observer variation in tradi-
tional quantification of IF
by visual inspection.

2 Conventional histopathologic evaluation
of IF is independently performed by five
skilled pathologists, on the 146 renal
biopsy images containing all possible renal
tissue structures. The experiment is car-
ried out twice with a minimum interval of
two weeks between repetitions.

To investigate the intra-
observer variation in tradi-
tional quantification of IF
by visual inspection with
the interference from ad-
ditional renal tissue struc-
tures.

3 Histopathologic evaluation of IF aided by
automated quantification results by four
skilled pathologists on the renal biopsy
image set containing all tissue structures.

To measure the effect
of having the automated
quantification results as a
reference on the patholo-
gists’ visual quantification
results.

Two image datasets were evaluated by the pathologists for the investigation of their

variability in quantification of IF, as detailed in Appendix A and Appendix B. These

datasets contain images with only tubular structures and all possible renal tissue

structures respectively, as was investigated in Chapters 3.3 and 4.9. With the intention

of investigating the intra-observer variation, two rounds of evaluations were performed

by the same pathologists on the same image dataset over a time interval of at least two

weeks. The image dataset evaluated by the pathologists on the second round is the

reshuffled image dataset of the one used in the first round of scoring to ensure objectivity

in their quantifications. The sufficient time between the two rounds of evaluation ensures
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that the pathologists are not influenced by their first round of evaluation for the purpose

of investigating their intra-observer variation.

Four performance indices were employed in this chapter to gauge the practicality of the

computerised quantification system. These include the mean absolute error, accuracy,

specificity and sensitivity. The true positives (TP) are pixels correctly classified as

IF, while true negatives (TN) are pixels correctly classified as non-IF structures, and

vice versa. To gauge the amount of correlation between the different pathologists and

the automatic quantification system, three main statistical methods were employed,

namely the ICC [308] and Cohen’s (κC) and Fleiss’ kappa (κF ) tests. These metrics

are the most common statistics used in measuring inter-rater reliability [309] and are

described in Appendix D. As a basis for subsequent discussion, the categorical labels

for the corresponding ranges of the kappa value introduced by Landis et al. [310] are

used to convey the relative strength of agreement between the raters, as illustrated in

Figure 5.1.

5.2 Pathologist variability in conventional visual quantifi-

cation

This section provides an analysis on the agreeability between five independent patholo-

gists in their quantification of renal IF through the routine method – visual evaluation

of the biopsy images. Pathologists were tasked to estimate the amount of IF based

solely on their expert judgement. The experiments are divided according to the types

of structures found in the biopsy tissue samples, namely the ubiquitous renal tubular

structures and the rest of the less common renal tissue structures, as described in

Chapter 1.1.
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Slight agreement

0.0 < κ ≤ 0.2

Poor agreement

κ ≤ 0.0

Fair agreement

0.2 < κ ≤ 0.4

Moderate agreement

0.4 < κ ≤ 0.6

Substantial agreement

0.6 < κ ≤ 0.8

Almost perfect agreement

0.8 < κ ≤ 1.0

Figure 5.1 The categorical agreement for ranges of kappa values as proposed by Landis et al.
[308]

5.2.1 Visual evaluation on biopsy sections with only tubular struc-

tures (Experiment 1)

The conventional visual quantification of IF results produced by the pathologists were

evaluated on the inter- and intra-observer variability. Results on the evaluation of inter-

observer variability are compiled in Table 5.2, while that for intra-observer variability

are given in Table 5.3. Assessing the inter-observer variability, the quantification results

between different pathologists demonstrated a substantial correlation, with an ICC

of 0.6196. However, when assessed by the Fleiss’ kappa test with the quantification

percentage results rounded to the nearest 10%, the Fleiss’ kappa is a drastically low

0.0659 (p=0.0000). This suggests that while the pathologists may agree in different
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relative scales of quantification as shown by the ICC, their actual scores for the same

images vary significantly enough to not produce a quantification score that conveys the

same diagnosis to other pathologists.

Figure 5.2 demonstrates the agreement between each of the five pathologists to the

average pathologist (among themselves) on the 140-image dataset with only tubular

structures over two rounds in a Bland-Altman plot. In an ideal case of perfect agreement

between the pathologists, the Bland-Altman plot would have all points to be well

within the two limits of agreement, subject to random variations within two standard

deviations about the mean difference. However, as can be observed in Figure 5.2, all

five pathologists have evaluation differences that lie well outside the 95% limits of

agreement. This indicates a strong disagreement within the pathologists, confirming

the Fleiss’ kappa test result in Table 5.2.

On the other hand, the Cohen’s kappa test is used for evaluating the intra-observer

variability in the pathologists, as presented in Table 5.3. The degree of agreement

between each pathologist’s first and second round of evaluation on the same image

dataset has been shown to display only a fair but not strong agreement, as indicated by

the relatively low Cohen’s kappa value. On average, the five pathologists have recorded

a Cohen’s kappa value of about 0.27, which corresponds to only a fair agreement based

on Figure 5.1. Consistent with the kappa test, the average variation in percentage

point of the quantification is shown to go upwards of 10%. To illustrate the point, a

pathologist’s estimate of IF amount in the same biopsy tissue could change from 20%

to 30% of the total biopsy area from one round of evaluation to the next. This result

Table 5.2 The measures for inter-observer variability among the 5 pathologists on the image
dataset containing only renal tubular structures by ICC and Fleiss’ kappa, where a complete
agreement would achieve a value of 1.

Inter-observer variability measure Value
ICC 0.6196
κF 0.0659 (p=0.0000)
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Table 5.3 Intra-observer variability for 5 pathologists by the Cohen’s kappa values where a
complete agreement between the raters’ first and second scoring would produce κC=1, and
the mean variation in percentage points.

Pathologist κC Mean intra-observer variation (percentage point)
1 0.3129 6
2 0.2804 7
3 0.2629 7
4 0.2354 10
5 0.2323 9

highlights the need for a more consistent way of quantifying the amount of IF in biopsy

images.
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5.2.2 Visual evaluation on biopsy sections with all tissue structures

(Experiment 2)

On the dataset compiled for biopsy images containing all possible tissue structures, the

variability in pathologist quantifications exhibits a similar trend as that for the tubular

structures-only dataset. In terms of the inter-pathologist variability (results presented

in Table 5.4), the ICC for quantification results between different pathologists is 0.7338.

This indicates a substantial correlation between the pathologists, while revealing a

higher agreement between the pathologists than that in the tubular structures-only

dataset. Assessing the pathologists’ inter-observer variability by the Fleiss’ kappa

test, with the quantification percentage results rounded to the nearest 10%, shows

an extremely low correlation. The Fleiss’ kappa is only 0.1868 (p=0.0000), which is

higher compared to that in the tubular-structure-only dataset but still only at a slight

agreement level. Once again, this suggests that the pathologists’ estimations of the

IF area would not produce an agreeable diagnosis between different pathologists and

depend heavily on the individual pathologists’ own relative scale of judgement.

Figure 5.3 presents the Bland-Altman plots which reveal the degree of agreement between

five independent pathologists and the average pathologist (among themselves) on the

146-image dataset with all renal tissue structures. Over two rounds of examination on

the same image dataset, it was noted that the pathologists exhibit a similar amount

of disagreement as in the previous dataset containing only tubular structures (Figure

5.2). An interesting observation from the graphs is that the pathologists only achieved

Table 5.4 The measures for inter-observer variability among the 5 pathologists on the image
dataset containing all possible tissue structures by ICC and Fleiss’ kappa, where a complete
agreement would achieve a value of 1.

Inter-observer variability measure Value
ICC 0.7338
κF 0.1868 (p=0.0000)
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a good agreement between themselves in the cases where the severity of IF is under

10% of the total biopsy area.

The Cohen’s kappa values for the five pathologists show a fair to moderate amount of

agreement between the individual pathologist’s two rounds of quantification, with a

highest correlation of 0.47 for Pathologist 3. The average variation in actual percentage

values as recorded in Table 5.5 prove that the discrepancy in estimations made on

the same dataset in two separate rounds can vary significantly from pathologist to

pathologist. Therefore, the proposed automated quantification system is aimed to

aid the observers in making a more informed decision and quantification by providing

quantifications from an objective standpoint.

Table 5.5 Intra-observer variability for 5 pathologists by the Cohen’s kappa values where a
complete agreement between the raters’ first and second scoring would produce κC=1, and
the mean variation in percentage points.

Pathologist κC Mean intra-observer variation (percentage point)
1 0.2888 7
2 0.3240 7
3 0.4675 5
4 0.2339 12
5 0.2534 9
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5.3 Automated quantification as a diagnosis aide

This section presents results to the investigation on the variability between four inde-

pendent pathologists in their quantification of renal IF with the aid of the proposed

automated quantification system. In this round of experiments, the pathologists were

furnished with the quantification result by the proposed quantification system along

with the biopsy images which they were tasked to evaluate. This round of experiment

only involves the dataset of biopsy images containing all tissue structures. The results

recorded in this section correspond to the experiments listed in Table 5.1. Note that

Experiment 3 was conducted with only four pathologists, as one of the pathologists

has pulled out from the experiment round. Thus, in this section, any comparison to

pathologists’ quantification results without using the proposed quantification system is

adjusted to only considering the four corresponding pathologists for a fairer assessment.

5.3.1 Computerised against visual evaluation quantification (Experi-

ment 3)

One of the primary purpose of the proposed computerised quantification system is

to provide a reasonable basis for discussion between pathologists on the diagnosis of

renal IF progression in a patient. In other words, the automated quantification result

should be in general agreement with the average pathologist’s quantification to pass

as a convincing aide to practising pathologists. A previous work by Farris et al. [311]

has demonstrated the variability among pathologists from different centres and has

suggested the use of an automated assessment as a tool for standardisation. Experiment

3 (Table 5.1) in this study furthers their work by examining the feasibility of having an

automated quantification system as a second opinion in clinical diagnosis.
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The experiment was carried out in a similar manner as the other experiments involving

pathologists. Images of sections of renal biopsy samples were compiled and sent to the

group of pathologists for quantification by visual estimation. The differing aspect in

this round of experiment (Experiment 3) is the addition of the quantification results

produced by the proposed automated quantification system to the image dataset. In

other words, the pathologists were supplied with supplementary information of the IF

percentage as deduced automatically by the proposed system, along with the image

of segmented IF regions in the biopsy image. Having this objective and empirical

estimation as a basis for judgement allows the pathologists to make more informed

inferences and diagnoses on the biopsy samples. The analysis on the outcome of this

experiment is reported in Table 5.6.

Firstly, the results for quantifications without the use of the computer aide by pathol-

ogists are analysed. It has been shown that the automated quantification system

produces IF estimates that are in a fairly high amount of consistency with the average

pathologist, based on the ICC value of 0.704 in Table 5.6. This was also proven in Figure

4.7 (Chapter 4.9.4) where the automated quantification result mimics the general trend

of the pathologists’ visual quantification result. In fact, this level of consistency is on a

comparable level to that among different pathologists, as demonstrated by practically

identical ICC values between the two types of correlations investigated (0.704 and 0.695

for the computer-pathologists and inter-pathologist comparisons respectively).

Next, the impact of having the automated quantification as an aide to the pathologists’

visual quantification was measured by the ICC and Fleiss’ kappa test. Compared to

the pathologists’ quantification without the aide, having the automated quantification

results as a basis for estimation has considerably increased the correlation between

independent pathologists. This is demonstrated by the ICC (increase from 0.6950 to

0.7463) and the Fleiss’ kappa (increase from 0.1437 to 0.2434) tests carried out. This

degree of increased correlation is also reflected in the rise of one agreement category of
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Table 5.6 The variability measures between the automated quantification and pathologists’
visual quantification and between four different pathologists, with ICC=1 and kappa=1 in
the case of perfect agreement.

Statistical
evaluation test

Without aide With aide

Computer vs
pathologists’ average

ICC 0.7043 0.8935

κC 0.1295 (p=0.0055) 0.2571 (p=0.0000)

Pathologist vs
pathologist

ICC 0.6950 0.7463

κF 0.1437 (p=0.0000) 0.2434 (p=0.0000)

the Fleiss’ kappa from a slight to fair agreement, based on the Landis et al. classification

in Chapter 5.1.

Finally, it has also been proven that the proposed quantification system displays a

correlation to the average pathologist that is higher than the correlation between the

pathologists themselves. This is confirmed by the ICC (0.7043 vs. 0.6950 and 0.8935 vs.

0.7463) and the kappa values (0.1295 vs. 0.1437 and 0.2571 vs. 0.2434) in Table 5.6.

Furthermore, the automated quantification results have actually exhibited an almost

perfect agreement with the average pathologist’s evaluation, as the ICC value of 0.89

suggests.

5.3.2 Analysis of quantification in Banff criteria categorisation

In order to provide an assessment on the reliability of the proposed system in a way

that is more relatable to the actual diagnostic process of chronic kidney diseases, the

quantification results of IF were classified according to the Banff criteria [312]. The

three grades of IF as per the Banff classification are:

I. mild (IF < 25% of cortical area),
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II. moderate (IF 26—50% of cortical area), and

III. severe (IF >50% of cortical area).

The results from Experiment 3 (Table 5.1) were reassessed in terms of the Banff

categories, while the intraclass correlation and Cohen’s kappa statistics were calculated

to compute the diagnosis consistency between the computer system and the average of

the four pathologists. The results of the analysis are compiled in Table 5.7.

Referring to Table 5.7, for experiments involving pathologist quantification by their

expert judgement alone, the automated quantification system has actually shown a

higher degree of agreement to the average pathologist than the agreement among

pathologists themselves. This is proven by the slightly higher computer-pathologists

ICC and kappa values than the inter-pathologist ICC and kappa values. This reflects

the result presented in Table 5.6 in which the actual quantification values were analysed.

In fact, the kappa value for the agreement between the computer and pathologists is

higher than that for the inter-pathologist agreement. This fair level of agreement is, in

fact, higher than the slight agreement level shown in the case where the absolute values

of quantification were compared (Table 5.6).

Table 5.7 The variability measures between the automated quantification and pathologists’
visual quantification and between four different pathologists in terms of the Banff categories,
with ICC=1 and kappa=1 in the case of perfect agreement.

Statistical
evaluation test

Without aide With aide

Computer vs
pathologists’ average

ICC 0.5904 0.7068

κC 0.3639 (p=0.0001) 0.5538 (p=0.0000)

Pathologist vs
pathologist

ICC 0.5913 0.6472

κF 0.3081 (p=0.0000) 0.4345 (p=0.0000)
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When compared to the experiment results in which the pathologists were using the

proposed computerised quantification system in their evaluation process, the pathologists

have demonstrated a significant increase in agreement with other pathologists. This

positive effect of the aide on the correlation between the pathologists is shown in Table

5.7, in which a rise in both the ICC (from 0.59 to 0.65) and Fleiss’ kappa values (from

0.31 to 0.43) was recorded. Moreover, the ICC value for the computer-pathologists

variability has risen up to 0.71 from 0.59 when the pathologists procured the aide in their

evaluation. This dramatic spike in agreement between the automated quantification and

the pathologists has surpassed that for the inter-pathologist agreement, which has only

increased up to 0.65 in ICC value. Furthermore, the Fleiss’ kappa value has exhibited a

rise in agreement from a fair to moderate agreement category, while the Cohen’s kappa

value rose from a moderate to substantial agreement. This implies the feasibility of

the automated quantification system performing like an independent observer that is

as proficient as the average pathologist. The higher correlation between the proposed

quantification system and the pathologists also demonstrates the robustness of the

computer system to account for the different types of structures in a biopsy image

towards IF quantification. This conclusion is justified on the basis of the accuracy of

the proposed system when tested against the ground truth dataset in Chapter 4.9.3.

5.4 Graphical user interface clinical tool

As the ultimate aim of this research is to provide a working system for the pathologists

as an aide in the quantification of renal IF, the development of a user-friendly GUI adds

value to this research. This tool would offer a means for the pathologists or any medical

personnel with no background knowledge in the field of computer vision to utilise the

quantification system effectively. Additionally, the system also contains functionality

for the user to provide feedback on the automated quantification result.
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Currently, the prototype of the GUI has been developed in the MATLAB development

environment, with the ability to accept digital colour biopsy images and output binary

masks corresponding to each of the kidney tissue structures (if present) extracted. The

quantification result of the IF structure is also displayed in the GUI as a percentage of

the total biopsy area. In order to facilitate feedback from the pathologists, the developed

GUI also allows the user to manually correct the binary masks of the tissue structures

in the case of an error. The edited images are saved for revisions. The interface for the

prototype IF quantification program is shown in Figure 5.4, with instances of operation

of the program in Figure 5.5(a—d).

In the future version of the GUI, it is proposed to be developed as a standalone

application or a web-based GUI so as to allow remote diagnosis to take place, adapting to

the trend of internet medicine. Additionally, the general framework of IF quantification

is based on the individual segmentation of all tissue structures in the biopsy image.

Therefore, the interpretation of this framework in a working GUI is transferrable to

other types of tissue images, provided that the specific tissue structure detection and

segmentation methods are derived specific to that tissue type. Since the visual cues

extracted from the biopsy images are based mainly on colour, cell structure and image

textural information, the adaptation of this GUI onto other tissue types is feasible in a

future work.
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Figure 5.4 The prototype IF quantification GUI developed in the MATLAB environment. The
GUI presents: the panel for selecting original biopsy images (File panel); the panel for loading
IF quantification result data from the proposed quantification framework (Data panel); the
panel for highlighting different tissue structure regions for visualisation of segmentation results
(Region class panel); the panel for editing tissue structure regions by the user (Region Tools
panel); the panel for the recalculation of IF area after the tissue structure region editing by
the user (Fibrosis area panel).
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Chapter 6

Conclusion

6.1 The current state of development

Computer aided diagnosis is a practice that is beginning to see more widespread

implementation in hospitals and healthcare centres. This growth is necessitated by

the advantages brought about by having a computerised aide in the diagnostic process.

These include the reduced diagnosis time required, lowered need for laborious manual

evaluation by medical personnel, as well as increased accuracy and objectivity in the

medical analysis performed by doctors. The demand for computerised aides in medical

diagnoses is further spurred by the advancement of computation technology and the

improving affordability and accessibility of healthcare services. Besides, the explosion

of digitised medical data also facilitates the introduction of computerised tools into

medical diagnosis settings.

The applicability of computer aided diagnosis also extends to the diagnosis of kidney

diseases. The kidney is an important blood filtering organ in the human circulatory

system responsible for removing waste products from the blood. In the case of its failure,

it can result in the accumulation of toxic waste in the body. This condition can be fatal
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to the human body. Fortunately, chronic kidney disease can be controlled or slowed in

its progression to end-stage renal failure through early diagnosis and treatment. Doctors

and pathologists search for indications to a possible kidney disease through blood and

urine tests in routine procedures. In definitive cases, a renal biopsy sample is taken

from the patient as it is the gold standard to ascertaining the presence and activity of

the kidney disease [3]. Among all the pathological structures to be found in the biopsy

samples, the identifying structure that is indicative of chronic kidney disease is the IF.

Assessment of IF in biopsy samples is traditionally carried out through visual evaluation

of the pathologists. This standard practice in the diagnosis process [6] requires the

pathologists to approximate the total IF area in the biopsy sample cortical region by

eye. The concern in this scenario lies in the absence of a universal yardstick for the

pathologists to compare against. One measure that stands in as the closest to a standard

for the pathologists is the Banff classification criteria for renal allograft diagnoses [8].

It provides a guideline for expressing the estimated amount of IF as a percentage of

the biopsy tissue area in three grades: mild, moderate and severe. Unfortunately, this

standard is still reliant on the judgement of the human observer in the estimation of IF

region. To address this problem, a framework for the quantification of IF areas in digital

biopsy images based on computer vision and machine learning has to be developed and

applied with concordance to the pathologists’ standard.

6.2 Research summary

Setting out to resolve the research problem, the state-of-the-art methods for automated

renal IF quantification were investigated. These approaches can be summarised into

two methods, namely colour thresholding and colour clustering. Both of these methods

were replicated on the dataset compiled from biopsy images collected from the Sultanah

Aminah Hospital as a baseline for comparison. On the other hand, a novel approach
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based on the identification and segmentation of all commonly observed renal tissue

structures was proposed as the framework for renal IF quantification in this project.

The conventional method of extracting the IF structure by utilising the colour infor-

mation in the biopsy images entails the investigation into the different colour spaces

presented by the digital biopsy colour images. The various colour spaces analysed were

the RGB, YCbCr, CIE Lab, and HSI colour spaces. Segmentation of the IF areas by

intensity thresholding and clustering in the colour space components corresponding to

the blue-green colour – the colour of fibrosis structures as stained by the chemical dye,

were executed. Experiments were carried out on a ground truth dataset consisting of

20 images of biopsy sections which only contains tubular structures stained by MT.

The main contribution of this research project is the proposition of a framework for IF

quantification by the identification and extraction of all renal tissue structures. Each

tissue structure is plainly defined in terms of computer vision rules and parameters to

help in their segmentation. Inspired by the conventional method of utilising colour spaces,

it is proposed that a selective combination of different colour spaces be exploited in the

detection of red pixels and subsequently red structures in the image. This approach is

used in conjunction with morphological operations to segment the red tubular structures

in the biopsy images. By deduction, the IF structures can be identified as regions that

are in the background of the tubular structures in the biopsy sample. A preliminary

experiment on a dataset of images containing only tubular structure sections was

carried out. The proposed tubular structure segmentation method for IF quantification

was contrasted against the conventional colour thresholding and clustering methods,

as previously mentioned. The findings from the experiment have proven that the

quantification by detection of tubular structures achieved an average error half of that

produced by the colour thresholding and clustering approaches. The feasibility of the IF

quantification approach by the detection of all tissue structures has thus been validated.
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Among all the renal tissue structures to be identified, the segmentation of healthy

glomerulus structure is one of most challenging. The main reason for it still being an

open research question is in the highly irregular appearance of the glomerulus in biopsy

images. The glomerulus is a spherical tissue structure with fluid-filled spaces and can

thus present large variations when being prepared into a 2D biopsy sample. This is

dependent on the biopsy slicing orientation, conditions and the degree of glomerular

atrophy. Three distinct techniques were introduced for the detection and segmentation

of glomerulus structures: Bowman’s space search, intraglomerular texture classification,

and classification by a novel image texture feature named channel correlation feature.

The Bowman’s space search and intraglomerular texture classification methods are

variations of methods already tested in the literature. The search for the characteristic

Bowman’s space around the glomerulus is based on the premise of the detection of

elliptical white spaces around low intensity intraglomerular regions. Meanwhile, the

intraglomerular texture classification approach utilises image textural features such as

GLCM, GLRL, SFTA, and colour histogram features to train an rLADTree classifier

that detects glomerulus structures. On the other hand, the segmentation method

by utilising the novel channel correlation feature as classification descriptor presents

a more robust way of glomerulus detection than the other two methods. It is free

from the rigid Bowman’s shape constraint while is able to extract a higher layer of

information than basic textural features. These two advantages have provided an edge

to the classification by novel channel correlation feature method compared to the other

methods in glomerulus segmentation, as proven in validation experiments.

The novel channel correlation feature generation method is founded on the measurement

of the amount of correlation between different representations or interpretations of an

image to be classified. This allows the creation of a feature that is scale, rotation and

translation invariant. As opposed to common image textural features, the proposed

channel correlation texture feature is not restricted to the measure of local homogeneity



6.3 Future research 137

but also maps the spatial characteristics of the image pixels. Validation experiments on

comparing between the proposed feature and other state-of-the-art textural features

have proven its superiority in classifying accuracy and knowledge abstraction. An

in-depth assessment on the knowledge abstraction capability between the proposed

textural feature and the CNN features have shown that the proposed feature offers a

more interpretable feature set than the CNN features.

Finally, the impact of the finalised automated IF quantification system on the diagnostic

process conducted by the pathologists was investigated. As a benchmark procedure, the

variability of practising pathologists in the visual evaluation of renal IF in biopsy images

was firstly measured and inspected. In a subsequent stage, they were equipped with the

automated quantification of the amount of IF present in the biopsy image inspected

produced by the proposed quantification system. Findings from the experiments have

demonstrated that the proposed system substantially improved the pathologists’ agree-

ment in diagnosis. An interesting point to note is that the computerised quantification

has exhibited a higher agreement to the average pathologist than the agreement shown

between independent pathologists. This highlights the extent to which the pathologists

can benefit, and have benefited, from having a precise computerised quantification

system as an aide in their kidney disease diagnosis procedure.

6.3 Future research

The proposed system for the quantification of renal IF in digital kidney biopsy images by

the method of tissue structure segmentation has produced satisfactory results based on

the comparison with the pathologists’ evaluation. However, further refinements of the

system are still desired to improve the detection and recognition of individual structures.

This problem is especially defined in the recognition of the healthy glomerulus structures.

The current method for segmentation requires the calculation of different statistical
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properties on top of the derivations of various image representations of the original image.

This is a computationally feasible process in this research project, yet a simplification

of the process is still favourable for more large scale applications. Proposed solutions to

this include searching for more descriptive image representations for the dataset and

the development of the program in a more efficient and faster programming language,

such as C or Java, than the MATLAB environment.

Aside from that, the utilisation of SVM in the classification of glomerulus structure

features can be replaced by an unsupervised or semi-supervised learning algorithm,

such as the increasingly popular neural network in the scope of medical imaging. An

adaptation of an unsupervised learning algorithm into glomerulus structure detection

would remove the need of searching for an optimised set of parameters that can best

generalise the dataset model. Additionally, examination of the layers in deep neural

networks trained on the glomerulus dataset used in this research could also potentially

provide insights to the way the image dataset is generalised.

Finally, in order to create a convincing validation of the quantification system’s algorithm,

an expansion of the digital biopsy image dataset has to be carried out by further image

acquisition from the hospital. A larger dataset will introduce a broader range of

variations seen in the biopsy images, thus bringing to light any possible limitations of

the system previously unnoticed for further enhancement of the algorithm. Alongside the

expanded image dataset, the set of manually annotated ground truth images will have

to be increased as well to test for the accuracy of the system in a more comprehensive

manner. Feedback from the pathologists can also be efficiently gathered through the

developed GUI as the visual evaluation results are gathered for the new image dataset.
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Compiled testing dataset

From the large image dataset obtained from the hospital, a smaller subset of renal biopsy

images is selected as a testing dataset for the proposed experiments. The selection

criterion for this compilation of biopsy images is based on the type of tissue structure

observed in the section of biopsy sample in order to facilitate the execution of successive

experiments. All the tissue structures commonly observed in a renal tissue is introduced

and described in Chapter 1.1. Furthermore, the testing dataset was also assembled with

the intention of encompassing all possible variation presented in the larger dataset.

The image datasets utilised in the experiments are listed as follows, with corresponding

sample images in Figure A.1.

1. 140 images of biopsy consisting of only tubular structures.

2. 146 images of biopsy with all possible tissue structures (renal tubules, glomeruli,

arteries, etc.).
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Additionally, for the experiment involving the validation of the novel feature descriptor

based on channel correlation, a glomerulus classification dataset was also compiled from

the existing image dataset. The dataset consists of:

1. 479 glomerulus images, and

2. 499 non-glomerulus images which comprise various surrounding tissue structures.

A few corresponding sample images are displayed in Figure A.2.



141

(b)

(a)

Figure A.1 Samples from the renal biopsy datasets with (a) only tubular structures, and (b)
all commonly seen structures.

(b)

(a)

Figure A.2 Samples from the glomerulus classification dataset, with (a) glomerulus structures,
and (b) various surrounding tissue structures.
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Annotated ground truth

In order to provide an objective evaluation on the IF segmentation methods, a set

of 40 images was selected from the bigger biopsy image dataset as the ground truth

dataset. This dataset was selected to include 20 relatively healthy and 20 relatively

diseased biopsies. Additionally, from each of the healthy and diseased set, 10 images

contain only renal tubular structures while the other 10 include other common renal

tissue structures as well. These images have their IF regions manually annotated by

consulting an experienced pathologist. Examples from this image dataset is presented

in Figure B.1.
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(b)(a)

Figure B.1 (a) Sample renal biopsies. (b) Manually segmented ground truth images of IF
regions.



Appendix C

Colour invariance

The colour invariant expressions are modelled under the assumption made by the

Kubelka-Munk theory on the reflected light spectrum for coloured bodies [313]. The

photometric reflectance model is stated as

E(λ, x̄) = e(λ, x̄)(1−ρf (x̄))2R∞(λ, x̄)+ e(λ, x̄)ρf (x̄) (C.1)

where λ is the wavelength,

x̄ is the position in the image,

e(λ, x̄) is the illumination spectrum,

ρf (x̄) is the Fresnel reflectance, and

R∞(λ, x̄) is the material reflectivity.

The distinct states of different colours are discriminated using colour invariance by

adopting a few assumptions on the imaging conditions. For the purpose of inspecting

biopsy images, matte, dull surfaces, planar objects, and an equal energy and uniform

illumination in the Kubelka-Munk model are assumed. This reduces the illumination

spectrum in Equation (C.1) to an intensity of i and the equation is simplified to
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Equation (C.2). Differentiating Equation (C.2) with respect to x and normalising it

results in Equation (C.3).

E(λ,x) = iR∞(λ,x) (C.2)

Wx = Ex

E
= 1

R∞(λ,x)
∂R∞(λ,x)

∂x
(C.3)

Wx in Equation (C.3) detects changes in object reflectance independent of illumination

intensity. This property can also be used as an edge detector in coloured images. The

complete and irreducible set of invariants for Equation (C.3) can be stated as Equation

(C.4).

Wλmxn = Eλmxn

E
(C.4)

for any integers m ≥ 0, n ≥ 1. Therefore, the total edge strength measures in a two

dimensional colour image may be defined as Equation (C.5).

WW =
√

Wx
2 +W 2

λx +W 2
λλx +W 2

y +W 2
λy +W 2

λλy (C.5)

This allows the colour invariance to function as an edge detector, where the edges

present in the image based on colour gradient were derived independent of intensity

level. In the context of renal biopsy foreground segmentation, the colour invariance

edges were then morphologically extracted as a whole as the biopsy tissue region.
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Statistical evaluation methods

Intraclass correlation coefficient

The ICC is used to measure the relative similarity between variables sharing the same

metric and variance [314]. It is often applied as a measure of reliability of a group of

ratings or measurements. The theoretical formula for the ICC [308] is given as

ICC = σ2
r

σ2
r +σ2

b

(D.1)

where σ2
r is the variance of ratings for a subject, and σ2

b is the variance of ratings between

subjects. In other words, the ICC is a measure of rating reliability by comparing the

variability of ratings for the same subject compared to the total variability of all ratings

and subjects.

However, the values for σ2
r and σ2

b are usually not known, and they are estimated from

a sample data set. These estimates are dependent on the different models used for the

sample data, so as to acquire the mean square values for analysis of variance (ANOVA)

suitable for the sample data. The three types of ICC [315] are:
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Case 1: For each subject, a rater is selected at random from a pool of raters to

give a rating on the subject. This corresponds to a one-way random

effects ANOVA model.

Case 2: For each subject, the same set of k raters selected at random from

a pool of raters give ratings to the subject. This corresponds to a

two-way random effects ANOVA model.

Case 3: For each subject, the same set of k raters give ratings to the subject,

and there are only k raters. This corresponds to a two-way mixed

effect ANOVA model.

Two ICCs exist for each of the two-way data cases, namely a correlation measuring the

consistency of ratings, and a correlation of absolute agreement between ratings. The

difference between these two is in the exclusion of raters’ variance from the denominator

(total) variance of ICC for consistency measures, while the absolute agreement measure

retains the raters’ variance. For instance, in the measure of consistency between raters,

a Pathologist 1 giving relatively high percentage fibrosis scores may agree with a

Pathologist 2 giving relatively low percentage fibrosis scores if their scores can be related

by a linear shift in their mean scores.

Kappa coefficient

The kappa coefficient is a statistical tool for measuring the inter-rater reliability. Two

types of kappa coefficient are commonly used in machine learning, namely the Cohen’s

kappa [316] and Fleiss’ kappa [317]. These kappa coefficients are both used for assessing

the agreement between a fixed number of raters on categorical ratings with chance

agreement taken into account. However, the difference lies in the fact that the Cohen’s

kappa can only measure agreement between two raters, while the Fleiss’ kappa is used

in the case of more than two raters.
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The Cohen’s kappa coefficient, κC is calculated as

κC = po −pe

1−pe
(D.2)

where po is the observed proportion of agreement between raters, and pe is the calculated

probability of chance agreement. Similarly, the Fleiss’ kappa coefficient, κF has the

equation of

κF = P̄ − P̄e

1− P̄e
(D.3)

where P̄ is the mean proportion of agreement between all raters, and P̄e is the calculated

probability of chance agreement of all raters.

For both the kappa coefficients described, a complete agreement between the raters

would produce κ = 1, while a value of κ ≤ 0 would be obtained if there is no agreement

between the raters other than what would be expected by chance.
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