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e Shared VMs for less demanding sites

User Needs e Individual VM for each more demanding site
e Data stored on selected NERSC global file systems

v/ better portability/reproducibility

v/ quicker initial provisioning Challenges
] ] registry
v/ less cumbersome configuration e Services coupled to OS versions; upgrades difficult
v/' improved performance and scaling Complicated per-site Apache and Linux configuration
L omveriant mess to HPG resotrees c P P pac onti9 e Users interact with Spin via APl and CLI
e Many software dependencies, often contlicting e Access control and security policy enforced by API interceptor
e High-touch user engagement for many sites e Docker stack created for each science gateway
e Rancher orchestration deploys containers to servers
e Data stored on NERSC global file systems or within Spin
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Examples: ‘web’ service, ‘db’ service. e Test on laptop, test on development, deploy to production Wide range of scientific applications
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