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Abstract:

Solutions to privacy concerns centered on notifying consumers about (transparency), and granting them
control over the collection and use of their personal information (choice) are pervasive. Policy makers
posit that these measures will aid consumers in improved privacy decision making. Conversely, scholars
argue that these protections may have a negative impact on market efficiency and firm technology
innovation and adoption. Chapter 2 evaluates the impact of regulation providing consumers transparency
and chqice on technology adoption by hospitals and finds, in contrast to prior results, evidence for a
beneficial role of privacy regulation. I also find evidence that these gains may be a result of reduced
barriers to adoption stemming from consumer privacy concerns. In Chapters 3 and 4 I shift my focus to
evaluate the premise proposed by policy makers that increased transparency and choice will improve
consumer privacy decision making. In Chapter 3, I first find that simple privacy notices communicating
lower privacy protection can, under some conditions, result in less disclosure from participants, in-line
with the policy aims for increased transparency. However, I also find that simple and common changes in
those same notices, exploiting individual heuristics and biases, can result in the effect of even
straightforward and accessible privacy notices being predictably manipulated (Experiment 1) or entirely
thwarted (Experiment 2). Finally, in chapter 4 I find substantial malleability in individual privacy decision
making in response to changes in choice framing. Specifically, the labeling of settings, the mix of setting
relevance, and the presentation of choices as a choice to reject all impacted the decision frame for
participants in a manner that significantly influenced participants’ choice of privacy protective settings.
Taken together, these results suggest that while privacy solutions centered on transparency and choice
may alleviate barriers to technology adoption stemming from consumer privacy concerns, the implicit
assumption that they will reduce consumer privacy risks may be questioned. Implications for policy
makers include a persistence, and perhaps increase, in consumer privacy risks despite increased

transparency and control.
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1. Transparency and Choice in the Context of Privacy Choice
The advent of the internet alongside widespread adoption of technologies that facilitate nearly continuous
connectivity has given rise to a new digital age so sweeping that it is difficult to imagine a facet of life not
altered or transformed by it. These include the manner in which we connect and interact with one another
(Garton, Haythornthwaite, and Wellman, 1997; Kumar, Novak, and Tomkins, 2010), consume news and
entertainment (Deuze, 2001; Bhattacharjee, Gopal, and Sanders, 2003), educate and learn (Allen and
Seaman, 2005), and even pursue romantic interests (Ellison, Heino, & Gibbs, 2006). Many of these
changes offer likely benefits to society including the broader flow of information and ideas (Lessig,
2002), increased Uﬁnsparency and awareness of world events (Huang, 2011), and more consumer choice
and increasingly efficient markets (Peterson, Balasubramanian, and Bronnenberg,1997; Bakos, 1998).
However, these advances have also given rise to significant privacy concerns stemming from an
unprecedented level of collection, aggregation, and analysis of personal information about individuals.
For instance, companies termed “data brokers” consolidate information from thousands of online (and
some offline) sources to create consumer profiles with information ranging from names, addresses, age,
and race to pregnancy, new births, and political contributions (Becket, 2013). The largest of these data
broker has amassed a database with information on over five hundred million consumers, including
almost all American consumers, and processed 50 trillion data transactions in 2011 with a rcported
revenue of $1.3 billion (Singer, 2012). In addition, advances in computer science and statistics hav_e
resulted in increasingly sophisticated uses of personal information for marketing purposes. For example,
behavior or targeted advertising analyzes consumer personal information to make inferences (sometimes

sensitive ones) about consumer preferences in order to more effectively tailor advertising,

Policy makers recognized early on the potential of increased digitization of information and improved
computing to fundamentally alter the manner in which sensitive personal information is collected,
analyzed, and disseminated. They also recognized that this would result in unique and substantial privacy

concerns (Ware, 1973). To address these concerns, policy makers have often relied on transparency and
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control solutions; or solutions centered on notifying consumers about, and granting them choice in how
their personal information is collected, used, and disseminated. This is consistent with early
conceptualizations of privacy which highlight transparency and control as central tenants. For example,
Alan Westin (1967) suggests that “privacy is the claim of individuals, groups, or institutions to determine
for themselves when, how and to what extent information about them is communicated to others”. While
choice is explicit in Westin's definition of privacy, implicit in his definition is the existence of sufficient
transparency such that an individual is aware of how their information may be collected, used, and shared.
Froma policy and regulatory perspective, early implementations of transparency and choice in the
context of privacy came in the form of a Code of Fair Information Practices developed as part of a 1973
report titled “Records, Computers and the Rights of Citizens” (Ware, 1973;Gellman 2012). These were

later refined and popularized by the OECD privacy guidelines (OECD, 1980).

Transparency and control privacy solutions are also reflected in numerous legislative efforts intended to
address consumer privacy concerns. For example, The Health Insurance Portability and Accountability
Act (IITPAA) privacy rule includes provisions requiring covered healthcare entities to provide patients
notice of the collection and use personal health information and also provide choice with respect to some
uses of personal information. The Graham-Leach-Bliley Act of 1999 requires financial agencies to
provide consumers notice of data practices and give them the option to Opt-out of certain data collection
and uses. Moreover, policy makers continue to lean on transparency and control to address emerging
privacy issues. For example, in the context of online consumer privacy, firms and policy makers have
reached a broad consensus on self-regulatory approaches' centered on providing consumers with
“transparency and control” solutions. Both the FTC ﬁhite paper on consumer privacy and the White
House Consumer Bill of Rights (FTC, 2012; The White House, 2012) presented transparency and notice

as central to consumer privacy protection. Industry leaders broadly concurred with the approaches

! The impact of regulatory vs. self-regulatory approaches is not a focus of this thesis. A detailed discussion of the implications of
self regnlatory approaches in the context of privacy are discussed in Solove (2013).
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outlined by policy makers. In comments on the FTC privacy framework, Facebook stated that
“__.companies should provide a combination of greater transparency and meaningful choice...” for
consumers, and Google stated that making the “collection of personal information transparent” and giving
“users meaningful choices to protect their privacy” are two of their guiding privacy principles (Santalesa,

2011). Privacy advocates have also embraced these approaches (Reitman, 2012).

However, it is possible that privacy regulation intended to protect consumers comes at a cost. Scholars
argue that while regulation restricting the flow of information could result in privacy gains for
iﬁdividuals, they may also have costly consequences by reducing the efficiency of markets (Stigler, 1980;
Posner, 1981). Thus the challenge remains for policy makers remains to strike a balance between the need
for individual privacy and encouraging technology innovations with the propensity to provide significant
public and private good {e.g. national security and business and innovation). Along this vein, scholars
have started to empirically evaluate the costs and benefits of privacy protection, including those granting
consumers transparency and control {(Miller and Tucker, 2009). This thesis contributes to this literature
and focuses on the impact of transparency and control from two distinct perspectives. First, | consider a
firm centric perspective in which I evaluate the impact of transparency and 6ontrol on firm innovation and
adoption of technology (Chapter 2), Secondly, I consider a consumer centric perspective in which I
evaluate the potential of transparency (Chapters 3) and control (Chapter 4) solutions to influence

consumer privacy decision making, and alleviate privacy concerns and reduce risks.

With respect to the first focus of this dissertation, scholars have differed on the potential impact of
transparency and control on firm innovation and technology adoption. Some argue that transparency and
control solutions may hamper firms with unnecessary costs that would stifle innovation and technology
adoption (Lenard and Rubin 2005, 2006), while others argue that privacy protection will decrease barriers
to innovation stemrﬁing from consumer privacy concerns and thus, spur innovation and technology

adoption (McGraw et al, 2009; Bamberger and Muiligan, 2011). A small but growing body of empirical
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work has primarily found evidence in line with a negative impact of transparency and control on
technology innovation and adoption by firms. Chapter 2 is a contribution to this stream of work in which I
evaluate the impact of regulation requiring transparency and consent in the context of Health Information
Exchanges (HIEs). HIEs are innovative healthcare technology initiativrcs that increase coordination
between healthcare providers and are central to the national health IT strategy to improve efficiency and
quality of care thr;ough enhanced sharing of patient data, However, they primarily involve the facilitated
sharing of sometimes sensitive health information and have thus, raised significant privacy concems, To
soothe these concerns, numerous states have enacted laws establishing strict requirements that require
patients to be provided notice and choice with regard to the medical data shared throﬁgh HIEs. 1
investigate tﬁe tmpact of this regulation on the adoption and success of Health Information Exchanges. .I
find that among all states with laws intended to promote HIE adoption, those that had requirements for
patient consent experienced greater HIE adoption and success. These results suggest that gains we
identify may have been due to the propensity of transparency and choice to alleviate consumer privacy
concerns associated with attempts to promote technology efforts. These findings contribute to the debate
over the impact of privécy regulation on technological progress and provide insights on the delicate

balance between privacy concerns and the benefits of technology adoption.

The second focus of this dissertation is on the propensity of transparency and choice to address consumer
privacy concerns and reduce risk. In principle, giving consumers more control over, and more information
about, how their personal data is used seems an unarguable improvement over a situation in which
consumers are left in the dark. In particular, policy makers posit that consumers notified of data practices
by firms may in response, alter disclosure behavior in line with their preferences for privacy. Similarly,
consumers offered increased choice may opt-out of forms of data analysis and collection decmed
intrusive, again in line with their individual preferences for privacy, Unfortunately, the ability of even
improved transparéncy soluﬁons or additional control to better align consumer attitudes towards privacy

with actual behavior and reduce regret from over sharing is ultimately questionable. A growing body of
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work suggests that many consumers are uncertain about their preferences for privacy, and that observed
privacy behavior is often contrary to stated concerns (e.g., Acquisti, 2009) and is affected by contextual
factors (John, Acquisti, & Lowenstein, 2012). Scholars have also started to question the effectiveness of
transparency and notice alone in protecting consumer privacy. For example, Solove (2013) states that
“Despite my early optimism about opt-in, I now believe it will fail. One reason is that ofganizations, asa
rule, will have the soﬁhistication and motivation to find ways to generate high opt in rates.” Other
scholars suggest that, “many data-processing institutions are fikely to be good at obtaining consent on
their terms...”” (Schwartz, 2005). Commenting on transparency and control solutions provided in Gramm-
Leach-Bliley (GLB) Act, Janger and Schwartz (2001) find very few customers changed their behavior

{opted out) after being provided increased transparency.

In chapter 3, I evaluate the impact of transparency on individual privacy decision making. Specifically, T
evaluate the propensity of simple privacy notices to consistently influence privacy decisions making. I
find that while simple privacy notices communicating lower privacy protection can, under some
condl;tions, result in less disclosure from participants (in line with the policy aims for increased
transparency), simple and common changes in those same notices, that exploit individual heuristics and
biases, can result in the effect of even straightforward and accessible privacy notices being predictably
manipulated (Experiment 1) or entirely thwarted (Experiment 2). In Experiment 1, I demonstrate that the
impact of privacy notices on disclosure is sensitive to whether notices are presented as increasing or
decreasing in protection, even when the objective risks of disclosure stay constant. In Experiment 2, T
demonstrate that the propensity of privacy notices to impact disclosure can be muted by a number of
simple and minimal misdirections (such as a mere 15 second delay between notices and disclosure
decisions) that do not alter the objective risk of disclosure. It follows that privacy notices can - on the one
hand — be easily marginalized to no longer impact disclosure, or — on the other hand — be used to
influence consumers to share varying amounts of personal information. Transparency may, therefore,

become a “sleight” of privacy.



Finally, In chapter 4, T evaluate the propensity of increased consumer control to consistently impact
individual privacy decision making and the reduce privacy risk. Specifically, I evaluate the propensity of
individuals to choose more protective privacy settings under different framing of otherwise identical
choices. Utilizing common but subtle differences in the manner that privacy choices are presented to
consumers online T have designed four studies that seek to evaluate the potential of these differences in
presentation to impact the propensity of individuals to select protective settings and also to make personal
disclosures. This work leans on a literature on choice framing which finds, consistently, that individual
choice can be altered by different presentations of otherwise identical choices and also a priming
literature which suggests that subtle manipulations can elicit different concepts and mindsets (e.g. privacy
or sharing) which can have significant impacts on individual behavior. Generally, I find considerable
malleability in the choice of privacy protective settings under varying decision frames. First, I find that
that the labeling of privacy relevant choices as “Privacy Settings” results in the choice of more protective
settings relative to labeling the identical choices as “Survey Settings”. Moreover, I find that presenting
individuals with an important privacy choice mixed with other settings that were pre-ranked by
participants to be less relevant, significantly decreased the likelihood of participants choosing the
protective option for the important choice. Finally, 1 find that participants presented privacy relevant
choices as a choice to allow a use of their personal information {accept frame) were significantly less
likely to choose the privacy protective option relative to those presented the identical choice as a choice to
prohibit a use of their personal information (reject frame). Generally, I find that manipulations of framing
do not have a significant impact on disclosure, when I control for the choice of settings by participants.
These results suggest that common but subtle variation in the framing of privacy choices can predictably

influence users to chose less protective privacy options.



II. Chapter 2: The Impact of Privacy Regulation en Technology Adoption:

The Case of Health Information Exchanges

1. Introduction

Numerous consumer services thrive today thanks to the exchange and use of personal, and sometimes
sensitive, information. The risks associated with the potential misuse of that information, however, have
fueled a debate over the appropriate approach to protecting consumers privacy and the role of regulation
in that protection (Solove 2004; Lenard and Rubin 2005, 2006; Goldfarb and Tucker 2011a, 2011b). A
recent string of policy changes by high-profile Internet firms such as Facebook and Google has propelied
this debate into the national spotlight (Steel and Vascellaro 2010; Horowitz 2011; Angwin and Valentino-
Devries 2012). Is the loss of privacy the cost to pay for innovation? Or can, in fact, the protection of
consumers” data be compatible with technological progress? This chapter explores the role of privacy
regulation in promoting or impeding technology adoption and innovation in the context of sensitive health
data, Tt evaluates the impact of laws imposing patient consent requirements on the number of attempted
efforts to electronically exchange patient data between unaffiliated organizations (known as Health
Information Exchanges, or HIEs), and, within those, the number of HIEs actively sharing health

information.

HIEs are information sharing collaborations between otherwise disconnected health entities. HIEs have
spuired significant debate over the appropriate balance of patient privacy and the potential gains to
healthcare providers and their patients. HIEs generally rely on the availability of digital health
information, such as what would be available via an electronic medical records (EMR) system, and are
expected to improve efficiency and quality of care through enhanced availability of patient clinical data at
the point éf care. At the same time, privacy, security, and consent come up consistently as primary patient
concerns associated with HIEs (Simon et al 2009}, leading privacy advocates and patient rights groups to

advocate for increased privacy regulation (Greenberg, Ridgely, and Hillestad 2009; Milliard 2010).
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Policymakers interested in the healthcare industry thus face the same challenge that emerges in other
industries: how to address patient privacy concerns without over-regulating the disclosure of health

information and stifling the growth and emergence of exchange efforts.

Across different states, US regulators have solved this challenge in different ways. Some states have
enacted HIE-specific laws with requirements for patient consent; others have enacted HIE-specific laws
that do not have such requirements; and others have not enacted HIE-specific laws at all. This variation
allows us to evaluate the impact of the laws — and, in particular, the strictness of privacy protection
afforded by the laws - on the number of attempted Health Information Exchanges (HIEs), and within

those, the number of HIEs actively sharing health information.

My empirical strategy uses semi-annual data from a six year period (2004 through 2010) to compare the
number of attempted and operational HIEs across states with variation in the extent to which regulation
provided patients the option to consent with respect to the use of their data in an exchange (“attempted”
HIFEs include both HIEs actively sharing health information, and those merely in the planning phases). I
disentangle the impact of consent requirements from incentives for HIE adoption using between-state
vatiation in consent requirements and HIE-specific legislation. Including state and time fixed effects and
controls for relevant observables (other elements of the laws, differences in state wealth, populations,
Health IT adoption, and so forth), I find that among all states with laws intended to promote HIE
adoption, those that included explicit requirements for patient consent experienced greater HIE activity
(an increase of approximately 2 attempted HIEs and 0.644 more operational HIEs). This result is
bolstered by the finding that states with incentives for exchange and explicit requirements for patient
consent are almost twice as likely to report that privacy concemns presenfed a minimal challenge in their
development compared to states with no HIE legislation, or states with incentives for exchange but no
requirements for consent. These results are robust to evaluations of possible endogeneity. I do not find

evidence that HIE laws are passed as a result of increased HIE activity (i.e., reverse causation). Also, I
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find consistent results when I consider the impact of state unobservables that may be correlated with the
passage of HIE-promoting legislation (such as changes in political attitudes or public opinion towards the

importance of health IT).

This work is, to my knowledge, the first empirical study on the role of privacy protection on HIE
progress. More broadly, it contributes to the empirical and policy literature evaluating the impact of
privacy protections on technological progress. Unlike some earlier findings presented so far in the
 literature (see Section 2), these results offer evidence for a possible nuanced and sometimes beneficial

role of privacy regulations in encouraging technology adoption.

2. Related Literature

2.1 Innovation, Regulation, and Privacy

In the United States, bascline protection of personal information has been explicitly mandated by law in a
few sectors, such as healthcare and financial services.” In other sectors, such as online commerce,
policymakers’ intervention in the market for personal information has been minimal, and self-regulation
has been preferred (Mulligan and Goldman 1997; Tang, Hu, and Smith 2007). The debate over the proper
way to address privacy protection remains intense; several bills related to consumers’ privacy rights are

currently under review in Congress.’

When considering whether to enact new privacy legislation, policymakers face a frade-off. Regulating the
use of consumer data can protect individuals® privacy and increase consumer welfare (for instance, by
making identity theft less likely: Romanosky, Telang, Acquisti 2011). However, it can also increase

firms’ costs and decrease efficiency (for instance, by imposing additional technological controls or

2 Consider, for instance, the Health Insurance Portability and Accountability Act (P.L.104-191) for healthcare
providers, and the Gramm-Leach-Bliley Act of 1999 (P.L. 106-102) for financial institutions.

* They include the Do Not Track Kids Act of 2011 (H.R. 1895), the Do-Not-Track Online Act of 2011 (8. 913), and
the Commercial Privacy Bill of Rights Act of 2011 (8.799).
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administrative procedures to protect individuals’ data). For instance, early analysis of privacy economics
by scholars such as Stigler (1980) and Posner (1981) implied that privacy regulation may create market
inefficiencies. These scholars posited that privacy regulation limits the availability of information
necessary for the efficient operation of markets. One particular drawback of privacy regulation that has
canght the attention of scholars and policymakers is the potential for a dampening effect on technology
adopfion and innovation. For example, Lenard and Rubin (2005, 2006) argue that laws related to
notifying consumers of data breaches may impede e-commerce and stifle technological development by
discouraging firms from innovating by using consumers’ personal information (or stop collecting it

altogether).

On the other hand, there are reasons to believe that the effects of privacy regulation on consumers’ and
firms’ welfare may not always be negative: privacy legislation could encourage adoption and acceptance
of privacy-sensitive technologies (such as behavioral advertising), increasing consumer welfare (for
instance, through custornized ads) and simultaneously increasing firm profitability. In fact, some scholars
have argued that privacy regulation provides necessary assurances to users and subjects of these systems,
encouraging participation, adoption, and acceptance of new services or technologies (McGraw et al 2009;

Bamberger and Mulligan 2011).*

Notwithstanding the substantial debate between privacy advocates and data industry lobbyists, the
empirical work evaluating the impact of privacy regulation on technology innovation and adoption has
been limited to date. Current evidence seems to support the view that privacy restrictions have a negative
effect on technology innovation, adoption, and effectiveness. Goldfarb and Tucker (2011a) found that

display advertising became far less effective at impacting consumers’ stated purchase intent after the

* On some occasions, industries have even sought increased privacy regulation in order to push forward potential
privacy sensitive technologies. The Electronic Communications Privacy Act of 1986 (ECPA), which updated the
1968 Wiretap Act, was the result of such collaborative public interest/private sector efforts: the indusiry feared
that, without legal protection against eavesdropping and interception, consumers would be reluctant to use
emerging clectronic media, such as cellular phones and email.
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enactment of EU laws restricting advertisers' ability to collect data on web users. Specific to the impact of
privacy regulation in healthcare and technology adoption, Miller and Tucker (2009) found that disclosure
laws inhibited the adoption of EMR that are thought to have positive externalities. Actions of industry
echo this conclusion, with attempts to amend long-standing privacy regulation to ease the burdens on
industry. For example, legislators have recently introduced a bill to modify the Video Privacy Protection
Act of 1988 to allow the sharing of user viewing behavior subject to consumers’ consent. This initiative
has been spurred primarily by a Facebook/Netflix collaboration aimed at facilitating the sharing of

viewing habits with friends online — and marketers t00.”

2.2 Health Information Exchanges and Patient Privacy

Health Information Exchanges (HIEs) allow electronic health information sharing between hospitals,
health plans, pharmacies, laboratories, physicians, and other relevant entitics. They rely on digital health
records (e.g. in the form of an EMR system) and often start as regional partnerships of healthcare
stakeholders (e.g. several neighboring counties within a state) that agree to share their patient health
information via a shared technology platform and also abide by terms of use (covering a wide range of
issues, such as patient privacy). HIEs are almost exclusively initiated as independent non-profits, or
under the umbrella of a non-profit entity (only three of the 88 operational HIEs that I identified are
operating as independent for-profit organizations). While early adopters of health information exchange
efforts emerged in the early-nineties (the oldest exchange effort in my dataset was initiated in 1990), only
in the last decade has there been significant growth in HIE activity, including the number of HIEs
attempted and an increasing number of HIEs actually facilitating electronic exchange of health
information (i.e., operational): in 2004 there were only .25 operational HIEs per state, compared to 1.5 as

of 2010.

¥ Amendment to 2710 of title 18,Video Protection Act, United States Code (H.R. 2471).
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HIEs promise considerable welfare gains. For instance, increased availability of patient information can
lead to more informed treatment decisions, and exchanges may reduce redundant testing by allowing a
physician access to test results performed by a patient’s prior physicians.® However, the success of HIEs
can be hindered by sustainability issues, misaligned incentives from competing healthcare entities, and
technological and interoperability constraints (Vest and Gamm 2010). In particular, data privacy and
security challenges have elicited concerns from legislators, privacy advocates, and patient rights groups.
A significant body of work has looked at patient and physician attitudes towards health privacy and the
sharing of personal health information. Sankar et al (2003) found that patients dealing with increasingly
sensitive information (e.g. HIV-related information) are less likely to share their medical information.
Simon et al (2009) performed a qualitative study of patients' attitudes towards HIE and found that
privacy, security, and consent issues consistently came up as critical concerns. Simon et al (2009) also
found that when information was provided to the patients regarding both HIE benefits and
privacy/security protections, the overwhelming majority stated that they would consent to inclusion of

their personal health information.

Experts hold conflicting views on the impact and applicability of existing legislative solutions to protect
patient privacy in the context of HIE. While Greenberg et al (2009) and McDonald {2009) agree that
federal protections need to be revisited in light of the emergence of a National Health Information
Network (which is envisioned to ultimately link regional and state-level HIEs), they differ on the need for
updating state protectfons. MeDonald (2009) suggests that new restrictions beyond the protection
afforded by HIPAA would interfere with efficient and safe care. Greenberg et al (2009) advocates updates

to state legislation to better address privacy issues specific to HIEs.

% Tha et al (2009) suggests that nearly 8 billion doliars could have been saved in 2004 from climinating redundant
tests,
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Various states have attempted to address HIE privacy concerns by passing legislation specifying privacy
and security requirements specific to HIE efforts. Across states, there has been significant variation in the
extent to which regulation provided patients the option to consent prior to the use of their data in an

exchange. These laws form the basis of my analysis, and are discussed further in section 4.

3. The Role of Regulation in HIEs’ Adoption and Success

To understand the role of privacy protection in the adoption and success of HIEs, I analyzed the impact of
privacy-relevant HIE regulation on the number of attempted HIEs, as a measure of HIE adoption, and
operational HIEs (i.c., those actually exchanging data), as a measure of successful HIEs. Because the
success of an HIE is heavily dependent on the participation of potential adopters, in this section I first
consider the broader motivations for exchange (in terms of benefits and costs) of an HIE for its potential
adopters (such as hospitals, health plans, pharmacies, laboratories, and physicians), and then discuss how

privacy regulation can affect their trade-offs.

3.1 Adopters’ Benefiis and Costs

Aggregate benefits of HIEs can be categorized into two broad categories: cost savings and quality of care
gains. These benefits are enjoyed in various proportions by HIEs stakeholders - their adopters, but also
their patients. Health information exchanges have the potential to significantly decrease the costs of
providing healthcare. Walker et al (2005) estimate that, when fully implemented, bealth information
exchange could yield approximately 78 billion dollars in annual savings. Jha et al (2009) estimate that, in
the US, eliminating avoidable instances of injury to a patient resulting from a medical intervention, such
as administering the wrong medication, and redundant medical tests would save over 24 billion dollars in
a single year. Because of the substantial potential cost-savings, federal and state governments, as the

largest medical payers in the United States, have undertaken an array of policy activities in support of
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health information exchange, including funding states to encoufage HIE growth.’” Potential cost savings,
however, may not only be reaped by medical payers (such as insurers). For example, savings from
reducing redundant testing may improve hospital profitability under a prospective payment system, where
Medicare and many state Medicaid programs reimburse hospitals a flat amount per admission based on
the diagnosis group. This is also the case for emergency rooms, where in addition to Medicare/Medicaid,
many private insurers pay a fixed fee. Gains in quality of care may also be realized due to the increased
availability of comprehensive health information, which should allow clinicians to make better treatment
decisions and fewer mistakes. This benefit would be especially salient in the emergency care context, in
which the patient may not be able to reporlt pre-existing conditions or drug allergies. To date, the benefits
with respect to HIE are still uncertain: little empirical evidence exists to support (or refute) claims of such
benefits. Establishing an HIE requires, however, substantial capital investment to support the technology
and administrative infrastructure (Vest and Gamm 2010). The cost of technology efforts intended to
facilitate health information exchange was a key barrier to early exchange efforts (Vest and Gamm 2010).
Tn recent years, the emergence of large vendors providing HIE solutions has reduccd technology costs for

exchange.®

Because patient health information is generally regarded as confidential and sensitive, and is governed by
an array of state and federal laws, entities that choose to participate in exchange may also incur a cost of
data disclosure. As entities expand the sharing of their data (particularly to entities outside of their
organizational purview), they run the risk of other entities improperly handling or disclosing personal
health information. In terms of direct costs, inappropriate disclosure of sensitive health information in
some states is treated as a criminal offense, and other states provide legal avenues to seek damages based

on inappropriate disclosure of sensitive health information. These liabilities become even more severe in

7 The Health Information Technology for Economic and Clinical Health (HITECH) established the “State Health
Information Exchange Cooperative Agreement Program™ which provides incentives for states to pursue HIE cfforts
(42 U.8.C. § 3013).

® This downward trend in cost of HIE technology solutions is captured in the model by the time fixed-effect term.
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the context of highty sensitive health information, such as HIV or mental health data. Disclosure costs
may also include less tangible costs such as reputational degradation and a decline in trust from patients
(outside the healtheare industry, Acquisti, Friedman, and Telang 2006 showed that companies that
suffered data breaches experienced a significant short-term drop in market value). Moreover, exchanges
may face costs in responding to concerns or pressure from patients, regulatory bodies, or the advocacy

community stemming from the exchange of sensitive patient data.

3.2 The Impact of Regulation

Adopters’ benefits and costs associated with the development of HIEs are also impacted by regulation.
While I am not able to observe in my data benefits and costs associated with individual HIES for their
various stakeholders (and in particular their potential adopters), I can observe the total number of
exchanges attempted and the ones that become operational (see Section 4). These observed variables are a
direct function of the expected benefits and costs of potential HIE adopters, and are therefore impacted, in
turn, by HIE-relevant legislation. In my empirical analysis I consider two types of legislative initiatives:
1) regulation that may promote the adoption of HIEs in a state, and 2) privacy regulation, and in particular

initiatives establishing requirements for patient consent in the context of exchange.

The potential impact of HIE promoting legislation is fairly obvious. Some states have passed legislation
that actually creates an exchange in the state or reduces the cost of implementing exchange efforts by
awarding grants to entities interested in initiating exchange efforts. Other states have also moderated HIE
costs or reduced uncertainty surrounding attempting an exchange by establishing government bodies that
define a vision for state-wide health information exchange and provide guidance on instituting a
governance structure or developing a sustainable business model. The role of privacy legislation is
comparatively ambiguous. As noted earlier, the literature is ambivalent about how privacy regulation
could affect technology adoption. In short, privacy regulation may increase benefits if it reassures

potential adopters by assuaging the concerns of the patients they serve, increasing adoption of exchange
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efforts; it may also hinder these efforts, if privacy regulation increases administrative costs and decreases

patient participation.

Central to the privacy debate in general, and to the HIE privacy debate in particular, is the issue of patient
consent (consent, or informed consent, are cornerstones of the OECD’s privacy guidelines’ and the
Federal Trade Commission’s Fair Information Practice principles). HIE adopters and patients seem to
have somewhat opposing views towards patient consent. HIEs have expressed concerns that imposing
consent requirements, particularly those that require patients to provide consent prior to the inclusion of
their data in an exchange (i.e. opt-in), would add administrative costs and limit patient participation
(National eHealth Collaborative 2011, Pﬁtts et al 2009). In contrast, Simon et al {2009) found that
patients felt that they should have to provide consent for health information exchange (i.e., an opt-in
system); é system that assumed their willingness to participate without obtaining explicit consent (i.e., an
opt-out system) would not be acceptable to them, Anecdotal evidence on the impact of obtaining patient
consent on HIE success and adoption has been mixed.'® There have been claims that overly restrictive
consent models stifle the growth and information sharing capabilities of some HIEs (Pritts et al 2009),
and yet HIEs have successfully implemented methods of obtaining patient consent with relatively high
rates of opt-in by patients (eHealth Initiative 2007). As a result, different states have responded differently
to patient consent requirements. Some states enacted legislation promoting the adoption or HIEs (for
instance, providing funding for HIE activities) but also imposing requirements for patient consent; other
states enacted similar pro-HIE legislations, but did not impose similar consent requirements; and yet other
states did not enact any HIE-specific Iegisiaﬁon. However, the role of such requirements is not obvious

and requires additional discussion.

® Organisation for Economic Cooperation and Development (OECD), OECD Guidelines on the Protection of
Privacy and Transborder Flows of Personal Data {Sep. 23, 1980).

10 In a number of discussions, we found that experts and HIE administrators recognized the importance of
preserving patient privacy but also had some concerns about over regulating the use of personal health information
to the extent that it would make HIE overly costly.
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As consent requirements are likely to impact the amount and type of patient data available for exchange,
they could have a significant impact on the benefits. On the negative side, requirements for patient
congent may result in limited or patchy patient agreement to have their data included in the HIE (Lai and
Hui 2006), in which case the potential benefits to HIE adopters may be hindered. For instance, in a recent
report (National eHealth Collaborative 2011), a number of HIEs suggested that requiring patients to opt-
in to an HIE was a barrier to achieving the critical mass of batient records needed to accelerate adoption.
However, it is not clear that consent requirements will necessarily lead to lower levels of patient health
records in an exchange. While paﬁents in states without consent requirements ma); not have the choice to
participate in an exchange, the same is not truc for healthcare providers. Healthcare providers may in fact
decide not to initiate or join HIE efforts in those states in the face of patient privacy concerns ot to avoid
the threat of privacy-related lawsuits. McGraw et al (2009) provides support for this VI-GV-V and argues that
a comprehensive framework that implements core privacy principles can bolster trust from patients and
medical providers, thus promoting adoption. Lastly, Simon et al (2009) suggests that levels of patient
consent could be relatively high: when study participants were provided information about health

information exchange, 88% stated they would consent to the use of their health information.

Requirements for consent are also likely to impact the technology and administrative costs associated
with implementing an HIE. On one hand, HIEs operating in states with more stringent consent protections
may require additional investment in technical and administrative controls to meet regulatory
requirements (e.g. clerical time by staff or technical controls to garner and track patient consent
decisions). However, it is not clear that consent requirements will always lead to greater costs from the
adoption of technological and administrative controls to protect patient privacy. It may be the case

that more protective legislative environments (those dealing with consent and other privacy issues) may
in effect force the “privacy issue,” resulting in HIEs that are foresighted in terms of handling privacy

concerns and developing mitigating technologies and policies. This increased foresight and attention to
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privacy may help HIEs avoid expensive and time consuming retrofitting and other roadblocks in the
future as a result of patient privacy concerns. In terms of disclosure costs, consent requirements may
increase the liability of healthcare providers in the event of a privacy intrusion due to an exchange (e.g.
inappropriate disclosure of iiealth information). Conversely, clear guidelines for protections governing the
use and exchange of sensitive health data, such as consent requirements, may result in reduced disclosure
costs by making privacy intrusions or litigation following a privacy invasion less likely. For example,

. patients that are properly informed about the benefits and risks associated with exchange but still provide
their consent for the use of their data in exchange efforts may be less likely to seek damages in the event
of a privacy intrusion. Lastly, exéhanges operating in states with consent requirements may face lower

disclosure costs in terms of pushback from privacy advocacy or patient rights groups.

A related issue is the possible detrimental effects of regulatory ambiguity on technological adoption
(Marcus 1981). For instance, Leonardi (1978) argued that uncertainty in the interpretation of clean air
laws hindered the development of fiiels made of pulverized coal and other coal-related technologies.
Similar uncertainty is likely to pervade the HIE environment. A recent report on state disclosure
requirements suggests that “states differ greatly in the way their statutes address personal health -
information (PHI) types, PHI holders, PHI receivers, different treatment scenarios, consent processes and
forms, and requirements for HIPAA’s minimum necessary standard.” (Pritts et al 2009). As a result,
privacy regulation with explicit and broad-reaching requirements for consent may mitigate costs faced by
exchange simply from identifying and disambiguating disclosure reqﬁirements and their applicability to

exchange,

Finally, future privacy regulation in the context of exchange is still under debate in many states and on the
federal level (Greenberg et al 2009; Mcdonald 2009), which generates further uncertainty about potential
changes to legislation that may impact disclosure costs. Extensive work has focused on the role of

regulatory uncertainty on the impact of firm investment and innovation. A number of scholars (Luo 2004;
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Ishii and Yan 2004; Bittlingmayer 2001) argue that postponing investment to gather more information
and assurances regarding future regulatory changes is a common reaction to regulatory uncertainty.
Regulatory uncertainty is especially relevant in the context of HIEs, given that states that passed HIE
legislation without considerations for consent often relied on pre-existing legislation, and thus made no
special considerations to reduce the uncertainty surrounding future privacy requirements for exchange or
inform the current consent debate. In fact, some states that introduced HIE legislation without consent
requirements explicitly introduced uncertainty with respect to future legislative action regarding patient
privacy. For example, Maryland state law (Md. Code Ann. § 19-143) calls upon future legislators to
“le]valuate any changes in state laws that are necessary to protect the privacy and security of héalth
information stored in electronic health records or exchanged through a health information exchange in the
State.” As a result, it may be the case that states that pass regulation specifying consent requirements
reduce uncertainty for potential entities interested in pursuing exchange efforts thus encouraging HIE

attempts and success.

3.3 Modeling approach

In summary, arguments can be made for both positive and negative impacts of consent requirements on
HIE’s net benefits, and therefore the likelihcod of healthcare organizations forming them, and their
continued operation. This is summarized in a conceptual model (extending the one in Miller and Tucker
2010) that illustrates the relationship between my observed dependent variables and the underlying costs

and benefits for potential HIE adopters:

AttemptedHIE,, OperationpalHIE;,: * = f(NetRegionBenefity, | PatientConsentRegulation;q,

HIEPromotingRegulation;s;)

The model suggests that the existence of legislative initiatives promoting HIEs and regulating patients’

consent to the usage of their data will impact the net benefit of an exchange. This, in turn, will impact the
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likelihood of an HIE being attempted, and the likelihood of its continued operation. Note that this model
assumes a latent variable construct where region j (e.g. a county or group of neighboring counties) in state
s at time 7 attempts an exchange if the net benefit of an exchange in the region is positive, and the
exchange in this region continues to operate after inception if the net benefit of exchange remains
positive. Because HIEs have emerged as regional efforts, 1 define my conceptual model at the regional
level. However, legislative initiatives related to HIEs were enacted at the state level. Hence, my empirical
analysis aggregates the counts of AttemptedHIEs and OperationalHIEs at the state level. Due fo the
relatively short period of my analysis, systemic differences between both regions within a state and across
states (such as hospital market structure or socioeconomic factors) are likely constant ‘in the time~period
of my analysis. Individual HIE characteristics are also considered in my analysis, even though they are

not explicitly represented in the conceptual model.

In the rest of the chapter, T seek to understand the net effect of instituting consent requirements on HiEs

attempted and HIEs reaching operational status.

4. Data
My analysis uses 6 years of data to assess the impact of the different legislative approaches to HIEs on the

number of attempted and opcrational HIEs across states.

4.1 HIE Data
Consistent with the literature, T define an HIE as any project or initiative focused on electronic patient

health data exchange between two or more disparate organizations or stakeholders.

In order to identify attempted HIEs across states, I utilized publicly available data from the eHealth
Initiative’s (¢HI) annual compilation of state, regional, and local HIE efforts (eHealth Initiative 2005-

2010). This data is based on yearly surveys of HIEs completed by the eHealth Initiative and provides
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longitudinal information about planning and operational HIEs in the 2004-2010 period. I also used
various online resources provided by health organizations and individual exchanges to determine their
status as of 2010 and collect any additional information on characteristics of these exchanges (e.g. for-
profit status). As noted earlier, at the beginning of 2004, there were only a handful of established

exchanges. As of 2010, I identified 312 HIE initiatives that were in one of three stages:

1. Planning: The exchange has been initiated but continues to be in the early stages of development
and is not actively sharing health information (n=132).

2. Operational: The exchange has been initiated and is actively sharing health information between
providers {n=88).

3. Failed: The exchange was initiated but had ceased operations as of 2010 (n=92).

1 complemented the eBI data with a national survey of Health Information Exchanges collected in 2010
(Adler-Milstein, Bates, and Tha 2011). The survey has responses from 73 planning exchanges and 75
operational exchanges (summary statistics for key variables are provided in Table 1 below). Through
various online resources and correspondence with exchanges, I was able to obtain detailed information for
an additional six exchanges, for a total of 154 exchanges in my dataset (78 Planning and 76 Operationai)
or 70% of the 220 planning and operational exchanges and 87% of the 88 operational exchanges. This
survey data also provided details on individual characteristics of these exchanges and more granular
information on when they were formed and became operational. The resulting dataset follows these
exchanges from 2004 to 2010 - the period when HIEs came into prominence and saw significant growth
(in 2004 there were only .25 active HIEs per state compared to 1.5 active HIEs as of 2010} and also the
period in which the eHealth Initiative annual surveys were administered, I coded my data semi-annually
to more finely capture changes in HIE status (i.c. whether they were planning or operational) and the time

that my laws of interest were enacted. From this dataset I generate my two dependent variables:
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o AttemptedHIE,, . The Number of Planning + Operational HIEs in state s at time t. This only
" includes HIEs that had not failed as of 2010 (i.e. they were available to take the HIE survey in
2010)."
s OperationalHIE,; . The Number of Operational HIEs in state s at time t,
The number of operational HIEs in a state as of 2010 is reported in Figure 1 and summary statistics on the

HIEs that responded to the HIE survey are provided in Table 1.

[Figure 1: Number of Operational HIEs by State]

@ - One
£~ Hetyesh Two and Four

@ - Five or More

[,

U Note that AttemptedHIE,, only captures non-failed IIE attempts. The HIEs that have been initiated in recent years
may confound the interpretation of this variable, as they may show up in my counts but whether they ultimately fail
is yet to be seen. This concern, however, is minor: only 18 of the 154 HIEs were identified as less than a year and a
half 0ld, and that these young HIEs are evenly distributed across states with different HIE legislative approaches
(sec Table 6).
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[Table 1: Summary Statistics on HIEs in Survey Data]

Variable | Description | Mean | S.D. | Min | Max | Obs.
Planning and Operational Exchanges

YearsPursuing Years an HIE has been pursuing exchange | 4.07 318 1.33 |20 146
efforts

IndpendentOrg | Percent of exchanges functioning as | .38 488 | 0 1 148
independent organizations

FormalGov Percent of exchanges with formal | .85 357 (0 H 147
governance structure

In-Kind Resour. | Reliance on Time-In-Kind Resources 1.48 674 | 1 3 139

OneTimeContrP | Reliance on one time contribution from | 1.75 g8 |1 3 131

ay payers

RecurringFeePa | Reliance on recurring fee from payers 1.76 85 |1 3 130

y

HighGov Percent of HIEs indicating heavy reliance on | .56 49 0 1 130
govemment funding

Operational Exchanges

Years Years an HIE has been sharing health data 345 3.69 | .08 183 |75

Operational -

Lab Provide Number of labs providing data 6.8 13510 100 | 60

Pharm Provide | Number of pharmacies providing data 3936 (194 (0 1000 | 49

Hospital Provid | Number of hospitals providing data 9.66 19410 118 | 65

e

AmbPrac Provi | Number of Ambulatory Practices providing | 71.7 286 [0 2184 | 60

de data

PubHealth Prov | Number of public health agencies providing | 2.02 12410 90 52

id data ‘

PrivPay Provide | Number of private payers providing data 1.73 332 |10 14 53

PubPay Provide | Number of public payers providing data 6 149 | 0 10 51

PercAmbProv Percent of Ambulatory Practices in region | .237 309 | 0 1 53
providing data

PercBedsProvid | Percent of hospital beds providing data 57 357 10 1 54

e

PercBedsReceiv | Percent of hospital beds receiving data 596 368 |0 1 54

e

Results Percent of HIEs sharing lab results 91 28 |0 1 71

Inpatient Percent of HIEs sharing Inpatient data 848 36 |0 1 60

QOutPatient Percent of HIEs sharing Outpatient data .88 32 |0 1 68

PatientNumb Number of patients in an exchange 208 227 10 >500 |75

(1000)

Sustainable Percent of operational exchanges financially | .33 474 10 1 75
sustainable

MonthsSustaina | Number of Months an HIE has been | 18.2 16,6 | 0 60 24

ble financially sustainable
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4.2 Legislation

HIE activities are governed by a combination of federal and state laws that regulate the disclosure of
health information by various healthcare entities (e.g. physicians, hospitals, insurers, etc,). At the federal
level, sharing and use of health data is governed primarily by the Health Insurance Portability and
Accountability Act (HIPAA)" and associated regulation, which lay out requirements that address, among
other things, patient consent, patient access to health records, use of de-identified health data, and security
standards for health data. HIPAA was amended.in 2009 by the Health Information Technology for
Economic and Cliniqal Health (HITECH} Act, which added some additional privacy requirements,
includiﬁg breach notification requirements for HIPAA covered entities.”” While HIPAA laws are likely to
have an impact on the disclosure of health information by medical providers, HIPAA applies to all states
(my analysis relies on between-state variation) and was passed prior to the time-period of my analysis
(See Figure 2 below). HITECH was passed in my period of analysis, but any effect should be picked up

by the time fixed-effects element of the model.

At the state level, T considered two categories of legislation: 1} general privacy health laws, not HIE-
specific, that were enacted before the significant emergence of HIEs; 2) HIE-specific legislation, aimed at

promoting HIE activities and/or focusing on disclosure of patient data and their consent

General health privacy laws (i.e. not HIE-specific) have historically been in place to deal with various
aspects of health privacy, such as patient consent, right to access, and patient privilege. I identified state
health privacy regulation using the recent compilation of state disclosure laws by Pritts et al (2009), the
earlier compilation of general state privacy laws by Pritts et al (2002), and the annual Privacy Journal’s
Compilation of State Privacy Laws (Smithe & Ryder 2002). However, similar to HIPAA, I found that the

state health privacy laws that were not HIE-specific were passed prior to my period of analysis and are

" Health Insurance Portability and Accountability Act of 1996, 42 U.S.C. § 1320d-9 (2011).
" Health Information Technology for Economic and Clinical Health Act of 2009, U.S.C. § 3013 (2011)
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thus captured by the state fixed effects in the model (some states, such as New Mexico, have passed
health privacy regulation during the time period of my analysis that explicitly mentioned HIE or
exchange. Because I consider these laws as HIE-specific, they are captured in the extended model by the
DisclosureOnly measure, described below). Moreover, patient consent requirements provided in the
majority of non-HIE specific health privacy laws included exceptions to garnering patient consent
(specifically those relating to data disclosures for treatment purposes) that effectively precluded the
majority of exchange activities. According to Pritts et al (2009}, only two states (Minnesota and New
York) appear to generally require patient permission to disclose all types of health information and only a
few states (Guam, Puerto Rico, New York, Minnesota, and Vermont) usually require hospitals and
physicians to obtain patient permission before disclosing health information to other providers. In other
words, general health privacy laws that are not HIE specific were passed prior to my period of analysis
and their requirements for consent have limited applicability to HIEs; as a result, they are not independent

variables of interest in my analysis.

Conversely, HIE-specific legislation was passed in the period of my analysis and has direct applicability
to exchange efforts. It is therefore the independent variable of focus for my analysis. Within the last
decade, various states enacted legislative initiatives specific to HIEs and/or specific to HIEs disclosure
activities. These laws were enacted in the same period as the emergence of HIEs, and are predominately
designed to promote exchange within a state, or to impose requirements specifically in the context of

exchange. Given that most states'* do not have requirements to obtain patient consent prior to disclosing

" We say most here because New York, Minnesota, and Vermont have some requirements that do generally require
consent for disclosure between providers, These states were considered as having consent requirements and are
ProHIE & Consent states as they would all subsequently pass HIE-specific legislation {we did not have HIE data
for Guam and Puerto Rico).
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health information'” to other providers (which are also the majority of HIE adopters), requirements for

consent in HIE-specific laws are especially relevant to the disclosure of health information by exchanges.

I identified HIE-specific laws primarily through various legal search services (e.g. LexisNexis academic
and Westlaw) and supplemented these searches with recent reports on disclosure taws and Health
Information Exchange (Goldstein and Rein 2010). Most of these laws were enacted after 2007 and
include various incentives and requirements for exchange (See supplemental document for some
examples of these legislative actions). I identified three primary HIE-specific legislative approaches for

my analysis:

» ProHIE and Consent: States with laws intended to promote HIE (such as creat'uig an exchange,
providing funding for HIE activities, or designating a government entity to facilitate health
information exchange} and also had requirements for consent. (8 states)

o  ProHIE and No Consent: States with laws intended to promote HIE, make some mention of ptivacy
protections but do not include requirements for consent (i.e. they rely on the status quo of no consent
requirements for the exchange of heaith information between providers). (11 states)

e No HIE Legistation (No Consent): States without any HIE-specific legislation, and therefore also no

explicit requirements for consent. (25 States)

A few remaining states exhibited other variants of HIE-specific legislation: three states and the District of
Columbia enacted legislations that included incentives for HIEs but no mention of patient privacy
(ProHIE Only); three additional states had some privacy protections (although not necessarily consent

requirements) in the context of exchange but no matching incentives. I classified these states as

15 States have passed more stringent laws for some specific and sometimes sensitive health data (e.g. mental health
or HIV data). Because this type of data is generally not the focus of HIEs we focus only on laws restricting the
exchange of general health information,

29




DisclosureOnly states and included them in my extended model. This leaves 25 states without HIE-
specific legislation (Figure 3 below illustrates which states have enacted HIE-specific legislation). The

various laws and their passage relative to my analysis is summarized in Figure 2.

[Figure 2: Timeline of Health Privacy Legislation]

Federal Legisiofion

HITECH Act
199& - HIPAA Enacied Februory 2009
: HIE Data '

2010

o ﬁIS-Spacific Laws

State Legislation

Given the history of lax enforcement of privacy requirements in HIPAA (Nahra 2008}, one may be
concerned with similar issues regarding the enforcement of privacy requirements in HIE laws. The case of
HIEs is likely a special case, in which enforcement is less of a concem. First, there are often only a
handful of highly visible HIEs in a given state, and they tend to be heavily reliant on state and federal
funding for support (which almost always come with regular reporting requirements). Second, privacy
advocacy groups have identified HIEs as potential sources of privacy invasions, and as such continue to

carefully monitor and scrutinize HIE activities and privacy procedures (Miliard 2010).
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[Figure 3: States with HIE-Specific Laws]

£ - ProtIE & Consent
% = ProfIE % Ko Consent
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8, Methods
1 first specity a basic fixed effect model to evaluate the impact of HIE promoting legislation in the

aggregate (i.c. without including controls to capture states that also had requirements for consent) on

AttemptedHIEs and Operational HIESs.

Model I: Basic Fixed Effects Model

AttemptedHIE,, & OperationalHIE, = fo + B,*ProHIE; + 26¥X,, + 0, + A+p,

AttemptedHIE and OperationalHIE have been discussed in some detail in the prior section and are
defined again in Table 2 below. Similar variables have been used as key measures of HIE adoption and
success in other evaluations of HIE progress (eHealthInitiative 2005-2010; Adler-Milstein et al
2009,2011). Although I was able to obtain data on other relevant measures of HIE progress (failed

exchanges, the breadth of sharing, participation of various entities, etc.), this data was only available as of
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2010. It is therefore not included in my primary longitudinal analysis, but I do utilize it to examine
possible endogeneity and differences across different legislaiéive approaches. ProHIE,is a dummy
variable (I consider differences across states with consent requirements in the following model) indicating
whether a state s bad any HIE promoting legislation at time # (as a reminder, ¢ here represents semi-annual
intervals). I include a vector of control variables, X, that accounts for other relevant factors. For
example, because these laws were passed to encourage HIE adoption and growth in a state, X, includes
controls for other major provision of the HIE law. Specifically, I include dummies to control for
provisions in the laws providing funding for HIE activities and designating/creating a state sponsored
HIE. Additionally,. HIE efforts require that regional players have some minimum level of patient record
digitization and health IT infrastructure in order to make for meaningful exchange. As a result, I control
for state HIT adoption by including EMRAdoption, and CPOFEAdoption,, to capture hospital adoption of
electronic medical records (EMR) and Computerized Provider Order Entry (CPOE) adoption
(respectively).' T also include a dummy variable indicating if a state has an established HIE (defined in
Table 2 below) to capture any possible effects of having a long-standing HIE on additional entry or other
HIEs becoming operational. For example, it may be the case that having an established HIE inhibits
future entry, thus leading to less operational and attempted HIEs. Lastly, I include controls to capture
state population and wealth effects. State and time fixed effects are represented by 0; and X, (respectively)
and i is the familiar error term. This state, time fixed effect model has been used in the literature to
examine the effect of a policy intervention (Bertrand, Duflo, and Mullainathan 2004; Romanosky, Telang,
Acquisti 2011). State fixed effects allow us to control for unobserved state specific factors and time
dummies allow us to control for time trends. Thus, the unbiased effect of various HIE-specific legislation

can be identified from variation across state and time.

¢ From the Health Information and Management Systems Society (HIMSS) Analytics™ Database (HADB), we
derive measures of hospital adoption of EMR and CPOE technologies normalized by hospital size measured by
number of beds.
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Model 2: Extended Fixed Effects Model
AttemptedHIE,, & OperationalHIE, = fio + Bi*ProHIE,, + By* ProHIE&Consent, + X5, Xy +6, +

ﬂbr+ﬂrr

I extend my basic model by adding ProHIE&Consent,, in order to disentangie the impact of states with
HIE promoting legislation and requirements for patient consent from those states that have HIE-
promoting legislation, but did not have requirements for patient consent. Note that with the addition of the
ProHIE& Consent variable, ProHIE in this model now captures the impact of states with HIE promoting

legislation without requirements to obtain patient consent.

Model 3: Full Fixed Effects Model
AttemptedHIE,, & OperationallIlIE,, = fo + p,* ProHIE&Consent, + ,* ProHIE& Consenty, +

Ss*ProHIEOnlyy +B,*DisclosureOnlyy +26 Xy + 0 + At iy

Lastly, the full fixed effects model parses out all variants of HIE-specific legislation with the addition of
ProHIEOnly,, and DisclosureOnlyg. This allows us to evaluate the impact of HIE promoting legislation
that had requirements for patient consent relative to all other forms of HIE-specific legislation.
Specifically, I can parse out any differences between states that had had some mention of privacy
requirements but did not institute consent requirements (ProHIE and No Consent), states that only had
HIE promoting legislation and no mention of patient privacy (ProHIEOnly), and states with only

disclosure requirements in the context of exchange (DisclosureOnly).

Across these three models, the omitted variable is states with no HIE-specific legislation. All of the

measures in my analysis are summarized in Table 2 below.
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[Table 2 Summary of Key Measures]

Variable | Description | Source
Dependent Variables

TotalHIE,, The Number of Planning + Operational HIEs in state s at | HIE Survey
time t that had not failed as of 2010.

OperationalHIE,, The total number of HIEs actively exchanging data in | HIE Survey
state s at time t.

Independent Variables

ProHIE Dummy variable indicating whether a state s at time t WestLaw /
enacted any law intended to promote HIEs. LexisNexis

ProHIE& Consent;, Dummy variable indicating whether a state s at time t WestLaw /
enacted laws intended to promote HIE and also explicitly | LexisNexis
require HIEs to obtain patient consent.

ProHIE&NoConsent,, | Dummy variable indicating whether a state s at time t WestLaw /
enacted laws intended to promote HIE, make some LexisNexis
mention of privacy protections, but do not include
explicit requirements to obtain patient consent.

ProHIEOnly, Dummy variable indicating whether a state s af fime t WestLaw /
enacted laws intended to promote HIE but made no LexisNexis
mention of privacy protections.

DisclosureOnlyy Dummy variable of indicating whether a state s at time t | WestLaw /
enacted laws with some privacy requirements for HIEs LexisNexis
but do not encourage HIE.

Control Variables

Funding, A dummy variable indicating whether HIE-specific WestLaw /
legislation at time t explicitly provides funding LexisNexis
opportunities for HIEs in state s.

StateDesignated,, A dummy variable indicating whether HIE-specific WestLaw /
legislation in state s at time t identifies a specific entity LexisNexis
or HIE to receive state support

Population;, (1M) Number of inhabitants in a state U.S. Census

Per Capital GDPy; The per capital gross domestic product of a state s at Bureau of

(1000) time t Economic

Analysis

EMRAdoptiong Percent of Hospitals adopting Electronic Medical Record { HADB
systems normalized by hospital size of state s at time t.

CPOEAdoption, Percent of Hospitals adopting computerized provider HADB
order entry systems normalized by hospital size of state s
at time t.

EstablishedHIE A dummy variable indicating if state s at time t has an HIE Survey

HIE that has been operational for more than 3 years and
had > 50,000 patients as of 2010.
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6. Results
My results are presented in Table 3. Estimates of the basic model for the two dependent variables are
presented in columns 1 and 5 respectively. I find that that when HIE promoting legislation is considered

in the aggregate, it has a positive but not significant impact on AffempiedI{iEs and OperationallllEs.

Estimates for the extended model, which parses out the impact of states that had HIE promoting
legislation and requirements for consent from states with ProHIE legislation and no requirements for
consent (including ProHIE Only states), are presented in columns 2 and 6. I find a large and positive
coefficient on ProHIE and Consent for AtfemptedHIE (P<.05) and a similarly‘pc-)sitive effect (although
insignificant) coefficient for OperationalHIE. When I estimate the full model, I find large, positive, and
significant (P<.05) coefficients on ProHIE and Consent for AttemptedHIE and OpertaionfHIE (columns 3
and 7). Estimates from the full model suggests that ProHIE and Consent legislation resulted in two
additional HIEs attempted and .677 more operational exchanges when compared to no HIE legislation
and also resulted in more attempted and operational HIEs than any other form of HIE legislation (P<.05).
Given that the mean number of HIEs in a state as of 2010 is three, this represents a sizable increase in
HIE attempts. In s@naw, across all models where I differentiate between states that have consent
requirements and those without (excludes the basic model), I find a large, positive, and significant
coefficient on ProHIE and Consent for AttemptedHIE. For OperationalHIE , 1 also find large and positive
cocefficients on ProHIE and Consent, but the estimate is significant in the full model specification and not
in the extended model. The insignificant coefficients on ProHIE with No Consent and ProHIFE only in the
full model {columns 3 and 6) suggest that promoting HIE without requirements for consent may not have
been effective in encouraging HIE growth. While not the focus of my analysis, these results suggest that
legislation identifying a state-designated HIE had a stifling effect on HIEs attempted (a large and

significant negative impact on AttemptedHIE). To help interpret the magnitude of these findings, consent
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requirements may result in exchange for an additjonal 130,000 patients in a state with an operational HIE

(using a conservative estimate of 210,000 patients covered by an exchange). 17

Lastly, I find a negative but not significant (P<.10) coefficient on Disclosure Only legislation in the full
model. Initially, this trend seems to contradict my prior results where states that had consent requiremnents
exhibit better HIE outcomes. However, my definition of Disclosure Only states only required that they
had privacy regulation specific to the exchange of health information but not necessarily that they require
patient consent. For example, both Nevada and New Mexico included clauses in their laws to preclude
HIPAA covered entities (i.c. majority of medical providers and payers} from the requirements of such
laws. In any case, this result suggests a negative impact of HIE-specific privacy requirements without
matching incentives and without explicit consent requirements.

1 also explored the role of the various HIE regulatory approaches on HIE privacy concerns. The
survey data on HIEs also included information on the extent to which privacy challenges have been an
impediment to their progress. Figure 4 below provides a breakdown of the responses provided by the
exchanges in the survey with respect to relevant HIE laws. I find that 58% of HIEs in states adopt a
ProHIE and Consent approach reported that privacy concerns presented minor or no challenge in their
development, compared to 35% of HIEs in states with No HIE law and states with ProHIE Laws and No
Consent (P<.05). I see no difference between HIEs in states with ProHIE and No Consent and No HIE
Law. This is not particularly surprising, given that states with ProHIE and No Consent laws generally
point to pre-existing federal and state legislation to address privacy concerns. These results offer some
additional evidence in support of the positive impact of consent requirements discussed carlier. This
impact may reflect the role of legislative privacy protections in assuaging privacy concerns from
exchange participants, patients, and regulatory bodies, or the increased early attention to privacy issues

that more stringent regulatory approaches elicit.

7 This estimate is generated from 2009 Survey Data collected by Adler-Milstein et al (2009).
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[Table 3: Panel Analysis of HIE Legisiation and HIE Activity|

AttemptedHIEs OperationalHIEs
(1) @) €)] “) ) (6) ) )
ProHIE 0.315 -0.155 0.152 -
0.00003

(0.84) | (0.59) (0.84) (0.00)
ProHIE & 2.824 1.958 3.078 0.915 0.641 (.869
Consent (2.01)** | (2.66)** | (2.19)** (1.50) (2.08)** | (1.63)
ProHIE & No -0.375 -0.084
Consent (1.15) (0.31)
ProHIE Only -0.276 -0.050

(0.67) (0.16)
DisclosureOnly -2.866 -1.105
o (1.96)* (1.92)*

State -1.068 | -2.092 | -1.836 | -2.461 |0.119 0212 | -0.115 | -0.285
Designated (1.99)* | (2.08)** | (2.66)%* | (2.02)** | (0.32) (0.46) (0.30) (0.49)
Funding 0.335 -0.198 | -0203 | -0.432 | 0.051 -0.122  1-0.123 | -0.233

(0.61) | (0.52) (0.55) (1.10) (0.18) (0.41) (0.35) (0.65)
Population -1.962 | -1.915 -1,848 -4.399 | -1.720 . | -1.704 | -1.679 4.318

(1.51) | (L68&)* | (1.80)* | (1.52) (1.48) (1.54) (1.58) (1.72)*
Population 0.00006 | 0.00006 | 0.00006 | 0.00001 | 0.000 0.000 0.000 0.000
Squared (1.64) | (1.87)* | (2.00)** | (1.70)* | (1.55) (1.61) (1.63) (1.86)*

PerCapitaGDP | 4204 | 0433 |-1.179 |8543 |-7.802 |-6299 |-6909 |-3.410
©71) | (0.06) | (0.17) | (1.38) | (249** [ (1.56) | (1.85)* |(0.93)

EMRAdoption | 0437 | -0.001 |-0231 |-0570 |0.032 | 0110 |-0.199 |0.169
©0.45) | (0.00) |(028) |(0.62) |(0.07) |(027) |(0.50) |(0.24)

CPOEAdoption | 1932 | 1.928 | 2.167 | 4227 |0.902 [0901 | 0992 |1.730
(143) | (146) | (L58) [ (L79) |[(lel) [(1.64) | (1.6 [ (15D

EstablishedHIE | -0.113 | -0.030 | 0217 |-0.202 | 0498 |0.526 |0453 | 0407
©34) | (0.09) | (069 |04 | (1.96* | (2.06)** | (1.84)* | (1.12)

Observations 612 612 612 235 612 612 228 235
Number of 51 51 51 23 51 51 51 23
Groups

State F.E. YES YES YES YES YES YES YES YES
Time F.E. YES YES YES YES YES YES YES YES
R-squared 0.51 0.54 0.50 50 0.43 0.45 0.47 A7

Robust t statistics in parentheses * significant at 10%; * significant at 5%; ** significant at 1%

6.1 Robustness and Endogeneity of HIE-Legislation
My results in the prior section focus on the number of attempted and operational HIEs and may not
necessarily allow us to conclude that a particular regulatory environment leads to “better” HIE outcomes.

For example, requirements for patient consent may spur HIE attempts but, in fact, HIEs in these states
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may share less data and cover fewer patients and healthcare entities. Therefore, in Table 4, [ use survey

data capturing HIE activity as of 2010 to evaluate differences in the variety of data shared (results,

inpatient, outpatient), the number of patients covered by an exchange, and the penetration of an HIE with

respect to the hospital beds in its region. I find no significant differences in measures that capture the

reach of an HIE in terms of participating healthcare entities or in the number of patients covered by the

exchange. In summary, I find that states with consent requirements have more attempted and operational

exchanges and that these exchanges have comparable levels of participation by healthcare entities,

patients covered, and data shared as exchanges in states without consent requirements. I do not have

sufficient data for the Disclosure Only and ProHIE Only states as they had five combined operational

exchanges.

[Table 4: Measures of HIE Sharing (No significant differences across groups)]

Description ProHIE & | ProHIE & No | NoliE

Measure Consent Consent Law

PatientNumb Number of patients covered by an | 146.6 156.7 153.2

(thousands) exchange

LabResults Percent of exchanges sharing lab 833 866 97
results

Inpatient Percent of exchange sharing .88 92 .80
inpatient data

Outpatient Percent of exchange shating 823 1 878
outpatient data

% Hospital Beds | Percent of Hospital Beds in a .67 .62 0.56

in Region Region providing health

Providing information to the exchange

% Heospital Beds | Percent of Hospital Bedsin a 72 568 584

in Region Region Receiving health

Receiving information from the exchange

Lab_Provide_Yr | Number of labs added to an 14 2.56 70
exchange yearly

Pharm_Provide_ | Number of pharmacies added toan | 1.46 2.12 2.717

Yr exchange yearly

Hospital Provide | Number of hospitals added to an 6.9 8.13 2.09

Yr exchange vearly

AmbPrac_Provid | Number of Ambulatory Practices 13.2 9.8 3.2

e Yr added to an exchange yearly

Obs. I8 15 34

38




The analysis of HIE laws also raises the concern of reverse causality: rather than HIE laws driving HIE
activity, they could instead be passed as a result of increased HIE activity. In order to address this
concern, ] plotted AttempiedHIEs and OperationalHIEs for the main HIE legislative approachesll
identificd.” Figure 4a and 4b below show that states that ultimately pass consent requirements did not
have elevated levels of HIE activity. In fact, they had the lowest level of HIE activity when compared to
other legislative approaches. More generally, prior to the period in which most HIE laws were passed
(prior to 2007), there were minor differences in absolute levels of both AttemptedHIE and

. OperationalHIEs. However, as the data move into 2007 (most of HIE laws 1 identified were passed after
2007), states with No HIE Laws and ProHIE and No Consent maintain a roughly constant rate of growth,
while states with ProHIE and Consent legislation see a sharp increase in both total HIEs attempted and
operational exchanges.

[Figure 4a: Trend of Attempted HEEs Relative to ProHIE Legislation]
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[Figure 4b: Trend of Operatinal HIEs Relative to ProHIE Legislation]
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I further evaluate possible reverse causality using one- and two-year lead variables of all of the
categotizations of HIE laws in my analysis. This allows us to evaluate whether the trends identified in my
initial analysis were there prior to enactment of HIE laws. In Table 5 below, I find insignificant impacts
for all of the HIE laws, and specifically for ProHIFE and Consent and ProHIE and No Consent states. In
terms of possible endogeneity, 1 are also concerned that the passage of these laws may be correlated with
state unobservables that change during the time-period of my analysis and also impact IIE outcomes. For
example, the passage of HIE legislation may be correlated with changes in political attitudes or public
opinion towards the importance of Health Information Technology which is likely to also have an impact
on HIE emergence and success. To address this concern, I estimated the model using only the subset of
states that have passed HIE-promoting legislation (4 and 8 in Table 3 above). I see results consistent with
those generated from the full model with a sizable and significant (P<.05) impact of ProHIE and Consent
on AttemptedHIE. While directionally consistent with my prior results, the coefficient on operational

exchanges is no longer significant (P=.147).
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[Table 5 Model Estimation Using Lead Variables]

One Year Lead Two Year Lead
AttemptedHIE Operational HIE
(1) @ @) )
ProHIE and Consent | 0.411 0.073 0.052 -0.087
{0.75) {0.10) {0.26) (0.41)
ProHIE and No -0.615 -0.504 -0.217 -0.229
Consent
(1.43) (1.14) (0.72) (0.806)
ProHIE Only -0.736 -0.653 -0.277 -0.126
(1.76) {1.68) (1.18) (0.52)
Disclosure Only -3.032 -2.854 -1.084 -0.848
{1.96) {1.86) (1.75) (1.36)
State Designated -1.245 -1.038 0.110 0.199
(3.15)** (2.69)** (0.35) (0.62)
Funding 0.343 0.315 0.099 0.090
{0.76) {0.67) (0.38) (0.36)
Population -2.071 -1.422 -1.757 -1.574
(1.77)* (1.37) (1.56) (1.47)
Population Squared | .000066 0.000051 000068 0.000064
: (1.83)* (1.46) (1.59) (1.54)
Per Capita GDP -5.188 -7.300 -8.144 -8.678
(0.77) (1.04) (2.45)* (2.66Y*
Established HIE -0.212 -0.185 0.459 0.484
(0.66) (0.57) (1.72) (1.85)*
CPOE 2,406 2.233 1.087 1.035
(1.61) (1.56) (1.72)* (1.75)*
EMR -0.406 -0.487 -(.268 -0.263
{0.47) (0.56) {0.65) (0.59)
Constant 3.418 3.376 1.731 1.687
(4.19)y** (3.99)** {3.22)** (3.09)**
Observations 612 612 612 612
Number of ID 51 51 51 51
State Fixed Effects YES YES YES YES
Time Fixed Effects YES YES YES YES
R-squared 0.49 0.47 0.42 0.40

Robust t statistics in parentheses * significant at 10%; * significant at 5%; ** significant at 1%

An additional concern is potential differences across states along dimensions that are correlate;i with the
enactment HIE legislation and may also impact HIE progress. | examine this claim in Table 6, comparing
a number of state dimensions across states with ProHIE and Consent, ProHIE and No Consent, and No
HIE laws and find no significant differences across states, Although the differences are not significant,

states with consent requirements did trend higher on some characteristics, such as the propensity tobe a
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democratic state or have a general health privacy law. These characteristics are fairly static across time

and are captured by the state fixed effects element of the model.

[Table 6: Evaluation of Endogeneity of HIE Legislation (No significant differences across groups)]

State Characteristics

Variable Description Cross-Section (2010)
Consent | No No Source
Consent HIE
Failed Exchanges | Number of failed exchanges as | 2.49 2.92 37 HIE Survey
of 2010 (normalized by !/ eHealth
population) Initiative
Survey
Young Percent of exchanges pursuing | .12 13 15 HIE Survey
FExchanges exchange for less than 1.5
Years
General Health Percent of states with Law that | .75 45 4 Georgetown
Privacy Law govern general health Privacy
disclosure Project
Population Number of inhabitants in a state | 5.2032 6.77 6.658 U.S. Census
Broadband Pen Broadband penetration in a 54.28 51.27 48.81 U.S. Census
state
Democratic Indicator if a state generally 75 54 32 U.S. Census
votes democrat (last five pres.
elections )
Per Capita GDP | Per capita state gross domestic | 44.9 46.3 39.1 Bureau of
product Economic
Analysis
Advanced Degree | Percent of population with 11.42 10.59 9.0 U.S. Census
advanced degrees
PopulationOver6 | Percent of population over 65 12.23 12.32 12.76 Area
5 Resource
File
Managed Care Percent of population enrolled | 23.5 18.24 19.639 | Area
Penetration in Managed Care Resource
File
CPOE Adoption | Hospital adoption of 375 4104 3865 HADB
computerized provider order
entry systems
EMR Adoption Hospital adoption of Electronic | .75 70 .667 HADB
Medical Record systems
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Top 20 Medical | Indicator if state has top twenty | .63 45 2 U.S. News
School medical school
HIE Characteristics (Operational and Planning)
YearsPursuing Years an HIE has been 3.70 4.75 3917 HIE Survey
pursuing exchange efforts
YearsOperational | Years an HIE has been sharing | 2.48 4.517 2482 HIE Survey
health data
IndpendentOrg Percent of exchanges 322 A7 38 HIE Survey
functioning as independent
organizations
FormalGov Percent of exchanges with .833 882 833 HIE Survey
formal govemance structure :
In-Kind Reliance on Time-In-Kind 1.333 1.548 1.486 HIE Survey
Resources Resources
OneTimeContrPa | Reliance on payer one time 1.81 1.733 1.68 HIE Survey
y payments
RecurringFeePay | Reliance on payer recurring 2 1.67 L.76 HIE Survey
fees
HighGov Percent of HIEs indicating .692 54 5 HIE Survey
heavy reliance on government
funding
Sustainable Percent of operational 315 47 28 HIE Survey
exchanges that are financially
sustainable

I was also concemned that states with more AttemptedHIE,, simply attempted more exchanges, and thus

also have more failed exchanges. While I do not have longitudinal data on failed exchanges, using a 2010

cross-section | found no significant difference in failed exchanges between states with consent

requirements and those without (reported in Table 6). I do not have these concerns for the longitudinal

measure of Operational HIE,, because, in my time period of analysis, no HIEs became operational and

then subsequently failed.

Lastly, there may be concern that actunal exchanges in states with consent requirements may differ in

relevant ways from the exchanges in states without these laws. For example, states with consent

requirements have more non-failed HIE attempts and operational exchanges because of the organizational

positioning or structure of the HIEs themselves, the funding sources they receive, or some other

characteristics of the exchange themselves (as opposed to their operating environment). I looked ata
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number of HIE characteristics and found no statistically significant difference between states across a
number HIE dimensiong, including participation of private payers, having a formal governance structure,

and reliance on various types of financial support.

7. Limitations

The dependent variables presented in this work may not cover the full breadth of potential measures of
success for HIEs. While reaching operational status is a significant milestone for HIEs, prior research on
HIFEs has also noted that sharing by HIEs has been limited in breadth and scope (Adler-Milstein et al
2009). Future work may evaluate, in more substantive terms, aspects of HIE sharing rather than just
whether they are sharing or not. Moreover, I may consider that a higher number of exchanges in a state
may not necessarily be a positive outcome. For example, it may be the case that a better outcome is to
have only one exchange that facilitates exchange for all providers in the state, In fact, the move towards
state and national level exchange efforts suggests that indeed this 1s a desirable end result. However, the
cutrent national strategy for health information exchange involves spurring small regional efforts and then
linking them as buildings blocks of a state and national exchan ge (Vest and Gamm 2010). [ can thus
consider (as have other prior work) that a higher number of successfully attempted and operational

exchanges in a state as a positive indicator of HIE progress.

8. Discussion and Conclusions

I evaluated the impact of patient consent requirements on the emergence and success of HIEs using a
fixed effects model over a span of six years. I find that only states adepting regulatory approaches that
provide strong privacy protections to patients through consent requirements, alongside incentives for HIE
adoption experienced a higher number of HIE attempts and actual operational exchanges. I also find that
exchanges in states with these requirements encountered lower levels of concern due to patient privacy
issues. The inclusion of state and time fixed effects controls for relevant observables, and I find no

evidence of endogeneity. 1 believe that the most plausible explanation for the results is that increased
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assurances provided by stronger privacy protections may bolster trust, promote adoption, resulting in
fewer challenges from patient privacy concerns. Alternatively, the enactment of strong privacy
requirements may reduce ambiguity about the applicability of current health disclosure requirements or
uncertainty regarding future privacy requirements in the context of exchange thus encouraging HIE

adoption,

These results are of interest for a variety of reasons. Given that HIEs are an innovative healthcare
technology with the potential to alleviate two of the most pressing concerns of the current healthcare
system, rising costs and inconsistent quality, the results of this chapfer may inform current and future
efforts to incentivize HIE growth while balancing patient privacy concerns, The results in this chapter
may also provide more general insights into promoting other innovative technologies that promise
significant public benefits but are inherently privacy sensitive. More specifically, it suggests that weak or
lacking privacy protections in the context of privacy sensitive technologies may dampen the effectiveness
of incentives for adoption. These results do not necessarily contradict previous work suggesting that
privacy regulation in some context can result in undesirable outcomes (e.g. lower levels of EMR
adoption). For example, privacy concerns in the context of exchange may be significantly more salient,
thus the dynamics that impact the pursuit and success of HIEs may be quite different from the adoption of

electronic medical records, and as such may have dissimilar interactions with health disclosure laws.

These results also inform the broader debate on the role consumer consent as a privacy protective
mechanism, as a number of emerging technology efforts (including behavieral adveftising or location
sharing) share similar characteristics as HIEs (i.c. focus on information sharing of personal information).
Namely, numerous government and corporate entities in the United States have advocated self-regulatory
“choice and consent” models of privacy protection that, essentially, rely on users’ awareness and control.
However, recent research demonstrates that making individuals feel more in controf over the release of

personal information may carry the unintended consequence of eliciting riskier disclosures (Brandimarte,
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Acquisti, and Loewenstein 2010). As a result, it is not clear that patients in states with consent
requirements actually experience greater privacy protections. While I do not evaluate this question
specifically, my results actually suggest that states with consent requirements actually have more patient

data being shared via HIEs.

The results presented in this chapter have implications for healthcare providers, as well as for policy
makers at both the state and federal level. Often, technological progress and privacy protection sit on
opposite ends of the table negotiating terms seeking to balance the two. These concerns may be
increasingly salient in the case of HIEs given their direct privacy implications, and the considerable
attention that has been given to various privacy and security concerns. The results in this chapter suggest
that at least in the context of HIEs, a potentially transformative healthcare technology designed to
enhance efficiency and quality of care, stronger protections seem to go together with incentives for the
development and success of these efforts. More generally, this chapter provides some evidence that it may
be a balanced combination of carrot and substantive stick that works most effectively to promote

innovation and the adoption of privacy-sensitive technologies.
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II1. Chapter 3: A Sleight of Privacy: The Limits of Transparency

1. Introduction

In response to persistent consumer privacy concerns and high profile privacy incidents (¢.g. see Krazit,
2010), US policy makers have primarily resorted to two strategies. One strategy has consisted of
imposing fines on organizations that used consumer ciata in manners deemed invasive. The other strategy
has consisted of self-regulatory efforts to increase transparency about firms’ data handling practices (for
instance, through simple, accessible privacy policies or notices), as well as to increase consumer control
over their personal information (FTC, 2012). As of recent, such “transparency and control” solutions (or
choice and notification regimes, as they are also called) seem to have become the object of a surprisingly
broad consensus between policy makers, industry, and privacy advocates. Both the FTC white paper on
consumer privacy and the White House Consumer Bill of Rights (FTC, 2012; The White House, 2012)
presented {ransparency and notice as central tenants to consumer privacy protection. Industry leaders,
such as Facebook and Google, broadly concurred with the approaches outlined by policy makers. In
comments on the FTC privacy framework, Facebook stated that .. .companies should provide a
combination of greater transparency and meaningful choice...” for consumers, and Google stated that
making the “collection of personal information transparent” and giving “users meaningful choices to
protect their privacy” are two of their guiding privacy principles (Santalesa, 2011). Privacy advocates
have also embraced these approaches (Reitman, 2012). While researchers have highlighted the limitations
of current privacy policies and notices (Jensen and Potts, 2004; McDonald and Cranor, 2009), the general
expectation seems to be that some new and better future iteration of privacy notices will solve consumers’
make privacy decision making issues. This chapter presents experimental evidence that this approach,

alone, may not be sutficient.
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In principle, notice can certainly improve consumer disclosure decisions, while avoiding potentially
burdensome regulation of firms. In normative terms, giving individuals more information about, how
their personal data is used seems an unarguable improvement over a situation in which consumers are left
in the dark. In particular, policy makers posit that improved transparency will counter the status quo in
which privacy concerns are secondary in online decision making, and most consumers do not read overly
complex and lengthy privacy notices. Unfortunately, the ability of even improved transparency solutions
or additional control tools to better align consumer attitudes towards privacy with actual behavior and
reduce regret from over sharing is ultimately questionable. This chapter investigates the hypothesis that
even simple, straightforward, and easily accessible privacy notices may not always be effective aids to
privacy and disclosure decisions. Specifically, I argue that well documented and systematic biases or
limitations in decision making (such as relative judgments and bounded attention) can hinder the
propensity of privacy notices to achieve the desired effect of supporting consumers in navigating

disclosure related choices.

In a series of experiments, I find that while simple privacy notices communicating lower privacy
protection can, under some conditions, result in less disclosure from participants (in line with the policy
aims for increased transparency), simple and common changes in the framing of those same notices, that
exploit individual heuristics and biases_, can result in the effect of even straightforward and accessible
privacy notices being predictably manipulated (Experiment I) or entirely thwarted (Experiment 2). In
Experiment 1,I demonstrate that the impact of privacy notices on disclosure is sensitive to whether notices
are framed as increasing or decreasing in protection, even when the objective risks of disclosure stay
constant. Of particular interest is that users may effectively be led to disclose more than the level justified
by objective privacy protection, and therefore face higher objective risks, if online providers put a strong
emphasis on increases in privacy protection. Also, I find evidence of a diminishing propensity of privacy
notices to impact disclosure over time, suggesting that notice may have an initial impact but that users

may settle back into familiar disclosure habits in a short period of time. In Experiment 2, ] demonstrate
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that the propensity of privacy notices to impact disclosure can be muted by a number of simple and
minimal misdirections (such as a mere 15 second delay between notices and disclosure decisions) that do
not alter the objective risk of disclosure. T argue that the sort of manipulations captured by the
experimental design mimic (if anything, conservatively so} the sort of hurdles that consumers face when
making real privacy decisions online. It follows that privacy notices can — on the one hand — be easily
marginalized to no longer impact disclosure, or — on the other hand — be used to influence consumers to
share varying amounts of personal information. Transparency may, therefore, become a “sleight” of

privacy.

Such findings cast doubts on the ability of policy initiatives and design solutions built around
transparency to, alone, address consumer privacy concerns. Note that the main implication of the results
presented in this chapter is not that notice should be avoided, or is entirely ineffective. In fact, notice may
be a necessary condition for meaningful privacy protection. Instead, my results suggest that, disjointed
from the rest of the OECD privacy principles (OECD, 1980) of which they were originally part (such as
purpose specification, use limitation, and accountability), transparency may not be sufficient conditions
for privacy protection. Worse, they may reduce to a case of “responsibilization” — a situation where
individuals are “rendered responsible for a task which previously would have been the duty of another

[...] or would not have been recognized as a responsibility at all” (Wakefield and Fleming, 2009).

2. Theoretical Background and Hypotheses

Extant privacy research (Tsai et al, 2011) has highlighted that hurdles and inconsistencies in privacy
decision making may be due, at least in part, to problems of asymmetric information: consumers who face
privacy sensitive decisions may often be unaware of how their data is collected and used, and with what
consequences, This challenge has been primarily attributed to privacy policies ineffectively communicate

privacy risks to consumers. For instance, prior work has found that many privacy policies are not
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readable, with many policies beyond the grasp of the average internet user (Jensen and Potts, 2004) and
that privacy policies may be excessively costly to navigate (McDonald and Cranor, 2009). To address this
issue, researchers have attempted to improve the readability and “usability” of privacy policies. For
example, Kelley et al. (2009) developed a “nutrition-label” style presentation of privacy policies that

outperformed standard formats in readability, recall, and comprehension (Kelley et al, 2009).

While evidence suggests that improved privacy notices can better inform consumers about the way their
data is used, their ability to actually engage in “better” privacy decision making (that is, decisions that the
consumer is léss likely to later regret, or that better reflect stated preferences} is unclear. Under rationél
accounts of privacy decision making (Stigler, 1980; Posner, 1981}, predicated on the implicit premise that
people can estimate stable trade-offs between privacy and other concerns, increasing the availability and
comprehensibility of information should result in some increased consistency in privacy decision making.
However, substantial literature in behavioral economics and decision research documents systematic
inconsistencies in individuals’ choices. That research shows that choice is sensitive to how choice
alternatives are framed, and the salience of available information to consumers. For example, Kahneman
and Tversky (1979) find that individuals are much more likely to accept a gamble when the choice is
framed as avoiding a loss compared to when the objectively equivalent choice is framed as obtaining a
gain . Moreover, Kahneman, Knetsch and Thaler (1990) find significant differences in the amount
individuals are willing to pay for an item compared to individuals’ willingness to accept for the same
item. Given that privacy’s tangible and intangible consequences are often difficult to estimate, numerous
heuristics and biases can influence and distort the way individuals value data protection and act on
privacy concerns (Acquisti, 2004, 2009). A growing body of empirical research has started highlighting
the role of such systematic inconsistencies in privacy decision making. In a similar manner, heuristics
may affect how consumers read, and react to, privacy notices. In this chapter, building on the existing
body of behavioral and decision research, I use two experiments to evaluate the impact of framing and

bounded rationality on the propensity of privacy notices to impact disclosure.
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2.1 Framing and Reference Dependence: Experiment 1

Research has highlighted that privacy concerns, and therefore propensity to disclose, are sensitive to
relative judgments, which could be explained by “herding effects” (individuals being more willing to
divulge sensitive information when told that others had also made sensitive disclosures (Acquisti, John,
and Loewenstein, 2012); or by reference dependence, a concept introduced by Kahneman and Tversky in
1979 in which they posited that outcomes are not only evaluated on their absolute value but also on their

deviation from a reference point.

Framing, relative judgments, and reference dependence may also impact how individuals react to privacy
notices. Targue (and test in a first experiment) that reference dependence may have a significant role in
privacy decision making, since a space where consumers now make a considerable amount of privacy
decisions — the online marketplace — consists of a constantly changing array of disclosure policies and
privacy risks. For example, Facebook privacy settings have undergone several changes which have been
presented to consumers as being increasingly protective of their privacy. Thus, some consumers may
perceive their privacy protection on Facebook as improving over time. Conversely, consumers that view
Facebook’s changes to default settings as less privacy protective, or encounter articles identifying
Facebook’s various privacy infractions, may perceive their privacy protection as decreasing over time.
Under rational accounts of privacy decision making, if consumers are concerned about their personal data,
privacy notices that offer low protection should elicit, on average, lower levels of disclosure relative to
notices that offer sufficiently higher protection. Moreover, identical privacy notices should result, 011-
average, in comparable levels of disclosure irrespective of relative changes in privacy notices (i.e.
whether they have been increasing or decreasing over time in their level of protection). However, under
an alternative account of decision making that incorporates reference dependence, consumers would
evaluate privacy notices relative to their deviation from a reference point, such as the level of protection

they had in the recent past or they currently have (i.e. status quo). More specifically, consumers presented
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privacy notices that are framed as increasing in protection (i.e. preceded by notices that are less
protective) would disclose more relative to those that experience no change in privacy protection, and the
converse for those presented notices that are framed as decreasing in protection. As such, I posited the

following hypotheses, which I test in Experiment I:

Hi1a: The framing of privacy notices as increasing in their protection against privacy risks will result in an

increased level of disclosure relative to no change in privacy notices.

H1b: The framing of privacy notices as decreasing in their protection against privacy risks will result in a

decreased level of disclosure relative to no change in privacy notices.

Kahneman and Tversky also suggested that individuals are loss averse in that they perceive a greater
dissatisfaction from losses as compared to the satisfaction from equivalent gains. Hence, I posited the

following additional hypothesis:

H1c: changes in disclosure will be greater in magnitude for decreasing protection relative to increasing

protection.

2.2 Bounded Rationality and Salience: Experiment 2

In a second experiment, I consider the impact on disclosure of bounded attention and privacy notices
salience. Prior studies have demonstrated that attention is a limited resource and that the salience of
stimuli can moderate their impact on behavior (Broadbent, 1958). Economists have also proposed that
bounded attention may be a contributing factor to sub-optimal consumer decision making. Simon (1935)
suggested that individuals may simplify complex decisions by focusing on a subset of the information
provided, and DellaVigna (2007) has suggested that the propensity of costs to impact decisions 1s

moderated by the degree of inattention by consumers. Similarly, Hossain and Morgan (2006) have found
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that, holding total cost constant, ¢Bay auctions with lower initial prices (accessible cost) and high
shipping costs (opaque cost) price significantly higher than the converse. The authors argue that this
difference is driven by the increased salience of product price as a cost relative to shipping. I extend this
prior work to the context of an online disclosure experience, during which consumers are often multi-
tasking and focusing on many different stimuli at once. I argue that privacy notices and the considerations
they elicit from consumers are often disjoint from actual disclosure decisions via various “misdirections”

— that is, actions or states that do not alter objective privacy risks but may distract consumers from them.

As a baseline, T initially consider the case in which privacy notices immediately precede disclosure
decisions and no such misdirection is present. Given that privacy notices will be salient at the point of
disclosure, [ argue that notices will have an impact on disclosure. For instance, privacy notices
communicating stronger privacy protection may result in higher levels of disclosure relative to privacy
notices communicating weaker privacy protection. As such, I posited the following hypothesis, which I

test in Experiment 2;

H2a: Absent a misdirection, presenting privacy notices immediately preceding disclosure decisions will
have an impact on disclosure behavior, with notices presenting low protection resulting in lower levels of

disclosure, on average, relative to notices offering higher protection.

I then consider misdirections that have no relevance to the risks communicated in privacy notices, but
simply have the propensity to distract consumers from them. For example, consider a brief delay between
the presentation of privacy notices and disclosure decisions: it may allow consumers’ attention to drift
away from privacy notices to other items — such as other websites or their email accounts. This distracted
state may lead to a diminished impact on disclosure of privacy notices communicatitig privacy risks to
CONSUMETS. Howev'er, I note that the directional changes in disclosure in the presence of a misdirection

may be ambiguous and likely dependent on the misdirection itself. For example, a misdirection that
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positively impacts goodwill (e.g. reading an article on charitable organizations) may result in all affected
consumers disclosing at some commonly high level, irrespective of risks communicated in privacy
notices. Conversely, a misdirection that negatively impacts trust (¢.g. reading an article on phishing
emails) may result in all affected consumers disclosing at some commonly low level despite privacy
notices. The common feature, however, is that privacy notices are no longer the main factor driving
disclosure and the differences they elicit absent a misdirection should be diminished. As a result, I posited

the following hypothesis:

H2b: Introducing a privacy irrelevant misdirection following the presentation of privacy notices and

before disclosure decisions diminishes the propensity of privacy notices to impact disclosure behavior.

Finally, T consider privacy “relevant” misdirections. These are misdirections that relate to the privacy
risks communicated in the privacy notices but only focus consumers’ attention on a subset of risks. In
effect, they do not alter objective privacy risk but may potentially distract from some dimensions of risk
communicated in the privacy notice. An example of this type of misdirection is commonly found on
online social networks, when consumers are provided granular notice and control over some dimensions
of sharing and privacy preferences (e.g. access to one’s personal information by other consumers of the
service), but fairly minimal and less salient notice and controls (if any) over the collection and use of
personal information by the service providers (e.g. Google+ or Facebook). 1 posit that this may result in
disproportionate focus on the privacy risks from other consumers of a service and lessened focus on the

providers of these services. As a result, I posited the following hypothesis:

H2c: Introducing a privacy relevant misdirection focusing on a subset of privacy risks communicated in a

notice diminishes the impact on disclosure of other dimensions of risk communicated in the notice.
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Following an approach that is pervasive in the experimental literature on privacy and disclosure (Joinson,
Woodley, and Reips, 2007; Phelps, Nowak, and Ferrell, 2000; Weisband and Kiesler , 1996), I tested
these hypotheses using two survey-based experiments with random assignment, employing as main
dependent variable the propensity of participants to answer personal questions in the surveys as a proxy

for privacy concerns (Frey, 1986; Singer, Hippler, and Schwarz, 1992),

3. Experiment 1
Experiment 1 was a four condition between-subjects design in which I manipulated changes in privacy
notices as increasing or decreasing in protection, and examined the effect of such changes on disclosure

relative to conditions in which privacy notices did not change.

3.1 Procedure

Participants were recruited through Mechanical Turk, an online service that connects researchers with
potential participants and is becoming increasingly popular among social scientists conducting online
experiments. Participants were invited to take two online studies on ethical behavior each of whilch paid
$.20. At the end of the first study (Survey 1), they were asked to confirm that they wished to continue to
the second (ostensibly unrelated but consecutive) study (Survey 2) for an additional $.20 (all participants
chose fo continue to the second study but three were prohibited from completing the study because they
failed the attention check). In Survey 1, participants were first asked demographic questions, which
included email as a required field. Then, they were provided with a simple (i.e. brief, using mundane
language, and dealing only with anonymity of responses) privacy notice about the way their answers to
the questionnaire would be used. Finally, participants were presented with six questions related to
cthically questionable activities (See Appendix B). If they decided to take it, participants would then start
Survey 2, which followed the same structure as Survey 1 (see Figure 1 for the flow of the experiment)
but had a different aesthetic design to help convince participants they were participating in a separate

study (see Appendix C). In exit questions, participants confirmed that they felt they had participated in
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two separate studies and that their responses from the first study could not be linked to their responses
from the second study. Participants were again asked for their emails and demographic information; then,
they were provided a privacy notice about the way their answers to the ensuing questions would be used,
finally, they were presented with six new questions about other ethically questionable behaviors (See

Appendix B).

Figure 1. Flow of Experiment One

The questions used in both studies were the ones that were rated most intrusive in a 2012 paper by
Acquisti, John and Loewenstein (Acquisti, John, and Loewenstein, 2012). The number and type of
questions were kept constant across conditions, but the order of questions was randomized within each

survey.

3.2 Design

The design was a 2 (high vs. low protection in the first survey) X 2 (high vs. low protection in the second
survey). Thus, this study consisted of four groups (randomly assigned) in which privacy either increased
from the first to the second survey (low protection to high protection: LH), decreased (high protection to
low protection: HL) or stayed the same (low to low protection: LL or high to high protection: HH). Figure
2 provides an overview of the experimental design. The different levels of protection depended on the
degree of possible linkage between the participants’ emails and their responses, and therefore different
levels of protection on their responses. Specifically, participants offered “low” protection to their
responses were informed in the privacy notice that their answers would be linked to their email accounts.
Conversely, those offered “high” protection to their responses were informed in the privacy notice that

their answers would not be linked to their email accounts (See Appendix A for text of notices).
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Figure 2. Design of Experiment 1
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This design allowed us to evaluate both the baseline impact of protection using responses in Survey 1 and
how the impact of protection may change over time, as some participants were provided identical
protection in Survey 2. However, and importantly, the key feature of this design is that in Survey 2 for
both the decreasing and increasing protection conditions, participants actually faced identical privacy
notices as their respective comparative conditions — thereby allowing us to evaluate the impact of the

change in privacy notices on disclosure in Survey 2.

3.3 Analytical model

T used a panel random effects Probit estimation approach to evaluate the overall differences in the
propensity to admit to unethical behavior across conditions. I estimated the following model:

Admity = By + Bi¥Treatment+ . *SurveyiSharing; + f;* Intrusive; + B4* Intrusive*Treatment+ fs* Age;

+ fs*Male; + f*Designl; + uy

Admity measures the propensity to disclose, with a value of 1 if the partiéipant admitted to the behavior
and 0 if she denied or skipped, i={1,...,N participants per interaction set}, and j={1,..,12 questions}.
Treatment is a binary indicator of the presence of my treatment, For example, in the case of decreasing

protection, 1 represents a participant that was assigned to a decrease in protection, while 0 represents
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participants that were assigned to a condition of no change from Survey 1 to Survey 2. SurveylSharing is
a measure of participant sharing levels in Round 1. This was included to control for the possible impact of
disclosing more in the first round. Intrusive is a binary measure of whether a question is highly intrusive
or not. Intrusive* Treatment captures any interaction between my treatment and highly intrusive questions.

Lastly, Designl controls for which survey aesthetic design participants viewed.

The model assumes serial correlation between observations within a panel unit. T allow for the correlation
between responses from a single participant when I estimate the variance-covariance matrix of the
coefficients, assuming constant correlation between any two answers by the same individual (Liang and

Zeger, 1986).

3.4 Results

Four-hundred and thirty-six participants (Mage = 30, SD=13.5; Mpema = 43, SD=49 ) completed the
study (Survey 1 and 2) There were no significant differences in age or gender across conditions.

All respondents were presented an attention check question similar to those in a 2009 paper by
Oppenheimer, Meyvis, and Davidenko to ensure participants were carefully reading directions (See
Appendix C). Lastly, participants responded to exit questions that gauged both their perception of whether
privacy protections increased, decreased, or stayed the same (depending on the condition) and their recall
of privacy notices in both surveys, A minerity (12%) weren’t able to accurately recall privacy notices and,
thus, disagreed that protections had increased, decreased, or stayed the same. These participants were

excluded from the study, leaving 386 usable survey responses.

3.4.1 High vs. Low Protection
I first evaluated the disclosure rates of participants in Survey 1, where participants were randomized into
conditions in which they were either presented high or low protection. At this point in the experiment, no

participants had been presented the central manipulation of either changing or constant levels of
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protection from Survey 1 to Survey 2. Figure 3 shows that participants in Survey 1 were more likely to
disclose for 5 of the 6 questions when they were provided high protection (p < .05). Normalizing for base
rates of disclosure between questions, this translates to a 14% average increase in the propensity to
disclose when participants were afforded high protections in Survey 1, with some questions exhibiting
more than a 30% increase in the propensity to disclose (see Table 1, Column 1 for the estimated
coefficient on Treatment).

Figure 3: Differences in Survey 1 Disclesure
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Next, I evaluated the impact of high protection relative to low protection when presented in Survey 2 .
Specifically, 1 compare participants that had high protection in both surveys to participants that had low
protection in both surveys, Figure 4 shows that the impact of high protection does not extend to Survey 2
(see also Table 1, Column 2 for the estimated coefficient on Treatment, which is not significant),
suggesting potentially some habituation to privacy protection and that users fall into some default mode
of disclosure over time. Disclosure in Survey 2 was not systematically impacted by having high

protection with only 2 of the 6 questions, demonstrating an increase in the propensity to disclose.
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" Figure 4: Differences in Survey 2 Disclosure

High vs. Low Protection (Survey 2)
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Table 1: Regression Results - High vs. Low Protection

1) 2)
Admit Admit
Treatment 0.044 -0.005
(High
Protection)
(0.023)* {0.029)
Intrusive 0.041 -0.111
(0.019)** (0.026)***
Age -0.003 -| 0.002
(0.0071)*** {0.001)**
Male 0.008 0.019
(0.020) (0.024)
SurveylShar 0.108
| ing
(0.010)***
Designl 0.051 -0.004
(0.023)** (0.029)
Constant -0.029 -(0.003
{0.27) (0.062)
Observations | 2634 1146
** significant at 5%; *** significant at 1%

3.4.2 Changes in Protection
Next, I evaluated the impact of changes in protection on disclosure. Figures 5 and 6 show relative
disclosure rates for each question in Survey 2 of the experiment. Figure 5 displays a trend of higher

propensity to disclose (4 of the 6 questions) when participants were presented increasing protection
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relative to no change. Conversely, Figure 6 displays a trend of a lower propensity to disclose (4 of the 6
questions) when participants were presented decreasing protection relative to no change. In both cases,
differences for questions that did not exhibit the trend were not significant.

Figure 5. Response Rates for Increasing Protection
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Figure 6. Response Rates for Decreasing Protection
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However, base rates of disclosure for questions varied, so I also considered relative differences in the
propensity to admit to a particular behavior. I found that, in the increasing protections conditions,
participants were, on average, 10% more likely to disclose, with some questions having as high as 30%
increase in the propensity to disclose. Similarly, for decreasing protections conditions, I found that

participants were, on average, 14% less likely to disclose, with some questions having as high as a 40%
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reduction in the propensity to disclose. Table 2 provides estimates of the model described in the prior
section. 1 evaluated differences in disclosure in Survey 2, where participants were provided identical
privacy notices, but those in the treatment condition were presented a decrease in protection from the
prior round (HL), while those in the control condition (LL) were assigned to no change in protection.
Also, I evaluated differences in disclosure in Survey 2 where, again, participants were presented identical
privacy notices, but those in the treatment condition were presented an increase in protection from the
prior round (L), with those in the control condition (HH) being assigned to no change in protection.
Specifications (1) and (3) estimate a baseline model with only the measure of Round 1 sharing and a
dummy variable for the aesthetic design viewed by participants. Specifications (2) and (4) use the full
specification described abové, with additional controls for the intrusivencss of questions, age and gender.

 Marginal effects and associated robust standard errors are presented in Table 2.

Table 2: Regression Results — Changing Protection

Decreasing Assurances Increasing Assurances
() (2) (3) 4)
Admit Admit Admit Admit
Treatment A0,073%* 0137 | 0.069%* 0.114**
(0.029) (6.047) (0.033) (0.051)
RoundF1Sharing | 0.120%** 0.123%** 0.106%** 0.112%%*
(0.011) (0.011) {0.012) (0.012)
Intrusive -- -0.152%** | - -0.100%*
-- (0.044) - (0.043)
Intrusive -- 0.115% -- -0.063
*Treatment
-- {0.062) -- (0.058)
Age -- 0.002 - 0.004%**
- (0.001) - (0.001)
Male - 0.048 - 0.044
- (0.026) - (0.028)
Designl -0.021 -0.026 -0.005 0.013
(0.029) (0.030) (0.033) (0.034)
Observations 1038 1038 1146 1146
** significant at 5%; *** significant at 1%

I find that, in the basic specification, participants presented decreasing protection disclosed 7% less

(P<.05) than participants that were presented no change in privacy notices, supporting Hla. Moreover,
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participants that were presented increasing privacy protection shared 7% more (P<.05) than participants
that were presented no change in privacy notices, in support of H1b. In the baseline specification, I did
not find support for the loss aversion hypothesis (Hlc). In the extended specification, where I teased out
the impact of the treatment on the non-intrusive questions separate from infrusive questions, I found a
larger baseline effect of the treatment, with a 14% (P<.01) decrease in disclosure for participants
presented with decreasing protection and a 11% increase in disclosure (P<.03) for participants presented
with increasing protection (directionally consistent with Hic, although the difference is again not

significant).

To put these results in perspective, consider that, according to some sources, Facebook users posted 1.85
million status updates every 20 minutes, or approximately 49 trillion status updates in 2011." Other
diéclosures (uploading a photo, posting a comment, tagging another user) on Facebook happen at
comparable rates, Moreover, Facebook genfl:rally advertises changes in privacy settings and practices,
often to highlight improvement to user privacy protections.”® Now: in my experiment, I find effects that
range from 10% to 14% in terms of influencing disclosure; however, it may be the case that these resuls
are only applicable to a subset of user disclosures (e.g. disclosures with sensitive information). If T take
this into account, and assume that this effects apply to only 1% of all status updates on Facebook, a 10%
increase in these disclosures translates to an increase of 49 million status updates in 2011. Moreover, if
the effects I identified are most applicable to sensitive information, these may in fact be the subset of

disclosures most concerning for consumers.

3.5 Limitations
The results in this study rely on a self-selected sample of individuals from the online service used to

solicit participants in my survey, as I mandated that users provide their email as a condition of

9 gee surnmiary of Facebook usage statistics. (http://www.onlineschools.org/visual-academy/facebook-obsession).

® See, for instance, Facebook announcement of new privacy options in 2008
(http/fblog facebook. com/blog. php?post=11 5198771 30);

Zuckerberg’s 2009 open letter about Facebook eliminating “networks” (http://blog. facebook.com/blog. php?post=150423927130); and
his 2010 anncuncement of further privacy changes (htip://blog.facebook.com/blog.plip?post=391922327134).
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participation in the study. This requirement may have likely excluded potential participants with high
sensitivity towards the sharing of their emails. However, those individuals may have reacted even more
drastically to changes in privacy notices, and their exclusion may in fact bias the effects [ identify
downward. Moreover, while anonymity of responses is strongly related to the level of protection of
participant responses and anonymization of sensitive data is a common mechanism for ensuring personal
privacy, moving from anonymous to identified responses may also involve other changes, besides
changes in privacy notices (e.g. impact of disclosures on self-perception of ethicality). I plan to run
similar studies looking at other variants of privacy notice that include other privacy dimensions (e.g. the

length of retention of responses and breadth of access to responses).

4, Experiment 2
For Experiment 2, participants were invited to create a profile (via an online survey) on a new networking
service exclusive to their university. Participants were debriefed after the study and told they were a

' participant in a research study, so no online social network would be created. Exit questions confirmed

that participants did not question the validity of the experimental context.

Experiment 2 was a 2 (access) X 5 (misdirections) mixed design where I manipulated, between subjects,
the breadth of access to information disclosures communicated via a privacy notice (profile accessible
only to students for the Students Only conditions, or to students and faculty for the Students and Faculty
conditions) and the presence of a misdirection between the presentation of privacy notices and disclosure
decisions (No misdirection or one of four misdirections: delay, department information pages, student
committee, student committee and choice). In the context of this experiment, misdirections are actions or
states that do not alter objective privacy risks but may distract consumers from them. Within subjects, I
manipulated the intrusiveness of questions: I asked a total of 37 questions on demographics, housing,
academics, and social activities, among which were nine questions that, ex ante, I considered

disproportionately sensitive to disclose to faculty relative to students. These questions asked students for
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their opinions on faculty, departments, and courses (e.g., “Who was your least favorite faculty
member?”), dealt with the witnessing and reporting of cheating, and student effort put into academics.
The full list of questions in Experiment 2 is proved in Appendix E.

4.1 Procedure

Participants were recruited at the student center of a major North American university and were
compensated with a candy bar (approximate value $1.00). Across all conditions, participants were
initially presented with a privacy notice. Depending on the condition, they were either informed that their
profite would only be accessible by the university students only (Students condition) or by both faculty
and students (Students and Faéu]ty cdﬁditioﬁ, see Table 3). The text for each privacy notice caﬁ be found
in Appendix D. Thercafter, participants in the no misdirection conditions proceeded immediately to
disclosure decisions where they filled out various fields on their profile, while participants in the other

conditions were presented with one of four different misdirections before proceeding to fill out the same

profile fields.
Table 3. Overview of Conditions in Experiment 2
Notice Control Treatment

Students Privacy Relevant
PR Privacy Irrelevant (Student Comm,

No Misdirection (Delay, Dept Pages) Student
L Comm-~+Choice)
Studenis& No Misdirection Privacy Irrelevant Privacy Relevant
Facuity (Delay, Dept Pages) (Student Comm,

' Student
Comm+Choice)

I first considered two misdirections without privacy relevance, in that they did not refer to the information
provided in the notices nor did they deal with access to participant profiles, The first of these
misdirections was a simple 15 second delay between the privacy notice and participant disclosure

decisions. The second misdirection presented participants a page where they were asked if they wished to
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sign up for departmental information pages. I next considered two additional misdirections which were
orivacy relevant. The third misdirection informed participants that a student planning committee would be
using their profile in order to plan upcoming activities. The fourth misdirection utilized the same student
planning committee context, but provided participants control over whether this committec may access
their profile. I considered these treatments as privacy-relevant in that they refocus participants’ attention
on the student access to their profiles. Tconsidered them misdirections as profiles were already accessible
by students under all conditions. Table 3 provides an overview of the experimental design and Appendix

F provides screenshots of each individual misdirection.

4.2 Analytical model

Similarly to the analysis in the prior experiment, I used a panel random effects Probit estimation. The
results are summarized in Table 4. Again, this model assumes that responses from a single participant are

serially correlated:

Admity = o + B, * Studem&Faculty; + Bo* Academic; + f3* Misdirection; + f,* Student&Faculty;
*4cademic; + Bs* StudentdeFaculty; *Misdirection; + fs* Academic;*Treatment; + ;*
Student&Faculty;*Adcademic;*Misdivection; + Bs*Identified; + uy
Admit, measures the propensity to disclose, with a value of 1 if the participant answered the question and

0 if she denied or skipped, i={1,...,N participants per interaction set}, and j={1,..,37 questions}.
Student&Faculty; is a binary variable that indicates whether participants were either presented the Student
and Faculty (1) or the Students Only privacy notice (0). dcademic; is a binary variable indicating whether
a question dealt with sensitive academic issues. Misdirection; is a binary variable that indicates whether
the participant was presented a misdirection, and Student&Faculty; *Misdirection; captures the
interaction between the Student and Faculty privacy notice and the misdirection. Lastly, I introduced a

variable, Identified,, which captures whether participants chose to identify themselves, and takes a value
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of 1 if participants shared both their first and last names or they shared their email, and 0 otherwise. In
contrast to the prior experiment, identifying information was optional in this study. I included this

measure to adjust for any potential differences in participant propensity to identify themselves.

4.3 Results

Two hundred and eighty participants completed the experiment (Mag = 21.5 , SD=3.1; Msemare =37
,SD=.48 ), with about 26 to 30 participants per condition. Figure 7 presents disclosure rates for the
control conditions (i.e. without a misdirection) and for all conditions with misdirections in aggregate (this
pattern is consistent for each individual misdirection as well}. In the control condition, participants
presented with the “Student Only” notice were 26% more likely to disclose (P<.05) relative to
participants presented the “Student and Faculty” notice, Tn the conditions with a misdirection, I see near
zero and insignificant differences in disclosure between participants presented “Student Only” and
“Student and Faculty” notices.

Figure 7. Control Conditions relative to Aggregated Misdirection Conditions

Aggregated Misdirections

<aaanns,
A

"™ b Student &
Faculty

Disclosure Rate

Control {N=55) Privacy Privacy

frrelevant Relevant
{N=114) (N=111)

Table 4 below provides estimates of the above model. Estimates of the aggregate effect of all
misdirections are found in column (1). Estimates distingnishing privacy-relevant and privacy-irrelevant
misdirections are found in columms (2) and (3) respectively. For ease of interpretation, marginal effects
and associated robust standard errors are presented, and less relevant covariates have been dropped in

Table 4. For questions that were not sensitive in the context of academics I found insignificant, near 0
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coefficients for Student&Faculty across all the specifications, indicating that the Student and Faculty
privacy notice did not result in differences in disclosure relative to Students only for non-academic
questions. However, I found a negative and significant coefficient (P<.05) on the interaction Student &
Faculty*Academic, indicating that, absent a misdirection (i.e. in the control condition), the Student and
Faculty privacy notice had a negative jmpact on disclosure for sensitive academic questions relative to
Students Only (H2a supported). To evaluate differences in the disclosure level of sensitive academic
questions for participants with the Student and Faculty privacy notice in the control conditions relative to
treatment conditions I focus on the interaction Student& Faculty* Misdirection* Academic. Across all
specifications, I found a positive coefficient on this interaction that offsets the negative impact of the
Student and Faculty privacy notice on disclosure of sensitive academic questions. I found this when I
considered all of the misdirections as one treatment (P<.05). I also found this effect (P<.05) when I
aggregated privacy relevant misdirections (Column 2), in support of H2c, and privacy irrelevant
misdirections (Column 3), in support of H2b.

Table 4. Experiment 2 — Regression Results

All Misdirection All All
Privacy Privacy
Relevant | Irrelevant
ey (2) (3)
Admit Admit Admit
Student& Fac -0.007 -0.007 -0.007
{0.034) (0.035) (0.033)
Student&Fac* -0.109** -0.110** 0.1 11**
Academic
(0.050) (0.050)* {0.050)
Student&Fac* 0.097** 0.105** 0.092%*
Academic*
Misdirection
(0.041) (0.045) (0.047)
Observations 10073 6112 5959
* significant at 10%; ** significant at 5%; *** significant at
1%
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4,4 Limitations

The results in Experiment 2 rely on the control condition not being a false positive. I also observe that, in
the treatment conditions, disclosure rises disproportionally in the Student & Faculty condition relative to
the Students Only. However, the current work does not evaluate underlying processes that may be
driving the effect 1 observe. Initial analysis suggests that misdirections distracted participants from
privacy concern and thus these concerns were less primed as they made disclosure decisions. Future work

will evaluate this claim more directly via process-oriented studies.

5. Discuossion and Conclusions

The findings I presented in this chapter provide evidence of two potential inconsistencies in the impact of
privacy notices on disclosure. In my first experiment, I demonstrated that the impact of privacy notices is
sensitive to reference dependence, with notices framed as increasing in protection eliciting increased
disclosure and notices framed as decreasing in protection eliciting decreased disclosure. In my second
experiment, 1 found that the downward impact of riskier privacy notices on disclosure can be muted or
significantly reduced by a slight misdirection which does not alter the objective risk of disclosure.

These results have the most applicability to online services in which user disclosure is a central function
{(e.g. online social ﬁetworks), but also have implications for technology settings that attempt to address
consumer privacy through privacy notices {e.g. online retailers). For example, Experiment 1 mimics the
evolutions of Facebook’s and Google’s notices with respect to presenting to consumer improvements in
privacy protections; Experiment 2 miniics the delays that in real life separate the reading of a privacy
notice and later privacy decisions.

Policy makers and firms that deal with the exchange of consumer personal information have advocated
the increased readability and usability of privacy policies as improved privacy decision aides for
consumers. While these measures may provide some incremental improvements in privacy decision
making, inconsistencies in decision making may result in continued disparity in consumer concerns and

disclosure behavior, potentially increasing regretful disclosures by users. My results suggest that current
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policy and design approaches focusing just on transparency may be limited in their ability to improve
consumer privacy decision making. The broad support for self-regulatory approaches focusing on making
privacy transparent will likely make privacy notices simpler and more accessible, providing consumers
certain benefits: attentive consumers concerned about their privacy may be able to better utilize short,
simple, and well-formatted privacy notices to inform disclosure decision. However, the attentiveness of
consumers to privacy issues may be sporadic and limited, inhibiting the usefulness of even simple. and
clear privacy notices. Even worse, attention paid towards self-regulatory approaches with dubious
effectiveness may come at the cost of focusing on solutions that get at the heart of the privacy problem. In
this regard, the experiments I presented in this chapter illustrate the need to expand the concept of |
transparency to not only include clarity and ease of comprehension, but also making information
communicating privacy risks salient and readily available to consumers when they most require them, at

the point of disclosure.

Finally, the findings presented in this chapter may have implications for firms that collect and use
personal data, particularly those with consumer personal information at the core of their business models
(e.g. online advertising). Firms are likely to have significant long-term ramifications from inadequately
communicating information practices to consumers, particularly if failing to do so results in high profile
misuses of consumer personal information or breaches of consumers’ expectations of privacy. One
ramification with major implications for these firms is that consumers’ propensity to disclose information

may significantly change over time.
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IV. Chapter 4: Why Choice may not be Enough: Framing Effects and Malleable Preferences for

Privacy

“The strongest and most effective force in guaranteeing the long-term maintenance of power is not
violence in all the forms deployed by the dominant to control the dominated, but consent in all the forms
in which the dominated acquiesce in their own domination.”

-Robert Frost

1. Introduction

Choice with regards to the collection, use, and disclosure of personal information has long been a central
privacy construct (Westin 1967; Miller 197 1} and has thus been pivotal in policy guidelines that aim to
protect individual privacy (Ware, 1973; OECD, 1980). Policy makers posit that increased choice will
empower consumers and allow them to manage their privacy in accordance with their individual
preferences for privacy (FTC, 2012; The White House 2012). As a result, individual choice as a form of
privacy protection has become pervasive in regulation intended to protect consumers’ sensitive personal
information. For examiple, many states require that health information related to sexually transmitted
diseases or mental health not be released by a provider except with the permission of the patient.
Financial institutions are also required to grant consumers the right to opt-out of certain collections and
uses of their sensitive financial information. However, Choice in the context of privacy is not always
provided to consumers as a result of regulation. Many providers of online service have also established
and continue to update privacy settings which allow consumers to control, to some degree, the flow and
access to their personal information. For example, Google provides a privacy dashboard which allows
users to control some aspects of their information collection and disclosure; Facebook has provided some
form of privacy settings since the early years of the service (Stutzman, Gross, and Acquisti, 2013).
Finally, policy makers in large accordance with industry continue to advocate for increased consumer

control as a privacy protection against emerging privacy risks. For example, policy makers and firms
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broadly agree that providing control to consumers protection necessary to address consumer privacy
concerns associated with behavioral advertising (FTC, 2012); consensus on the manner to implement
consumer choice in the context of behavioral advertising, however, has been difficult to reach (Bott,

2012).

Similar to transparency, control is seemingly a certain improvement for consumers compated to a state
where consumers are not provided any choice with regards to the disclosure and use of their personal
information (effectively a 100% opt-in rate). However, the likelihood of choice solutions reducing
consumer privacy risks may be questioned. Brandimarte, Acquisti, and Loewenstein found in a 2012
paper that, in practice, an increased feeling of control over the publication of personal data can
paradoxically result in increased, and riskier, disclosures. Moreover, scholars argue that “organizations, as
a rule, will have the sophistication and motivation to find ways to generate high opt in rates.” (Solove,
2013) and that “many data-processing institutions are likely to be good at obtaining consent on their
terms...” Schwartz (2005). Moreover, scholars find that current implementations of privacy choice do not
result significant changes in consumer behavior (Janger and Scwartz, 2001). However, scholars arguing
that firms will be able to elicit high levels of compliance from consumers refer primarily to heavy-handed
approaches for ensuring compliance such as requiring consent as a prerequisite to obtaining a resource or
service (e.g. mobile application or online social network) or not providing consumers with sufficient or
clear information about the risks associated with the choice. In this chapter, I consider the role of common
but subtle differences in the presentation of privacy choices and how these differences may systematically
influence consumer choice. Specifically, I conjecture and present evidence that variation in the
presentation of choices can presentation of otherwise identical choices can alter the decision frame, or the
“decision maker’s conception of acts, outcomes, and contingencies associated with a particular choice
“(Tversky and Kahneman, 1981), in a manner that predictably influence choice of privacy protective
options. Specifically, I find that that the labeling of privacy relevant choices as “Privacy Settings” results

in the choice of more protective settingg relative to labeling the identical choices as “Survey Settings”.
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Moreover, I find that presenting individuals with an important privacy choice mixed with other settings
that were pre-ranked by participants to be less relevant, éigniﬁcantly decreased the likelihood of
participants to choose the protective option for the important choice. Finally, I find that participants
presented privacy relevant choices as a choice to allow a use of their personal information (accept framé)
were significantly less likely to choose the privacy protective option relative to those presented the
identical choice as a choice to prohibit a use of their personal information (reject frame). Generally, I find

that manipulations of framing do not have a significant impact on disclosure, when I confrol for the

choice of settings by participants.

The results in this chapter primarily contribute to.two streams of research. First, these results stands to
contribute to the stream of research evaluating the intersection of behavioral economics and privacy
decision makings. Sﬁeciﬁcally, this chapter explores the role of limitations in decision making on the
propensity of individuals to choose privacy protective options in decisions that expose them to privacy
risks. In addiﬁon, these results contributes to the framing the decision making and judgment literature on
framing and priming effects. Specifically, I find evidence that various factors {(e.g. choice sets and
accept/reject manipulations) can exacerbate or diminish framing effects. Also, the results in this chapter
introduce a number of important implications for policy makers and firms. Given that common and subtle
manipulations of the presentation of choices to participants can systematically influence them to choose
less restrictive settings for data uses they feel are intrusive, these results highlights the limitations of
policy approaches that rely heavily or exclusively on control solutions to address consumers privacy
concerns. Even more concerning is that while increased choice may not necessarily result in significant
differences in consumer privacy decision making (thus not reducing objective risk), it may alleviates
consumer privacy concerns which currently curb intrusive data practices by firms; a case in which a
combination of increased choice and exploitation of limitations in individual decision making lead

consumers to “acquiesce in their own domination”.
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2. Background

I motivate the central arguments in this chapter using a broad empirical and theoretical literature
evaluating various forms of framing on individual decision making (Levin, Schneider, and Gaeth, 1998;
Kuhberger, 1998; Kahneman and Tversky, 1981). Classic framing studies focused on frames that
differentially highlight the positive vs. the negative dimensions of a choice. The seminal demonstration of
a framing effect, and one which is widely tested, is categorized by Levin et al. as a form of risky choice
framing, It is referred to as the “Asian Disease Problem” and was first presented by Kahneman and
Tversky (1979, 1981). In the Asian disease problem, all participants are given the choice of two
interventions to a disease outbreak. One intervention was probabilistic with some chance of everyone
being saved (dying) and some chance of saving no one (everyone). The other intervention was certain
with a sure chance that some number would be saved (die). Between conditions, they manipulate whether
the gains of the interventions are highlighted (i.e. how many individuals will be saved) or whether the
losses from intervention are highlighted (i.e. how many will die as a result of various interventions).
While the two interventions between conditions are objectively identical, they find that participants tend
to choose the certain option when the problem is framed in terms of gains and were more likely to gamble
(i.e. the probabilistic option) when the intervention is framed in terms of losses. Levin et al (1998) also
identify a second category of framing they deem “attribute framing” in which certain dimensions of an
object are presented using different frames. For example, a study by Levin and Gaeth (1988) finds that
perception of the quality of ground beef differ based on whether it is labeled as “75% lean™ or “25% fat”
(Levin and Gaeth 1988). Finally, they identify a form of framing they term “goal framing” in which the
goal of a context or choice is presented as either pursuing a gain or avoiding a loss. For example,
numerous studies find that framing choices in terms of costs (e.g. consequences of not having a breast
exam) is a more effective mechanism to influence behavior relative to framing which highlighting gains

(Reese et al. 1997; Ganzach & Karsahi 1995).
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Framing effects however, do not. always influence behavior by highlighting negative or positive
dimensions of choice. For example, Liberman, Samuels, and Ross (2004) find that a “Wall Street Game”
vs, “Community Game” labeling of a prisoner dilemma game has a significant impact on cooperation.
They suggest that this framing influences participants’” perception of the goal of the game. Epley, Caruso,
and Bazerman (2006) replicate this result using “strategic competition game” and “cooperative alliance
game” labels and again find differences in participant cooperative behavior. Another related stream
motivating this chapter is the literature on priming which has also demonstrated some analogous results
by manipulating labels to prime various mindsets or concepts that can significantly influence behavior,
For eXaﬁple, Burnham et al. (2000) finds a strong impact on cooperation when labeling particip'ahts ina
two—pllayer reciprocity game as either a “partner” or an “opponent”. Galinsky et al. (2003) found that
asking participants to recall instances in which they had power vs. when they were powerless (i.e. priming
perceptions of power) has an impact on judgment of risks and optimism. Spencer, Steele, and Cruinn
(1999) find that priming gender differences in math performance can have a significant negative impact
on the performance of qualified women on math evaluations; an effect they deem the “Stereotype Threat™,
Jointly these streams of research motivate my manipulations and my predictions in the four subsequent

studies,

3. Experiment 1

In a first study, I evaluate whether the labeling of various choices leads to a change in the choice frame
and whether this impacts individual behavior. Study 1 is a two factor, between-subjects design in which I
manipulate whether (1) choices presented to participants are framed as privacy choices and the (2)
importance of choices presented to participants (ranked in a pre-test). I examined the effect of both factors
on the propensity of individuals to select protective settings. T hypothesize that the framing of otherwise
identical choices as privacy choices will result in more protective decision making by highlighting the
privacy dimension of these choices to participants (H1a). Moreover, the literature suggests that magnitude

of framing effects can depend on whether participants are engaged in the choice presented (Maheswaran
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& Meyers-Levy 1990; Rothman et al. 1993; Krishnamurthya, Carterb, and Blairc 2001). As a result I also

hypothesize that this framing effect will be less pronounced for the low importance settings (H1b).

Design

The design was a 2 (“Privacy Settings”, “Survey Settings”) X 2 (High Importance vs. Low Importance).
Between subjects, I manipulated whether a particular choice set was framed as a privacy choice or not.
First, T manipulated whether choices were presented to users as “Privacy Settings” or as “Survey
Settings”. 1 also manipulated, between subjects, the importance of seftings presented to users. Ina pre-
study, T had participants rank eleven settings which deal with the use and disclosure of user responses,
some of which were designed to be more relevant to users than others (see Appendix G for full set of
settings tested and results of the pre-test). For the “High Importance” conditions, participants were
presented the top four most important settings to participants (e.g. “Allow my responses to shared with
other participants of the study”) and conversely participants in the “Low Importance™ condition were
provided the four least important settings to participants (e.g. “Allow my responses to be used for

academic publications”).

Procedure

Participants were recruited through Mechanical Turk, an online service that connects researchers with
potential participants and is becoming increasingly popular among social scientists conducting online
experiments. Participants were invited to take an online studies on ethical behavior each of which paid
$.25. Participants were first asked demographic questions, which included no directly identifying
information but asked for their city and zip of residence and other demographic information. Then, they
were provided with a four choices that related to the use and protection of their responses to the survey
(Seep Appendix G). Finally, participants were presented with eight questions related to ethically
questionable activities (See Appendix H). The questions used in both studies were the ones that were

rated most intrusive in a 2012 paper by Acquisti, John and Loewenstein and were presented in random

76



order. Finally, participants were then asked a set of exit questions which evaluated, among other things,
their satisfaction with the privacy protection provided and their perception of harm from participating in

the study.
Analytical Model

Tuse a linear probability model, random effects estimation approach to evaluate the overall differences in

the propensity to limit access and dissemination of individual responses. I estimated the following model:
Denyy= fy + Bi*PrivacyFraming;+ B, *Lowlmpt; + ;% PrivacyFraming;*Lowlmpt; + u;

Deny; measures the propensity to deny a particular data request, with a value of 1 if the participant
denies that use of their responses and 0 if she allowed a particular use, i={1,...,N participants per
interaction set}, and j={1,...4 settings}. PrivacyFraming; is a binary indicator of the whether participant i
was presented choices as “Privacy Settings” as opposed to “Survey Settings”. Lowlmpt; is a binary
measure of whether the setting 7 was low or high relevance settings. Finally, I include an interaction
between privacy framing and relevance to test differences in the framing effects for low and high
importance settings. The model assumes serial correlation between observations within a panel unit. 1
allow for the coﬁelation between responses from a single participant when I estimate the variance-
covariance matrix of the coefficients, assuming constant correlation between any two answers by the

same individual (Liang and Zeger, 1986).

Results
I had 204 participants (Mage =29 SDa5=9.6, Mpemai: = .34 SDpemae =.48) take this study. I find that
participants presented the choice of settings labeled “Privacy Settings™ the privacy framing were

generally more likely to choose the more protective choices relative to those presented the same choices
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as “Survey Settings™. In the high importance settings bondition, participants in the “Privacy Settings”
condition were more likely to choose protective setting for three of the four settings provided (See Figure
1) and these differences were significant for settings 2 and 3 (P<.05). On average, participants in the
“Privacy Settings” condition chose the protective option 47% relative to 35% of the time for participants
in the “Survey Settings™ condition. Estimation of the random effects panel model (Table 1) confirms this
finding with a significant and positive coefficient on PrivacyFraming indicating that participants in the
“Privacy Settings” condition were 14% more likely to choose the privacy protective option for the high
relevance condition (H1a supported). T also find no significant differences in disclosure between
conditions with both groups admitting to unecthical behavior 53% of the time.

[Figure 1: Summary Results - High Importance Settings]
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In the low importance settings condition, participants in the “Privacy Seftings” conditions were also more
likely to chose privacy protective options relative to those in the “Survey Settings” condition for three of

the four settings (see Figure 2) but these differences were not significant.
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[Figure 2: Summary Results — Low Importance Settings]
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On average, participants in the “Privacy Settings” condition chose the protective option 6% relative to 3%
of the time for participants in the “Survey Settings” condition. Overall I find some evidence of a
diminished framing effect for low relevance settings. Estimation of the random effects panel model
(Table 1) identifies a negative and sizable coefficient on the interaction of PrivacyFraming and Lowlmpt
which is directionally consistent with my hypothesis H1b suggesting that the framing effect was less
pronounced for low importance settings. However, this estimate is insignificant in my analysis (P=.147). 1
find that individuals in the “Privacy Setting” condition were slightly /ess h'kély (51% vs. 55%) to admit to

unethical behavior but this difference was not significant,

Discussion

The results of experiment ! present some evidence that minor and subtle changes in the presentation of
privacy relevant choices can significantly alter individual’s propensity to choose protective options.
Moreover, 1 find that this effect is most pronounced for contexts that individuals felt it was important they
were provided choice. Finally, T find that the participants presented choices as “Survey Setting” not only
chﬁse lessl protective settings but were just as likely, if not somewhat more likely, tq disclose personal

information. Given the commonality of similar decision frames in contexts that require individual privacy
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decision making (e.g. social media, mobile privacy, etc.), this experiment suggests that subile, and maybe
accidental manipulation of decision frames may significantly influence individual behavior and

subsequent privacy risks.

[Table 1: Study 1 Results]

(Linear Probability
Model)
Deny
PrivacyFraming 137
(0.064)**
LowImpt -0.242
(0.047)¥**
Privacy * Lowlmpt -0.102
(0.070)
Constant 0.28
(0.042)%**
Observations gi6
Standard errors in parentheses
* gignificant at 10%; ** significant at 5%; ***
significant at 1%

4. Experiment 2

In a second study, T evaluate the factors that may exacerbate or diminish the framing effect identified in
study 1. Specifically, I evaluate the potential impact of reference dependence to exacerbate the initial
framing effect or, alternatively, the propensity of habituation effects to diminish framing effects. Study 2
is a two factor, between-subjects design in which 1 again manipulate whether (1) choices presented to

participants are framed as privacy choices and the (2) bomogeneity of settings in terms of their

80



importance to participants. I examined the effect of framing and mixture of settings on the propensity of
individuals to choose protective settings. Again, I hypothesize that the framing of otherwise identical
choices as privacy choices will result in more protective decision making by participants (H2a). 1 also
consider the potential impact of mixed relevance settings on decision making. In the homogenous
condition, participants are presented a set of all “High Importance” settings. In the mixed settings

condition, participants are presented a mix of 3 low importance settings and one high importance setting.

This study evaluates how framing effects may interact with variance in choice sets in a way that may
exacerbate or diminish the relevance of individual settings and thus impact the framing effects. Prior work
on choice architecture suggests that adding irrelevant choices or information can alter decision making
due to contrast effects or relative judgments that reframe the relevant choice as relatively more or less
attractive (Ariely, Loewenstein, and Prelec, 2003; Ariely, 2009). Alternatively, it may be the case that
presenting participants with low importance choices may result in low levels of initial concern aﬁd Tull
participants into a false sense of security in which they would be less likely to recognize a high
importance choice. Finally, I argue that the expect effect will be associated with attentiveness and
deliberation of individuals, Specifically, I argue that attentive individuals will notice the contrast in the
mixed relevance settings and thus result in an increased likelihood of choosing protective settings in the
mixed settings condition (H2b,) and that the framing effect will be more pronounced for mixed settings
relative to homogeneous settings (I12¢;). Conversely for low attention individuals, I pbsit that the mixed
settings will result in a decreased likelibood to choose protective settings (T12b,) and that the framing

effect will be less pronounced relative to homogeneous settings (H2c).

Design & Procedure
The design was a 2 (“Privacy Settings”, “Survey Settings”) X 2 (High Importance Settings vs. Mixed
Importance Settings). Between subjects, I again manipulated whether choices were presented to users as

“Privacy Settings” or as “Survey Seitings”. I also manipulated, between subjects, whether participants
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were presented a homogenous set of High Importance settings similar to the condition in study 1 or a
mixed set of settings with three Low Importance settings and one important setting shared by the High
Importance condition. The individual setting that demonstrated the largest framing effects in Study 1 was
whether participants allow their responses to be shared with religious organizations and was used as the
shared setting for this study. The propensity of individunals to deny access to religious organizations (the
more privacy protective choice) is my dependent variable of interest. I also collect the length of time each
individual took to make their choice of settings. I evaluate the impact of presenting mixed importance
settings on the propensity of individuals to choose privacy protective choices for high importance settings
and the interaction of any framing effect with mixed relevance settings. The procedure is identical to that

of Study 1 except that participants are not asked to answer questions about ethical behavior.

Analytical Model

I estimate the model described below using both a linear probability model.

Deny; = 8o + B *PrivacyFraming; v f*Mixedlmpt; + B5* PrivacyFraming;*Lowlmpt; + u;

Deny; measures the propensity to deny a particular data request, with a value of 1 if the participant denies
that use of their responses and 0 if she allowed a particular use, i={1,...,N participants per interaction set.
PrivacyFraming; is a binary indicator of the whether participant / was presented choices as “Privacy
Settings” as opposed to “Survey Settings”. Mixedlmpt, is a binary measure of whether participant i
viewed the setting as part of a mixed set of settings. Finally, T include an interaction between privacy

framing and relevance to test for differential framing effects for mixed and homogenous settings.

Results
1 had 522 participants (Mage = 28 SDpg=10.8, MEexgie = -44 SDremate =*.49) take study 2. I collected more

data for this study because I had one observation per participant as opposed to 4 in the prior study (only
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one setting was common across all conditions). I find a similar framing effect ag that found in my
previous experiment with the presentation of the setting a “Privacy Setting” resulting in more participants
chosing the protective option relative to those presented the same setting as a “Survey Setting”. 1 find
support for this in my estimation of the random effects model with a positive coefficient on
PrivacyFraming that participants provided homogenous settings were 7% more likely to choose the
protective choice (P=.078). Moreover, I find that mixed settings had a significant baseline effect on the
choice of protective settings with participants in the mixed condition 20% less likely (P<.01) to choose
the protective option (H2b; Supported). Finally, I find a similar framing effect for participants that were
presented the setting in a mixed group of séttings (P<.05) indicating no interaction of mixed settings and

framing effects (H2¢; not supported).

[Figure 3: Second Study Swmmary Results]
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This last result is somewhat surprising because I find a baseline effect of the mixed setting manipulation
but this does not seem to influence the framing effects. I considered that this may be due to the fact that
only those who pay sufficient attention to the settings noticed the high relevance setting and thus
attentiveness of the individual participants may also moderate this effect. To evaluate this claim, [ use
data collected as patt of my survey which captures how long each participant took to make their selection
of settings and parsed the data into “High Attention” and “Low Attention” groups depending on whether

they were above or below the median time taken.
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[Table 2: Study 2 Resuits]

(Linear Probability
Model)
Deny
PrivacyFraming 10
(0.06)*
Mixed -0.197
(0.047yF**
Privacy * Mixed -0.004
(0.075)
Constant 0.31
(0.039)%**
Observations 522
Standard errors in parentheses
* significant at 10%,; ** significant at 5%; *#*
significant at 1%

I find that the effect of mixed settings is driven strongly by “Low Attention” participants with only 5.5%
of the participants choosing the protective option relative to 35% of their “Low Attention” counterparts in
the homogenous settings condition. For the “High Attention™ group, participants in the mixed settings
manipulation were somewhat less likely to chose the protective option but this difference was not
significant. Finally, I note that the time taken to make the choice of settings does not correlate with the

privacy framing or whether participants were presented mixed or homogenous seftings.
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[Figure 4: Effect of Mixed Seftings by Attentivenessf
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Restricting my sample to “Low Attention™ participants, I also find that the framing effect in the mixed
settings condition is less pronounced (5% vs. 10%) when compared to the homogenous seftings condition
(consistent with H2¢,). Conversely, if I restrict my sample to the “High Attention” group, I see a reversal
of the effect with the framing effect now pronounced (17% vs. 10%) for those in the mixed settings
condition (consistent with H2¢,). These differences in framing effects, while directionally consistent with
my hypotheses were not significant (See Figure 5) . For the homogenous condition, the attentiveness of
participants did not alter either the framing effect or the propensity to choose protective options,

suggesting that attentiveness is particularly relevant for the mixed settings manipulation.
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[Figure 5: Interaction of Framing Effect and Mixed Settings by Attentiveness]
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Discussion

The results of study 2 reinforce that subtle manipulation of the framing of privacy choices may have a
significant effect on the propensity of individuals to choose protection options, Tt also highlights the
potential impact of presenting users with mixed relevance choices on the propensity of individuals to
choose protective options with regard to risky or relevant uses of their personal information. These results
suggest that this risk is especially pronounced for Jow attentiveness individuals. Moreover, I identify a
potentially novel theoretical contribution evaluating how reference dependence may differentially

highlight the importance of risky choices and exacerbate framing effects. Future experiments would be

necessary to explicitly test this finding.

6. Study 3

In a third study, I evaluate the bounds of a framing effect in the context of choice of privacy settings. First
1 alter the manipulation previously termed “Survey Settings” to a label that frames the goal of the settings
as openness or wider disclosure (“Sharing Settings”). Secondly, T manipulate the framing of individual
settings to present them as either “accept” or “reject” decisjons. Prior literature suggests that presenting a

choice as a choice to accept brings to bear the positive features of that choice and thus result in a higher
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propensity to accept relative to an objectively identical choice framed as a choice to reject (Shafir, 1993;
Tversky and Shafir, 1992). Moreover, they find that positive information features more prominent in the
choice to accept and that negative information features more prominently in the choice to reject. Study 3
is a two factor, between-subjects design in which T manipulate whether (1) choices presented to
participants are framed in a manner that highlights privacy concems or a manner that highlights the desire
to share personal information and the (2) the framing of the individual settings as either an “allow” or
“prohibit” decision. 1 examine the effect of framing and the allow/prohibit manipulation on the propensity
of individuals to choose protective settings, hypothesizing that the framing of otherwise identical choices
as privacy choices will result in more conservative decision making by participants relative to the
condition in which the choice is framed as choices about sharing or openness (H3a). I also consider the
potential impact of altering the language of the individual settings to present the choice as either allowing
a particular use of personal information or restricting the use of personal information. Prior work finds
that presenting a choice as an allowance highlights positive dimensions of a choice for individuals while
presenting choice as a prohibition or rejection highlights negative dimensions for participants (Shafir,
1993). As a result, I hypothesize that framing choices as prohibitions will result in an increased propensity
to choose protective settings (H3b). Moreover, Ganzach and Schul (1994) find that negative information
figures more prominently in decision making when the choice is framed in terms of a prohibition or a
rejection and vice versa for allowances or acceptances, Thus I also posit that the effect of a privacy

framing will be pronounced when choices are presented as prohibitions relative to allowances (H3c).

Design and Procedure

The design was a 2 (“Privacy Settings”, “Sharing Settings”) X 2 (Allow Settings vs. Prohibit Settings).
Between subjects, I manipulated whether choices were presented to users as “Privacy Settings™ or as
“Sharing Settings”. I also manipulated, between subjects, whether participants were presented the settings
as a choice to allow a use of personal information or prohibit a use of personal information (settings will

be objectively identical). Again, the propensity of individuals to choose a protective' choice on this shared
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settings is my dependent variable of interest. I evaluate the impact of the framing on the propensity of
individuals to choose privacy protective, the baseline impacts of presenting choice as a choice to allow vs.
a choice to prohibit, and the interaction of any framing effect with the framing of individual settings. The
procedure i; identical to that of Study I except that instead of providing participants a sefting related to
passwords, I use a setting dealing cneryption as the allow framing was casier to understand for that
context (“Allow my responses to be stored unencrypted” vs. “Allow my responses to be stored on a drive

that is not password protected™).

Analyvtical Model
] again plan to use a panel random effects estimation approach (both Probit and linear probability model)
_to evaluate the overall differences in the propensity to limit access and dissemination of participant

responses. | estimated the following model:
Deny; = Py + i *PrivacyFraming:+ f2*Prohibit; + f3* PrivacyFraming*Prohibit; + uy

Denyy; measures the propensity to deny a particular data request, with a value of 1 if the participant
denies that use of their responses and 0 if she allowed a particular use, i={1,...,N participants per
interaction set}, and j={1,..,4 settings}. PrivacyFraming;is a binary indicator of the whether participant /
was preseﬁted choices as “Privacy Settings” as opposed to “Sharing Settings”. Prohibirj is a binary
measure of whether the setting / was presented in a prohibit frame vs. an allow frame. Finally, I include
an interaction between privacy framing and the prohibit frame to test differences in the framing effects for
settings framed as prohibitions. This models assumes serial correlation between observations within a
panel umt I allow for the correlation between responses from a single participant when estimating the
variance-covariance matrix of the coefficients, assuming constant correlation between any two answers

by the same individual (Liang and Zeger, 1986).
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Discloure; - B + Br*PrivacyFraming:+ f,*TotDeny+ &% X+ w;

I also estimate a similar model to evaluate the impact of privacy framing and choice of privacy scttings on
disclosure. Disclosure; is a measure of the percent of uncthical behaviors that participant i admitted to in
the study. . PrivacyFraming; is a binary indicator of the whether participant i was presented choices as
“Privacy Settings™ as opposed to “Sharing Settings™. TotDeny;is the number of settings for which of
participant i chose the protective option. Xy is a set of demographic controls. Because TotDeny:; is a choice
variable and not randomly manipulated it is likely correlated with other factors that bias the estimates in
the basic model presented above. As a result, T use an intention to treat approach (Angrist, Imbens & |
Rubin, 1996) and instrument for TotDeny; with my Prohibit, measure above. Because Prohibit; is a
randomly assigned variable I assume that Cov(Prohibit;, ;) = 0 but predict that Cov(Prohibit;, TotDeny))
# 0. L use a two stage least squares approach to estimate the average effect of choice of settings on

disclosure (Angrist and Imbens 19935},

Results

I had 401 participants (Mage = 28, SDp.=10.8; Mpemate = 44, SDpemare =.49) take study 3. First, [ find a
strong effect of the accept vs, prohibit framing with participants significantly more likely (56% vs. 37%)
to choose protective settings when presented a choice to restrict a use of their data vs. allow it (See Figure
6). This difference was significant for all settings provided to participants. Estimation of the random

effects model finds a significant (P<.01) positive coefficient on Prokibif confirming this result.
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[Figure 6: Accept vs. Reject Framing]
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However, I do not find the baseline framing effect identified in the two prior studies in this experiment. In
fact, I find a trend in the opposite direction with those presented the “Sharing Settings” framing being
somewhat more likely (40% vs. 30%) to choose protective options in the accept frame (participants were
equally likely to choose the protective option in the reject frame). Estimation of the random effects model
finds a positive coefficient on PrivacyFraming but this estimate was not significant (P=.24). Moreovcr,

participants in the Sharing Settings condition also trended towards lower levels of disclosure (although

this difference was not significant).
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[Figure 7: Accept vs. Reject Framing, Accept Frame]
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While this result is initially surprising, I suggest that this result may point to the counter-intuitive effect of
attempts to present choices with significant privacy implications in a manner that promotes less protective
behavior. Namely, I argue that participants may have felt that [ was attempting to manipulate them to pick
less protective options which resulted in distrust and caution from participants. Evaluating exit questions,
1 find that despite the fact that participants in the Sharing Settings condition chose more protective options
and shared less personal information, tlhey were significantly more likely to report being concerned about
their privacy when responding to cthical questions (45% vs. 32%, P<.05) and were also significantly Jess

likely to report that the rescarchers were ethical (53% vs. 67%, P<.05) and trustworthy (64% vs. 76%,

P<.05).
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[Figure 8: Exit Questions, Accept Frame]
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An estimation of the model evaluating the impact of privacy framing and choice of settings on disclosure

finds a small and insignificant estimate on PrivacyFraming suggesting that the framing did not have an

impact on disclosure. In the basic estimation I find a negative correlation between the choice of protective

settings and disclosure. This is surprising result as I might expect that those who choose more protective

options would disclose more, all else constant. I suggest that this is likely due to the unobserved factors

correlated both with disclosure and choice of settings. Instrumenting for the choice of settings with my

prohibit/accept manipulation, T indeed find a positive effect of more protective settings on disclosure. This

estimate however is not significant (P=1335).

[Table 3: Study 3 Results]

Linear Probability Basic Estimation IV Estimation

Model

Deny Disclosure Disclosure
PrivacyFraming -.07 003 008

(0.06) {0.02) (0.03)
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Prohibit 0.16 — —
(0.06)*** — -
Privacy * Prohibit 0.07 - -
(0.08) - -
TotDeny -- -014 03
- (0.000)** (0.03)
Constant 0.28 565 486
(0.042)%** {0.05)*** (0.08)***
Observations .| 1604 3208 3208

Standard errors in parentheses

* significant at 10%; ** significant at 5%; *** significant at 1%

Discussion

The results of study 3 highlight the substantial role of framing choices as a choice to restrict versus a
choice to allow in driving privacy protective behavior from individuals. In particular, it highlights the
inconsistency in individual choice with respect to privacy protective options and also demonstrates how
manipulations of framing can be used to systematically guide users towards more or less protective
settings. Moreover, this study find the unexpected result that attempts to highlight the sharing dimension
of choice may backfire and result in reduced confidence and trust from users, thus leading to more
protective choices and less disclosure. First, this identifies that framing manipulations attempting to
highlight positive dimensions of a choice (in this case sharing) may be bounded by user trust. This may be

particularly true when costs (i.e. privacy risks) are relatively obvious to participants,
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6. Study 4

In a fourth study, T evaluate the role of framing in the face of opt-in vs. opt-out approaches towards
eliciting choice with respect to the collection and use of personal information. Similar fo study 1 and 2 1
vary between subjects whether choices are presented to individuals as “Privacy Settings” or “Survey
Settings”. Secondly, I vary whether the choices are presented to individuals as a choice to opt into a use
of their personal information or a choice to opt-out of a use of their personal information. In the context of
privacy decision making, opt-in refers to the manner of soliciting choice in which individuals have to
explicitly consent to the uses of their personal information while in an opf-out approach, entities collect
and use personal information unless the individual expresses an explicit preference for them nof do so.
Behavioral and decision researchers have also highlighted the important role of a default or status quo
bias in shaping individual behavior. For example, Johnson and Goldstein (2003) find individuals in
countries where being an organ donor was the default and individuals had to explicitly chose not to be a
donor (an opt-out approach) individuals were significantly more likely to be organ donors relative to
countries where individuals were asked to explicitly indicate that they wished to be an organ donor (i.c.
the default was not being an organ donor). Similar, effects have been identified in a savings context with
Choi et al (2004) finding that most individuals chose the default savings rate provided to them. This
discussion is relevant to the privacy decision making context with significant variation exists across
policy and regulatory contexts with regards to whether privacy relevant choices are prescnted as opt-in vs.
opt-out (Goldstein and Rein 2010), spurring a significant debate over the implications of these approaches
for both firms and consumers (Milne and Rohm 2000; Simon et al 2009) including potentially a
significant impact on individuals® likelihood to choose privacy protective options (Solove 2013). Some
empirical privacy research has found that these default effects are likely to extend to privacy decision
making, with Brandimarte, Acquisti, and Loewenstein (2012) finding that participants are more likely to
pick a setting when the choice is selected by default. Similar to Study 1 and 2, I hypothesize (H4a) that
the privacy framing will result in the choice of more protective settings. Moreover, I hypothesize (H4b)

that an Opt-in {(i.e. more restrictive options are the default} manipulation will lead to, on average, the
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choice of more protective setting by individuals due to the status quo bias. Finally, I posit (H4c) that the
framing effect will be more pronounced for the Opt-out manipulation. Specifically, I conjecture that
because the opt-out approach highlights the choice to restrict uses of the data (i.e. say no to uses of your

data), the privacy framing may figure more prominently for those individuals.

Design and Procedure
The design was a 2 (“Privacy Settings”, “Survey Settings™) X 2 (Opt In vs. Opt Out). Between subjects, I
manipulated whether choices were presented to users as “Privacy Scttings” or as “Survey Settings”. I also
manipulated, between subjects, whether participants were pfeéented the settings as an oﬁt—in choice vs. an
opt-out choice (see figures 9a and 9b). Specifically, I presented participants identically phrased statements
relating to how their information would be used, and between conditions, I varied whether participants
were asked to indicate which of the uses they allowed (opt-in) or which of the uses they did not allow
(opt-out). I evaluate the impact of the framing on the propensity of individuals to choose privacy
protective options, the baseline impacts of the default manipulation, and the interaction of any framing
effect with default effects. The procedure is otherwise identical to that of Study 3.
[Figure 9a: Opt-In Manipulation]
Below are the ways tha.t this study may use your responses. Check "Yes" for the uses
you allow.

Yes

af

‘Share my responses with other participants of the study.
[Figure 9b: Opt-Cut Manipulation]
Below are the ways that this study may use your responses. Check "No" for the uses
you do not allow,
Share my responses with religious organizations interested in evaluating

personal ethics. C
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Analytical Model
I plan to use a panel linear probability, random effects estimation approach to evaluate the overall
differences in the propensity to limit access and dissemination of participant responses. I estimated the

following model:
Denyy = fo + Br*PrivacyFraming,+ f,*Optln; + B3* PrivacyFraming;*Optln; + uy

Deny; measures the propensity to deny a particular data request, with a value of 1 if the participant
denies that use of their responses and 0 if she allowed a particular use, i={1,...,N participants per
interaction set}, and j={1,..,4 settings}. PrivacyFraming; is a binary indicator of the whether participant {
was presented choices as “Privacy Settings” as opposed to “Sharing Settings”. Optln; is a binary measure
of whether the setting j was presented as an choice to opt-in vs. a choice to opt-out. Finally, I include an
interaction between privacy framing and the choice to opt-in to test differences in the framing effects for
opt-in vs. opt-out choice frameworks. The model assumes serial correlation between observations within‘
a panel unit. I allow for the correlation between responses from a single participant when I esthﬁate the
variance-covariance matrix of the coefficients, assuming constant correlation between any two answers

by the same individual (Liang and Zeger, 1986).

Results

I had 406 participants (Mag, = 31 SD4=10.6, Mremate = -42 SDgenae =.51) take study 4. First, I find an
effect of privacy framing for the opt-out condition. Participants in the “Privacy Settings” condition were
significantly more likely to choose a protective option (41% vs. 28%, P<.05) relative to participants in the
“Survey Settings” condition. Participants in the opt-in condition did not see an effect of the framing (see
Figure 10). Moreover, from figure 10 I can see that this framing effect was driven largely by the strong
effect of the opt-out manipulation when a privacy framing was absent (i.c. “Survey Settings” label}. In

fact, across all manipulations across all studies this group was the least likely to choose protective
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options. The choice of protective options when presented with the privacy framing condition was
equivalent for both Opt-in and Opt-out conditions. T also find a marginally significant (P=.058) positive
baseline éffect of the Opt-Tn manipulation. Finally, I find that participants were significant more likely to
report that they were satisfied with privacy settings when presented aé a choice to opt-out. This is
surprising considering this approach actually elicits Jower levels of protective behavior on average. |
suggest that this may be due to individuals reacting to the fact that in the opt-out condition I am extending
participants a choice to protect themselves while in the opt-in condition I are asking them to expose

themselves to risk.

[Figure 10: Effect of Framing/

Effect of Framing by Default

-+
2
8
% & Survey Settings
o @ Privacy Settings
=
[Table 4. Experiment 4 Results]

(Linear Probability

Model)

Deny

PrivacyFraming A3
{0.06)**
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Obt—In 0.10
(0.06)*
PrivacyFraming * -0.12
Optln
(0.08)
Constant 0.27
(0.042)***
Observations 1624

Standard errors in parentheses

* gignificant at 10%; ** significant at 5%; ***

significant at 1%

Discussion

The results of study 4 highlight the substantial rofe of the default bias and framing on driving privacy
protective behavior from individuals. In particular, it highlights the manner in which an Opt-out approach
towards eliciting privacy decision making may be most prominent when privacy dimensions of choice are
not highlighted and can be clounteracted with privacy framing. Moreover, it suggests that Opt-In
approaches towards eliciting choice may be less sensitive to framing manipulations that highlight the
costs of such choices and may inform some policy contexts. For example, in contexts where a
standardized format may not exist, an opt-in approach towards eliciting privacy preferences may be a
method more robust to manipulations of framing. Moreover, in contexts where opt-out approaches are the
norm or mandated by policy, it may be the case that subtle manipulation in the framing of choices may

increase the probability of protective behavior for those individuals and counter-act the default bias.
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7. Discussion and Conclusions

In this chapter I demonstrate significant malleability in individual preferences for privacy under various
manipulations of the framing of objectively identical choices. First, I find that that the labeling of privacy
relevant choices as “Privacy Settings” results in the choice of more protective settings relative to labeling
the identical choices as “Survey Settings”. Moreover, 1 find that presenting individuals with an important
privacy choice mixed with other settings that were pre-ranked by participants to be less relevant,
significantly decreased the likelihood of participants to choose the protective option for the important
choice. Finally,  find that participants presented privacy relevant choices as a choice to allow a use of
their personal information (accept frame) were significantly less likely to choose the privacy protective
option relative to those presented the identical choice as a choice to prohibit a use of their personal
information (reject frame). Generally, I find that manipulations of framing do not have a significant
impact on disclosure, even when I control for the choice of settings by participants. These results suggest
that common but subtle variation in the framing of privacy choices can predictably influence users to

chose less protective privacy options.

However, this work offers a largely descriptive view of the world and does not necessarily suggest that all
choices with a privacy dimension should, for example, necessarily be framed as a privacy choice or be
presented in a homogenous set of relevant choices. Particularly since choices that involve individual
personal information are increasing in number, span numerous contexts, and tend to also be associated
with some benefit for consumers (e.g. an online service, or better targeted ads). I simply point out that
these subtle manipulations in the presentation of privacy relevant decisions can predictably minimize

consumet concerns resulting in less privacy protective behavior from consumers.

This work has a number of implications for policy makers. Namely, it suggests that current policy
approaches may be relying too heavily on consumer choice to alleviate consumer privacy concerns and

alleviate risks. Given that choice may be easily manipulated, it suggests that baseline protections may be
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necessary for certain uses of personal information which may be particularly disadvantageous or harmful
to consumers. This could be in contexts where there is significant consumer outcry associated with a
particular use or collection of personal information or contexts in which the privacy-utility tradeoff is
considerably skewed against consumers. The need for baseline regulation is particularly relevant given
that the results in this chapter identify only one manipulation of consumer decision biases that can elicit
substantial differences in behavior. It is almost certain that others exist as well which may also be
effective at predictably swaying consumer decision making. In contexts where policy makers currently
rely on consumer choice to address concerns, my results suggest that careful evaluation of the
presentation and framing of these choices may be warranted to ensure consumer protection. Finally, it
suggests that regulatory or self-regulatory approaches that allow firms considerable leverage in designing
choice mechanisms for consumers may result in consumers continuing to face significant privacy risks,

particularly if firms continue to have significant incentives to elicit more disclosure from consumers.
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Chapter 5: Discussion and Conclusions

Transparency and choice mechanism have been a long-standing tenant of privacy protection, are included
as central privacy protectioﬁs in current privacy regulation, and continue to be central policy mechanisms
for addressing emerging privacy concerns. This dissertation evaluates the impact of increased
transparency and choice on both firm adoption of technology that leverages personal information and

consumer privacy risks,

First I show that privacy regulation providing consumelrs transparency and choice can reduce consumer
privacy concerns associated with a particular technology and thus spur technology adoption. Conversely,
I find that weaker regulation without transparency and choice failed to alleviate consumer Concerns and
did not have a similar positive effect on technology adoption. This work contributes to the growing body
of empirical investigation of the role of privacy regulation on technology adoption and bolsters the notion
that privacy regulation may not exclusively impact technology adoption either positively or negatively,
but is likely influenced by a number of contextual and environmental factors and also by the features of
the technology. For example, the extent to which a technology is consumer facing, the sensitivity of the
data exchanged, the level of control users have over the exchange or use of their information, or the
salience/familiarity of the privacy concerns associated with a technology could all be factors that

modulate the impact of privacy regulation.

Shifting my focus to the role of increased transparency on individual privacy decision making I find that
the impact of privacy notices on disclosure is sensitive to whether notice.s are presented as increasing or
decreasing in protection, even when the objective risks of disclosure stay constant, and that the propensity
of privacy notices to impact disclosure can be muted by a number of simple and minimal misdirections
(such as a mere 15 second delay between nofices and disclosure decisions) that do not alter the objective

risk of disclosure, Tt follows that privacy notices can —on the one hand — be easily marginalized to no
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longer impact disclosure, or — on the other hand — be used to influence consumers to share varying
amounts of personal information. Transparency may, therefore, become a “sleight” of privacy. Finally, 1
evaluate the propensity of providing consumers increased control to consistently influence individual
privacy decision making and the impact on subsequent privacy risk. I find considerable malleability in the
choice of privacy protective settings under varying decision frames including altering the labeling of
choices presented to participants, the homogeneity of the importance of the choice set, and presenting
choices in accept frame relative to a reject frame. These results suggest that common but subtle variation

in the framing of privacy choices can predictably influence users to chose less protective privacy options.

Taken together, the results in this dissertation suggest that a significant challenge exists for policy makers.
While transparency and control solutions may be able to reduce barriers to innovation stemming from
consumer privacy concerns, in practice, these mechanisms may not consistently or reliably reduce
objective risks for consumers. This has important implications for policy makers, firms, and consumers.
For instance, transparency and choice mechanisms may simply not be effective in addressing, in the long
term, consumer privacy concerns, thus resulting in the persistence of the privacy challenges despite
increased transparency and choice. In a more troubling scenario, consumers provided transparency and
choice may feel more satisfied or less concerned about their personal privacy despite facing objectively
identical or potentially, even higher risks. For example, in experiment 4 in chapter 4, I find that
participants provided the choice to opt-out of uses of their data (an approach which resulted in the choice
of less protective options), reported being more satisfied with the settings provided than those provided
the choice to opt-in (an approach which resulted in the choice of more protective options). Despite these
findings, T argue that increased transparency and control with respect to the collection, use, and
dissemination of consumer personal information is likely necessary, but may not be sufficient to address

cONnSunier privacy concerns.
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As a result, policy makers may consider reducing their reliance on transparency and choice as privacy
protective mechanisms. For example, policy makers may consider, alongside transparency and control
mechanisms, regulation which restricts collections and uses of personal information particularly
disadvantageous or harmful to consumers and implements other OECD privacy principles (OECD, 1980).
With respect to regulation, policy makers may also focus on contexts that are technically complex or
where the tradeoffs to consumers are not straightforward. The need for baseline regulation is particularly
relevant given that numerous decision biases not identified in this work may also be relevant to the
context of privacy decision making, This balanced approach of underlying regulation coupled with
transpareney and choice mechanisms may also help to the curb the trend towards increased consumer
“responsibilization” — a sifuation where individuals are “rendered responsible for a task \lavhich previously
would have been the duty of another {...] or would not have been recognized as a responsibility at all”

(Wakefield and Fleming, 2009).

Where policy makers continue to rely on transparency and consumers choice to address concerns, there
may be a need to expand the notion of transparency and careful consideration of the presentation of
relevant consumer privacy choices. For instance, behavioral economists and decision researchers have
identitied various strategies to aid consumers in improved decision making that may alse be useful for
privacy decision making. The 2008 book by Thaler and Sunstein, describes how policy makers can use
soft paternalistic interventions or “nudges” to counter-act known limitations in decision making that may
inhibit consumers’ ability to make optimal decisions. A nudge vtilizes or counteracts a known decision
bias (e.g., a default effect) to urge consumers that exhibit limitations in decision making (e.g. limited
attention or immediate gratification bias) towards improved decision making, while allowing rational and
cognizant consurmers to make informed, willful decisions. One example of a nudge is a default choice or
setting, be that in the form of savings plans or organ donations, In a similar manner, research may
consider providing defanlt settings for consumers that are more protective of consumer privacy, or

consider counteracting consumers’ limited attention by intelligently providing relevant parts of privacy
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notices to consumers at the points of disclosure. For example, research may intelligently identify
disclosures that consumers are likely to regret (e.g. disclosures with vulgarity or mentions of their bosses
and coworkers) and remind them at that instant of the various entities that may view this particular
disclosure. Similarly, prior to a consumer accepting privacy invasive terms and conditions of a particular
application or service, the actual choice may be briefly delayed to allow the time for an evaluation of the
trade-offs associated with such a decision, or for a reminder of intrusive uses and exchanges of their data

that this particular application may engage in.

Specific to the context of privacy choices, such as privacy settings associated with behavioral advertising
or online social networks, I suggest that careful consideration be give the design of these choices and
potentially how framing effects (or lack thereof) may result in predictable differences in choice of
protective settings. Specifically, I suggest that high relevance choices with significant impact on
consumer privacy outcomes could be presented in a decision frame that highlights the privacy dimension
of the choice and elicits protective behavior for those with strong preference for privacy. This however,
may be difficult to impose on firms given the current self-regulatory approaches for online consumer
protection which grant firms significant flexibility in the mechanisms used to provide consumers
transparency and choice. This in combination with considerable incentives for firms to collect increasing
amounts of personal information about individuals suggests that consumers may be at risk of strategies
designed to elicit high opt-in from consumers. For example, firms today alteady use some approaches to
elicit high opt-in, such as requiring consumers agree to their terms of service as a pre-requisite to having
access to the service. While challenges remain with the current approaches towards providing consumers
transparency and choice, T suggest that a way forward exists and is feasible. Addressing the concermns
identified in this work will likely improve trust between consumers and firms and allow for a healthy

balance between technology innovation and personal privacy.
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V. APPENDICES

A. Experiment 1: Notices

Privacy Notice Notice Text
High Protection The analysis for this study requires that your responses are
stored using your email. As such, your responses to the

Jfollowing set of questions may be directly linked back to you.

Low Protection The analysis for this study requires that your responses are
stored using a randomly assigned ID, All other information
that could potentially be used to identify you (email, zip code,
ete.) will be stored separately fiom your responses. As such,
your responses to the following set of questions cannot be

directly linked back to you.

B. Experiment 1: Questions (Highly Intrusive in Bold)

Survey I Questions:

1. Have you ever downloaded a pirated song from the internet?

2. While in a relationship, have you ever flirted with somebody other than your partner?

3. Have you ever masturbated at work or in a public restroom?

4, Have you ever fantasized about having violent non consensual sex with someone?

5. Have you ever tried to gain access to some else's (e.g. a partner, friend, or colleague's) email
account?

6. Have you ever loeked at pornographic material?
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Survey 2 Questions:

7.

8.

9.

10.

11.

12.

Have you ever used drugs of any kind (e.g. weed, hkeroine, crack)?

Have you ever let a friend drive after you thought he or she had had too much to drink?

Have you ever made up a serious excuse, such as grave illness or déath in the family, to get out of
doing something?

Have you ever had sex in a public venue (e.g. restroom of a club, airplane)?

Have you ever while an adult, had sexunal desires for a minor?

Have you ever had a fantasy of doing something terrible (e.g. torture) to someone
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C. Experiment 1: Attention Checks and Study Design

Design I and Aftention Check:

In the instructions participants were instructed to skip the question. Answering this question would result

in an automatic end of the study.

. Betting meaningful and useful responses from participants in a study depends on a

. mumber of Important factors. Thus, we are interested In knowing certain things ebout

-'you. Specifically, we are interested in seeing whether you t=ke the time to read survey
directions and questions carefully prior to providing an answer. So in order toc ' -
demonstrate that you have read these instructions carefuily, please ignore the guestion
below and click the next buttan without pmvadlng an answer. Thank you for your -
cooperatlon and partit:i;aatmn In this study. :

. *What in your iavornte sport?

{2 Foutball

 Soecer

W2 Tennts
O Rugby :
3 Dont Play Sparts |- RN

Desion 2 and Attention Check:
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D. Experiment 2: Notices

Privacy Notice Notice Text

Students Only The information you provide will appear on a profile that will

be automatically created for you. The profile will be
published on a new university networking website, which will

only be accessible by university students.

Students & Faculty The information you provide will appear on a profile that will

be automatically created for you. The profile will be
published on a new university networking website, which will

only be accessible by university faculty and students.

E. Experiment 2: Questions

I

2.

10.

11.

12.

13.

14.

15.

16.

First name

Last name

Gender

Date of birth (MM/DD/YY)

Age in years

Country of birth

Email address

Home address

Phone number

Is your family in Pittsburgh?

How often do you see your family?
Are you single or married?

Do you have a girlfriend/boyfriend?
Where do you live?

Have you ever had troubles with your roommates?

Would vou like to move somewhere else?
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17.
18.
19,
20.
21,
2.
23.
24,
25.
26.
27.
28,
29.

30.

3L
32,
33.
34,
35.
36.

37.

What program are you in? (e.g.: Undergrad Psychology, Grad Math)

Which courses are you taking at the moment?

What was your least favorite class at this university?

‘What was your favorite class at this university?

Who was your least favorite professor?

‘Who was your favorite professor?

In your experience, which department at this university has the least likable faculty?
In your experience, which department at this university has the most likable faculty?
Have you ever seen someone cheating?

1If so, did you inform the instructor?

How many hours a day do you spend studying?

Are you working at the same time?

Do you receive financial aid from this university or some other non-profit organization?
Have you ever attended academic support programs (e.g. Peer Tutoring, Supplemental
Instruction) in order to increase your understanding or your grades in a certain subject?
Are you a member of any group/community/fraternity/sorority?

If so, which group or groups are you a member of?

Do you have a Facebook profile?

Do you socialize/hang out at a bar at least once a month';?

Do you have an alcoholic drink at least once a week?

In the last three months, have you done any volunteer service?

In the last three months, have you made a donation to a Non-Profit Organization?
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F. Experiment 2: Misdirections

Delay:

This page takes approximately 15 seconds fo load, we appreciafe
your pafiencel

FELFLES

Department Information Pages.

A student activities planning committee, consisting of only CMU

students, is requesting access fo sfudent profiles in order to befter

plan this year's upcoming activities. As such, they will have access
fo your profile.

Student Planning Committee:

We will also be creating CMU college-specific pages that will post
relevant activities /lectures occurring in that school. Please select

any schools below that you befong fo and/or wish fo be kept up-
to-dafe on their acfivities.

[List of CMU Schools and Colleges]

Student Planming Committee + Choice:

A student activities planning committee, consisting of only CMU
students, is requesting access fo student profiles in order to better
plan this year's upcoming acfivities.

*Do you wish to provide them access to your profile?
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G. Full List of Settings Presented to Participants

*The settings are ranking in increasing importance to participants

Setting
Number | Description Condition
Low Importance
1 Allow you responses to be used in academic publications.
Allow research assistants (these are students that aid in research but | Low Importance
2 are not faculty or PhD candidates) to access your responses.
Low Importance
Allow my responses to be shared with various think tanks that focus
3 on ethics.
Allow my responses to be stored beyond the completion of this Low Importance
study. This would allow us to use your responses in future studies
4 and analysis..
High Importance
7 Only store my responses only on an encrypted drive
8 Only store my responses only on a password-protect drive High Importance
Allow my responses to be published on a research bulletin openly High Importance
9 available on the internet.
Allow my responses to be shared with religious organizations High Importance
10 interested in evaluating personal ethics
High Tmportance
11 Allow my responses to be shown to other participants of this study.
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H. Questions on Ethical Behavior

*Questions ranked as very intrusive are in bold

1.

2.

3.

Have you ever used drugs of any kind (e.g. weed, heroine, crack)?

Have you ever let a friend drive after you thought he or she had had too much to drink?

Have you ever made up a serious excuse, such as grave illness or death in the family, to get out of
doing something?

Have you ever stolen anything worth mere than $50?

While in a relationship, have you ever flirted with somebody other than your partner?

Have you ever looked at pornographic material?

Have you ever had a fantasy of doing something terrible (e.g. torture) to someone

Have you ever downloaded a pirated song from the internet?
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