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Call unto me, and | will answer thee,
and show thee great and mighty things, which thou knowest not
Jeremiah 33:3



Abstract

It is becoming increasingly common to connect traditiomabedded system networks to
the Internet for remote monitoring, high-level controldantegration. One architectural
approach to building internetworked systems is to add argatdoetween the embedded
system and the external network. These gateways must eéradata between two het-
erogeneous networks without inducing application fadudee to variations in timing or
bandwidth between the two networks. Despite the importaricgateways, there is no
clear recipe for designing them. To study gateway designexeanine gateway mecha-
nisms that can be used to handle data passing through a gaedalescribe policies for
configuring these mechanisms. In this work, we examine tfierdnces between generic
mechanisms (i.e. queues) and application-aware mechsuish use knowledge of the
data being transferred. Using simulation with abstracivogt models, we compare the
performance of these mechanisms and show that applicatiane mechanisms can be
useful in improving gateway performance in some situatids also use a case study of a
traffic control application to evaluate the performance ategray mechanisms with simu-
lations that model different network and environmentahse®s. We find that selection of
the proper gateway mechanism can improve performance afafiie control application,
and we provide selection guidance based on the mean imtegdaime of the network.
These results show that in most scenarios, applicatiomesfier mechanisms outperform

generic queue mechanisms.
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Chapter 1

Introduction

Embedded systems, which traditionally have operated iatism or on closed networks,
are being connected to the Internet or to other networket@sssto increase functionality
and consolidate operations. Although these connectiatialiytend to be non-real-time,
once these internetworked systems are in place, the treddareater integration is going
to encompass real-time and safety-critical applicatidia: example, the OnStar system
produced by General Motors initially provided emergencsisiance, remote diagnostics,
the ability to unlock car doors remotely, and activate thieicle’s horns and lights (while
the vehicle is stopped). Later versions of the system irecthé ability to disable a stolen
vehicle remotely by reducing its maximum spegd Dther automotive manufacturers offer
similar systems. BMW ConnectedDrive offers in-car Intéraecess?]. Ford's SYNC
system can download real-time traffic and weather inforomatas well as provide remote
vehicle diagnostics3]. [4] describes the popularity and growth of telematics systems
noting a survey in which 70% of telematics users would regaisimilar system in their
next vehicle purchase. A proper understanding of the isatis#g in gateway design is

important as the popularity of and demand for these systemisnzies to grow.



CHAPTER 1. INTRODUCTION

1.1 Problem and scope

This research addresses the problem of using gateways tecioenterprise systems to

embedded, real-time systems. The primary research qossire:

e What mechanisms can be used to handle data in a gateway, angoVicies can be

used to configure those mechanisms?

e Can application-aware mechanisms be used to improve gategréormance com-

pared to generic mechanisms?

e How do various gateway mechanisms and policies perform vghafied in simula-

tion models?

The problem scope is defined with respect to existing routieghanisms and security
approaches. We evaluate these approaches to determine egmnde applied to real-time

embedded systems.

1.1.1 Routers and Gateways

Routers and gateways in the Internet domain, which perfofumetion similar to an em-
bedded gateway, use queues to manage flows of informatiostoridally, routers were
limited to making routing decisions based only on the padlestiders, but deep packet
inspection is being used to provide more sophisticated or&twecurity p]. This trend
suggests that gateways can manage the flow of informatior efdectively if they are
aware of the type of the information they are processing.lidapon awareness allows the
use of mechanisms that filter, aggregate, and prioritizesages based on message data
and not just message source and arrival order. Applicatware approaches are already

being used to manage streaming video serviéed]sing tuned mechanisms can improve

2



CHAPTER 1. INTRODUCTION

real-time behavior, since gateway mechanisms can be séleximeet specific timing re-
qguirements. Application-aware approaches also allow jis¢em to be more survivable

since applications can clearly define the failure semanfitise data streams being used.

1.1.2 Security Approaches

Since the networks on either side of the gateway have difféneing properties, normal
(non-faulty) timing of message arrival on one side may cabheegateway to fail to meet
timing requirements on the other side. Standard securdysarnvivability practices, while
important, are not geared toward protecting systems agsdiaese faults, nor do they ad-
dress timing issues that are introduced by the interacteawéen two types of networks.
Enterprise network protection techniques, such as firevaaltl intrusion detection systems,
are focused on restricting information flow. While practicaplementations of embedded
gateways may also utilize some traditional enterprise adtygrotection techniques, they
need to go beyond these techniques to proactively managdertimg of information pass-

ing through the gateway.

1.2 Embedded Gateways

As a working definition, an embedded gateway is definethi@physical devices, software,
and application logic required to bridge communicationweén two networks and allow
nodes on one network to transmit information to nodes onteronetwork within the
constraints of the two networkdn most practical implementations, a gateway will be a
single physical device with two network interfaces thatteomall the required software
and information needed to coordinate information flow. Ewvethe case of a system where

some of the gateway functionality is allocated to additlovales in the network, the data
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Transmitting Network Receiving Network
e GATEWAY oyl
[NOoDE] [NODE]  [NODE] | ______________ | [NODE] [NODE]|  [NODE]
DATA ’l MECHANISM I DATA
FLOW FLOW

Figure 1.1. Flow of data in an embedded gateway system
flows should be similar, so the mechanism-selection guielanavided here still should be
applicable.

Figurel.1shows an example system with two networks connected by svggtel his
figure also shows the convention that is used throughoutittsment. The Transmitting
Network (TN) is the network that contains the node(s) semdiata to the gateway. The
Receiving Network (RN) is the network that contains the riegdeeceiving data from the
gateway. The figure also shows the gateway mechanism. A ggatevechanism (here-
after referred to simply as a mechanism) is a combinationefsage processing logic and
storage intended to manage a particular flow of data betwenetworks.

A great deal of this work is concerned with evaluating gaiema&chanisms. Aateway
mechanismis defined here aa set of data structures and algorithms that handles a flow
of data through the gatewayJsually, the mechanism will be implemented in software on a
general-purpose computing platform, although FPGA oramasthip implementations are
also feasible as the technology and understanding of ggtewveahanisms matures. Some
mechanisms, such as queues, are existing mechanisms usdatéa applications. Other
mechanisms, such as filters, are new mechanisms that we beg®ped to address the
issues arising from the study of queues in real-time emhkedd¢eway applications. A
gateway policyis defined aghe algorithm selection and choice of parameters needed to
fully define the function of an instantiation of a gateway haggsm

In many applications, data likely will be sent in both diieot through the gateway,
and there may be more than one data type being sent. In owra¢ieals, we consider the

case of a single data stream going from the TN to the RN. Thgdesstream case can be

4



CHAPTER 1. INTRODUCTION

Embedded Network

Enterprise Network

................ Gateway

i [ Saln -»l Timing Mitigation } CA v v
[Node | [Node| %' /7 [Node | [Node |
\‘ o Aggregation ‘o

\

‘\-I Timing Mitigation |<-’I

Figure 1.2. Gateway with multiple data streams and mechanis ms

expanded to cover more complex data flows by assuming (ag#udt data stream has its
own mechanisms and appropriate message time slots on bivtbrke and (b) that the
system is provisioned in such a way that there is enoughadlaimemory and processing
power within the gateway to handle all the required stredfigure 1.2 shows an example
gateway system with three data streams, each handled hyritsixechanism in the gateway.
In this figure, the enterprise network is the TN for the firsb tstreams and the RN for the
third stream (and vice-versa for the embedded network).tf#iigc for the three streams is
assumed to be independent, so each stream can be analyaeatalgpTo be independent,
we assume that effects of other data streams are includée iaggregate behavior of the
arrival characteristics of the network.

One limitation to this approach is that, without bidirec mechanisms, the gateway
cannot implement explicit, end-to-end acknowledgmenthmaaisms that span both net-
works. We choose not to consider this case because multablkmowledgments are not
common in embedded systems. Furthermore, for the commenotdsoadcast networks,
there is currently no standard approach that can be studie@ non-real-time system,
an end-to-end acknowledgment mechanism can be implemerittetivo one-way mecha-

nisms.
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1.2.1 Gateway Scenarios

There are several scenarios in which a gateway can be a asehilecture. The require-
ments for the gateway will likely be different in each scemand further vary, depending
on the needs of a particular application. A gateway in a rgstesn might be responsible

for several data flows that could encompass more than onesé tfcenarios.

e Enterprise-to-Embeddediata is sent to the gateway over enterprise networks (such
as the Internet or a LAN). The gateway then sends these datanoa real-time
embedded network. An example of this system is a supervisamyrol application

that runs on a corporate LAN and connects via gateway to arfacontrol-network.

e Embedded-to-Enterprisg¢he gateway receives data from a real-time embedded net-
work and then sends it to a server or personal computer ovent@nprise network.
This scenario might arise if an embedded system (such asradbk&at on a home

automation network) reports its status to an Internet serve

¢ Embedded-to-Embeddeititte gateway connects two embedded networks that are of a
different type. The two networks could also be of the same tyyt configured to run
at different speeds or with different schedules. For examphny automobiles have
several embedded networks. These networks are interciaahteamplement system

features, such as when an airbag LIN system is connecteé Oribtar system.

In this research, we focus on the enterprise-to-embeddathso for applications that
use real-time, numeric-valued data. Within this scope, vauate options for selecting

which mechanisms to use and the policies needed to configemne. t
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1.3 An Approach for Evaluating Gateway Mechanisms

In order to evaluate mechanisms, we use two different sitimumldechniques to measure
the performance of the gateway as data flows through it. Bsectlne performance of gate-
way mechanisms is so heavily dependent on the charaaterigtihe application, we make
no attempt to provide general solutions to the selectioblpro. Instead, we present in-
sights, simulation techniques, and analysis methods tbhaide a workflow for evaluating
gateway mechanisms in the context of a specific application.

The first technique is a simulation approach based on abstedwork models. This
approach is described in more detail in Cha@teletworks in the system are modeled by
random processes: (a) an arrival process that models tegere network and feeds data
into a gateway mechanism, and (b) a service process thatlsnededded networks and
extracts data from the mechanism. The characteristicseaf¢tworks are represented in a
general way by the probability distributions used for thesecesses. These models are far
removed from the reality of physical networks and protoctiias the name Abstract Net-
work Simulation, but they have the advantage of providirgights while being relatively
simple to implement and execute. Abstract network models few parameters (e.g. dis-
tribution parameters for the arrival and service process)ppposed to the full network
simulations such as OPNETModeler [7] which have dozens of configurable parameters
for every node in the system. When we run simulations usiegdlabstract models, we use
input data collected while driving a vehicle in several +eakld traffic scenarios. These
data were chosen because they represent reasonable \ataagé of vehicle speeds) that
would be representative of real-time data used, for exanmpéetraffic control scenario. Al-
though the simulation results provide insight into the wagchmnisms interact with data,

the results are necessarily specific to the data used. The siamlation approach can be
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applied to another, similar application to obtain a congmariof mechanism performance
that is applicable to that application.

The second technique is a case study that uses the OPN©Bdeler simulation frame-
work [7] to model a simple traffic control scenario, as describedhaier7. The traffic
control algorithm used in the case study is publishedjn The traffic simulation is im-
plemented using cellular automata, and the network simonldtamework and models are
provided by OPNE®. The case study has the advantage of being a realistic apphc
with real-world metrics that can be used to compare perfaomaHowever, there are also
many more parameters that can affect the outcome of the &imnl We have chosen
simulation experiments with parameters that represetistieaconditions likely to be en-
countered in the traffic environment. As with the abstrativoek simulations, the results
obtained from these simulations are specific to this apjpbica The analysis of the case

study results provides a road map for applying this techatquother applications.

1.4 Research Contributions

In this research, we study the performance of various gateweechanisms and policies for
systems that conform to the enterprise-to-embedded soesmadl use real-time, periodic,

numeric-valued data. Within this context, this researckesahe following contributions:

e This research identifies mechanisms and policies that can hesed to mitigate

problems that arise in a gateway.

In order to design a gateway, we must first know what mechana available for
use as data handling methods. Queue mechanisms are wigelyrusouting appli-
cations, which are similar to gateway applications, extiegt they do not deal with

the real-time requirements of embedded systems. In thearels, we consolidate
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existing policies that have been developed for queue mésingrand evaluate them
for usefulness in enterprise-to-embedded gateway sasnaBut the ways in which
gueue mechanisms can be tuned are somewhat limited, andhtbkatson results
from the case study show that adjusting these parametessidbaffect performance.
So we introduce a new class of mechanisms called filters #raaddress shortcom-
ings identified in queue mechanisms and improve performenseme cases. Chap-

ter 4 presents the mechanisms that are examined in this research.

This research demonstrates that application-aware mechasms exhibit improved
performance when compared with generic mechanisms in the éerprise-to-embedded

gateway applications studied.

Generic mechanisms (e.g. what most Internet routers useit@age packet flows)
make decisions based on source and destination routes sed ba the arrival tim-
ing of data at the router. We compare this approach to apigicaware mechanisms
and show, that by providing a gateway with information aktbhetsemantic content
of messages, a mechanism can improve performance of theatppl using the
gateway over generic mechanisms. The application-awachamésms studied here
differ from many Internet approaches to meeting applicatipecific performance re-
quirements. Some approaches implement active elemerits metwork (that could
be considered gateway mechanisms), but their applicatiasually focused on con-
gestion management (e.@®]). Our approach differs because the application-aware
mechanisms we propose can actually modify or synthesizeages, but provide no
capability to modify the characteristics of the network mffic sources. This kind
of mechanism would not be suitable for a streaming videoiegjpbn, but would be

suitable for control applications commonly seen in embddyestems.
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To address this contribution, we show that applicationrawaechanisms can im-
prove gateway performance when compared to generic messhaniln Chaptes,
we present a framework for evaluating mechanisms usingaatstetwork models.
The results of this evaluation in Chapt&show that, for the vehicle speed data we
studied, the mean error of data in the gateway is reduced w&pplcation-aware
mechanisms are employed. Furthermore, the results pessen€Chaptei” compare
generic and application-aware mechanisms in a traffic obn&ise study and show
that the application-aware mechanisms improve overaltieperformance and fuel

economy in some cases.

e This research uses simulation evaluation results to give gdance for selecting

the appropriate mechanism and policy for a particular scenaio.

Understanding how to choose a mechanism for a particuldicagpn is necessary
in order to adopt gateway architectures. In Chaptewe show how mechanisms
can be analyzed independent of network characteristicsawde insight into se-
lecting mechanism policies. Furthermore, we are able tovghat there are cases
where filter mechanisms provide improved performance irtridiféic case study. In
Chapter8, we provide a decision rule for the traffic case study thagslbetween
application-aware and generic mechanisms based on threaimieal characteristics

of the enterprise network.

The remainder of this research is organized as follows: @nsp through2 introduce
the work. Chaptel provides an introduction to the problem area and a desoniutf the
goals of the research. Chapteprovides background on concepts related to the problem

and addresses work in related areas that bears on gatewgg.des
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Chapters3 through6 describe how to evaluate gateways using abstract netwotk mo
els and provide candidate mechanisms based on insightsdg&iom this work. Some
portions of these chapters were publishedli@]| Chapter3 describes a method for sim-
ulating gateway systems using abstract network modelspt€hé describes two classes
of gateway mechanisms, including the filter mechanism, amewshanism we propose to
address problems with queue mechanisms. This chapter elsesl policies that can be
used to configure the mechanisms. It is these mechanismsoéinge that are studied in
the abstract network model simulations and, later, in thiéi¢rcontrol case study. Chapter
5 presents Independent Delay Analysis, an analysis mettadgbtbvides insights into how
network and data characteristics affect the error perfoo@af various mechanisms. A key
insight here is that the Independent Delay Analysis can bdwcted using only a numeric
analysis tool such as Matlab, independent of any networkeiardsimulation. The results
then can be used to obtain insights about mechanism pananaeig mechanism selection
for a wide range of networks. Chapt@presents the results of simulations using abstract
network models.

Chapter7 describes a case study that evaluates gateway mechanismsugaffic con-
trol application with realistic network models provided ®PNET®. This chapter also
presents the results of the simulations. Chaptdescribes selection rules for choosing
gateway mechanisms based on the traffic control applicatioidiscusses the relationship
of these results to the characteristics of the systems [s#mglated. Chapte® presents

conclusions and summarizes the contributions of this rekea
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Chapter 2

Background and Related Work

2.1 Overview

While the idea of a gateway (a device that connects or britlgesnetworks) is almost
as old as networks themselvekl], many gateways (such as Internet routers) deal with
connections between networks of the same type. Interné¢nsare typically designed
to optimize throughput and provide fair delivery during gestion, and this is primarily
done with queues and queue management techni@@esd, but these approaches are not
concerned with real-time delivery.

Various aspects of embedded system gateways are also Ihathegds although the pri-
mary focus of work being done in this area (includidg,[15, 16]) is on the implementation
of the gateway device and protocol translatiotd] [describes an Internet-connected Con-
troller Area Network (CAN) gateway, which is an example o gmterprise-to-embedded
scenario. Two examples of embedded-to-embedded gateways5h which describes a
gateway between FlexRay and CAN networks, with a focus omehiability of the gate-
way device, andl6], which describes a FlexRay-to-CAN network. In contraghis latter
work, we focus on the enterprise-to-embedded scenario§eetonl1.2.1). Also, all of

these gateway implementations are primarily focused otopob translation, while our
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work is focused on issues of gateway design as they relatatéoddlivery and application
performance.

[17] describes an adaptive, multi-hop routing protocol thatsudual-homed wireless
devices as gateways for heterogeneous wireless netwolksou§jh this work does deal
with heterogeneous networks, it is focused on routing ngesstihirough a series of wireless
networks, while our work deals with the timing aspects ofadd¢livery. However, it is
relevant to our work because a detailed study of the delaysduced by a multi-hop
routing protocol could be used to provide more sophistitat®dels for the enterprise
network in the enterprise-to-embedded scenario.

The remainder of this chapter describes several relatexk arestudy that contribute

techniques and ideas useful to the selection and designloéduhed gateway mechanisms.

2.2 Mechanism and Policy Separation

The notion of mechanism and policy separation is advancdd &yin the context of sys-
tem resource allocations. That work provides several itaporinsights that are directly
relevant to the development of mechanisms for embedded/ggse First, mechanism and
policy separation allows mechanisms to be formulated ab&tishe so that policies can be
constructed as needed by applications. For embedded gatetiva mechanisms identified
and studied in this work provide a basis for formulating piels to meet application re-
quirements. Second, the authors note that not all polieiase implemented with a given
set of mechanisms. That insight holds for gateway apptinatas well. There are some ap-
plications which impose requirements that cannot be mét @xisting mechanisms. Even
in this case, it is still useful to know when previously-sedimechanisms are inadequate.
Reaching this conclusion makes plain the need for changggstiem architecture (or the

development of new mechanisms) to meet requiremeh&.addresses the idea of mech-
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anism and policy separation for security and notes that am@sms may be used to fulfill
multiple policies.

The mechanisms used in our work are gateway mechanisms émaiga the flow of data
between networks. For our purposes, mechanisms are (aytatéures for storing mes-
sage data and (b) rules and algorithms for manipulatingetetrsictures. Mechanisms may
have configurable aspects, such as threshold parametégeottan selection. Policies are
the particular instantiation of a mechanism with paranset®ur work also provides policy
guidance in the form of selection criteria and analysis me@shwhich can be used to select

and tune mechanisms to meet specific application requiressmen

2.3 Types of Networks

There are many different networks which might be conneaesldgateway. Each network
may have a different approach to scheduling, framing, amessccontrol. This section
briefly describes the types of networks commonly used andesaintheir distinguishing

properties.

2.3.1 Enterprise Networks

For non-real-time networks (referred to hereeaserprise networks), the most common
network type is a packet-switched IP network. An enterpnisevork could be as simple
as an Ethernet-based local area network, or it may encontpasantire Internet. At a
local level, a great deal of congestion control and religbis possible through the use
of switched networks, but the Internet is a multi-tieredtegs where different tiers are
typically controlled by different entities. Shared resmg and dynamic routing protocols

make it difficult to predict packet latency, which can be yglariable over time 20].
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Wireless networks can also be used in an enterprise cofteig.context includes wire-
less local area network protocols such as IEEE 802.21hgnd cellular data protocols
such as HSUPAZZ2], which are used with digital smart phones. Typically, wess links
are the last hop on a packet’s journey through a larger n&tvgorwe consider the behav-
ior of the wireless data link to be subsumed by the largerctffef the entire enterprise
network. In order to evaluate systems that include entaepretworks, we use models that
capture the timing and bandwidth characteristics. Typicdiata on enterprise networks
arrives at random time intervals because of varying factach as protocol startup, mul-
tiple hops between routers, and congestion from other m&ttwaffic. A Poisson process
is used to characterize this behavi@8]. Other properties relevant to the model are high
bandwidth (relative to embedded networks) and the abititgend large packets (greater
than 1 MB).

2.3.2 Embedded Networks

We use the terrembedded networksto describe networks with real-time properties typi-
cally used in embedded applications such as cars, copy mes;tand elevators. Embedded
networks are usually multicast networks which use a shaned $ome networks may use
multiple buses or star configurations for increased rditgbAlthough there are other dif-
ferences in scheduling and framing, the descriptions belassify embedded networks by
their access control mechanisms.

FlexRAY [24] is an embedded network that uses Time Division Multiple @ésx(TDMA)
to arbitrate media access. It provides reliable, real-tdabvery of periodic messages.
FlexRAY has a message schedule with an option for static gndrdic segments. In the
static segment, an entire time slot is allocated for eachsaggsin the schedule. In the

dynamic segment, mini-slots are used to determine prifoitgending optional messages
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(a variation of Reservation CSMA). Timely delivery of megesa in the dynamic segment
is not guaranteed.

The Time-Triggered Protocol (TTP2%] is another embedded network that uses TDMA.
TTP uses a static message schedule similar to the staticesegrhFlexRAY. TTP also
provides a group membership protocol that allows netwoidkesao reach agreement on
the value of messages being transmitted. The Controllea Aretwork (CAN) protocol
[26] uses binary countdown (based on the message ID) to agbécaess to the bus. Binary
countdown allows efficient network utilization with no ptdefined schedule, but limits data
rates because of bit propagation delay. Rate MonotonicySisatan be used to develop a
static priority schedule for CAN networks that ensures #ibsenders can meet periodic
deadlines. TTCAN 27] is a modification of the CAN protocol that provides addi@bn
guarantees on latency to improve time-triggered operation

When modeling embedded networks, the most important featistinguishing embed-
ded networks from enterprise networks is that embeddedank$support real-time dead-
lines. In the case of TDMA networks, the message schedul&ead,fiand the sender has
a specific timeslot in which to send the message. CAN netwar&sslightly more flexi-
ble, but still must transmit within their deadline if RMA satiuling is used. Although the
TDMA networks can achieve higher data rates (20 Mbps) ané hakatively large max-
imum message sizesx1 kilobyte ) compared to CAN (1 Mbps, 8 byte messages), the
overall available bandwidth is much lower for many of thesenorks than for enterprise

networks.

2.4 Event-Triggered and Time-Triggered Architectures

When selecting mechanisms for use in a gateway, the systhteature can have a sig-

nificant effect on the way data is handled by the system and, thow the data must be
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handled by the gateway. Event-triggered and time-trigfjsystems are two common time-
management architectures used in real-time systems. HEelsiteature is described here
in the context of the data flowing through the gateway. A mbogdugh discussion can be
found in [28§].

In event-triggered systems, nodes in the system take albiead on state changes in
the system or in the external environment. The system tgkm®priate action to respond
to events. For a distributed system, data is sent only whesvant occurs, which means
that there are fewer messages in the system, but each meéssages important because
it represents a change upon which the system must act. Ifcdasses the gateway, it is
important that the gateway preserve the semantics (andifghgghe ordering) of events to
maintain consistency between the TN and RN parts of thesyste

Time-triggered systems perform a regular set of tasks baseal current view of the
system state. These tasks are performed whether or notdte atthe system or the
environment has changed. In a distributed system, tinggdried architectures are typically
implemented by broadcasting periodic state messages¢o itlales in the system. If this
periodic update message is sent through the gateway, tieemdre important to preserve
an accurate notion of current state than it is for every ngessa be delivered. There is
also a concern if one of the networks is bandwidth constdaitrea bandwidth-constrained
case, it may be desirable for the gateway to filter the tinggréred state messages to reduce
outgoing bandwidth.

Given the different underlying assumptions for time-teged and event-triggered sys-
tems, it is likely that gateways will need to manage the datadldifferently (e.g., use
different mechanisms) for each architecture. In this ward focus on applications with a

time-triggered architecture.
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2.5 Queuing Theory and Queue Management

Work on queuing theory was first published in 1909 by A.K. Bggas noted in29]),
and much work has been done since then to develop modelsrousajueue scenarios.
For gateways, standard queuing notation can be used talukegite gateway scenarios in
general. For example, the enterprise-to-embedded sodisag Sectiof.2.1) corresponds
to an M/D/1 queue, where a Markov arrival process (the enter@N) feeds data into the
gueue and a deterministic service process (periodic messethe embedded RN) remove
data from it. Real-time queuing theory was addresse@@hljy applying queuing theory
to scheduling of packets in a packet-switched network tdyaeahe system for missed
deadlines.

The difficulty in applying queuing theory to the gateway gewb is that its models are
restrictive and cannot model many real-world mechanisnitseyTalso give little insight
into metrics relevant to application-aware mechanismesh s1$ error rates (which depend
on message values as well as arrival timing). Chapgtows that application-aware mech-
anisms can be more effective than queues at managing thél@atso an approach that
allows us to include these mechanisms is needed. Althoughasguikely will prove useful
in other gateway scenarios, the simulation approach emabl& study a greater variety of
mechanisms.

Queuing is the primary mechanism used to manage packetemmét routers, and much
work has been done with active queue management technigueptfmizing throughput
and implementing congestion control algorithms. RandomyHaetect (RED) [L3] or
Blue [12] are two examples that are designed to maximize throughpliteduce conges-
tion. These techniques are usually applied to unboundedegug1] modifies RED in an
attempt to maintain a target queue length to constrain mgmeguuirements in the router.

These approaches are related to the drop polices applid¢t tbaunded queues, but, as
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discussed in Chaptd; both bounding queue length and applying different dropcpesd
are of limited effectiveness for reducing error for an endeztigateway in a time-triggered,

real-time application scenario.

2.6 Discrete Event Simulation

All of the simulation techniques used in this research asedan discrete event simula-
tion (DES). In DES, an ordered sequence of events is execatetleach event modifies
the state of the system model. These modifications may ieclhd spawning of addi-
tional events. DES is an approach that is commonly used tcehgydtems in research
applications. For example3?] describes the use of DES for evaluating a vehicle stability
application implemented on an embedded network.

We use a custom-built DES to model abstract network modets GhapteB). We also
use OPNE®P Modeler [7], a commercial application, to implement the traffic andvork

simulations for the case study in Chapter

2.7 Traffic Flow Modeling

There is a substantial body of work devoted to the subjeet afenodeling and analyzing
traffic flow. For an excellent overview, the reader is reférte An Introduction to the
Theory of Traffic Floy33].

Our approach to modeling traffic flow is based on the appbeati [8]. This application
uses a cellular automata model originally described3#j.[ This approach to simulating
traffic flow is known asnicrosimulation. The alternativesnacrosimulation, models flows

of traffic instead of individual vehicles.
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The microsimulation approach is best suited for this worgase it provides a way to
model each vehicle in the system individually so that eacltaa receive and act on guid-
ance provided by the central traffic controller. The appitwain [8] was chosen for the
case study because it provides an application that is feasitsimulate in the OPNET
Modeler simulation environment to take advantage of thevodt models and simulation
capabilities that Modeler provides. Studying the appicsaprovides a variety of scenario
parameters that can be varied while comparing the effews® of the gateway mecha-

nisms. A full explanation of the implementation details tenfound in Chapter.

2.8 Summary

We frame the problem of embedded gateway design in terms chamesms and policies
which can be used to manage the flow of data. Mechanisms ada{a)structures for
storing message data and (b) rules and algorithms for miaiipgi those structures. Mech-
anisms may have configurable aspects, such as thresholdqtara or algorithm selection.
Policies are the particular instantiation of a mechanistih warameters. Sectidh?2 dis-
cusses some prior work in the area of mechanism and poligratpn.

Gateways between heterogeneous networks extend the mdtinternet routers to en-
compass the embedded domain. In doing so, the differendes&e enterprise and em-
bedded networks must be taken into account. Enterpriseonietvgenerally have highly
variable latency, high bandwidth, and the ability to serdtieely large messages. Embed-
ded networks generally have low bandwidth, smaller messagel the ability to enforce
real-time deadlines for message delivery. These charstitsr with examples of each
network type, are described in greater detail in Sec@n

The notions of time-triggered and event-triggered architees are closely linked to the

notions of enterprise and embedded networks, respectiValy differences in these archi-
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tectures is described in Secti@r. In this work, gateway applications are examined using
time-triggered data flowing from an enterprise network t@earbedded network.

A great deal of effort has gone into the design of high perforoe routers and routing
protocols for managing traffic in enterprise networks. €&e# for gueue mechanisms are
identified from prior work in the area of queue managemené Jdurces of these existing
policies are described in Secti@rb.

In order to evaluate the performance of gateway networksnwst have an application
to study, and we must have a way to observe that applicatiantion. Discrete event sim-
ulation is employed to model systems with gateways. Se@i6égives some background
on the use of discrete event simulation. The particularesgsttudied is a traffic control
system from the field of traffic flow modeling, an area of actigsearch with a body of
work on microsimulation (where the behavior of each vehg&mulated separately). The
microsimulation approach is well-suited for studying gatg mechanisms because each
vehicle is modeled, so individual vehicle models receivevoek traffic which is passed
through a gateway. This topic of traffic flow modeling is désed in more detail in Sec-

tion 2.7.
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Chapter 3

Simulating Gateways with Abstract

Network Models

In this chapter, we describe the simulation framework usevaluate various mechanisms
with abstract network models, the apparatus used to cofipat data for the simulations,

and the metrics recorded to evaluate and compare differechamisms. Abstract network
models are useful because they provide insight about thebpe of gateway systems and

the problems that can arise without having to model speadittogols.

3.1 Simulation Framework

In order to evaluate the performance of the various queueagenent mechanisms, we
have developed a discrete event simulator in Java. Theaiongxecutes scheduled events
with microsecond granularity. Simultaneous events (es/érdt occur at the same simula-
tion time) are executed in pseudo-random order. If two sece®of events with the same
period are started at the same time, the events will be psedes different (random) or-
ders in each period. Without the pseudo-random orderirgystartup order of different

processes would create an implicit priority in their exémut
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Figure 3.1. Event simulator with abstract network models

3.2 System Models

In order to model gateway systems, the simulator uses abagtwork models to represent
enterprise and embedded networks. The transmitting nktigomodeled as an arrival
process. The receiving network is modeled as a service ggoc&€he type of process
chosen for the arrival and service processes reflects teefypetworks being modeled. An
example simulator configuration is shown in Fig8r& The embedded network is modeled
with a periodic process that reflects the real-time charisties of the embedded network.
The enterprise network is modeled with a Poisson process.Pbisson process is chosen
to capture the non-real-time characteristics of entegpretworks. Although these models
are simple, they still provide useful insight into the bebawf gateway mechanisms. The
mechanism in the gateway could be a queue mechanism, a fégnanism, or any other
mechanism class being studied. Only one mechanism is used/igiven simulation run.
Because the simulation is implemented in Java, any medahathigt can be expressed in
code can be implemented. This capability allows the reusisting code (for example,

algorithms for interpolation and extrapolation).
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The simulation models an arrival process that delivers ttathe queue and a service
process that removes messages from the queue. Each prandss specified to be deter-
ministic (e.g. periodic) or to occur randomly according torabability distribution.

All the random elements or sequences in the simulation anergéed using the deter-
ministic pseudo-random number generator provided byat.util.randompackage 35].
The software can repeatably generate the same pseudaonaedpience from a given seed
valuel Thus, the same pseudo-random arrival sequence can beteecezal applied to

gateways with different mechanisms to allow for a fair congmn of their performance.

3.3 Input Data Collection

In these experiments, we are concerned with state-origimestriggered data streams. We
have developed a data collection system that uses the ativerstandard OBD-Il diagnos-
tic interface B6] to record the speed of a vehicle during operation. The aystas used
to collect four different data sets to use as inputs to thaukition. The data collection
system provides sets of input data values that are used abgteact network simulations.
The collected data is resampled to periodic intervals reguby the abstract network sim-
ulation. Thus, the timing of the message arrivals in the fatian is determined by the
abstract network model, not by any timing information cctésl while driving.

Each data set represents a different driving scenario.eT$@narios provide variety in
the character of the data that is used as input to the siranlafihe data sets are described

and plotted below.

1The repeatability is derived from a requirement of the JaR& @pecification to use a specific algorithm.
It is possible that a particular Java VM implementationsfédl meet the API contract. The results in this work
were executed on the Sun/Oracle Java VM, which was teste@¢d time repeatability requirement.
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Figure 3.2. Squirrel Hill Data Set
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Figure 3.3. Beechwood Data Set
The first data set is shown in FiguB2 The data is obtained from a neighborhood
driving scenario with low speed limits and many stop signd stop lights. The frequent
starts and stops are visible in the graphed data.
The second set (shown in Figused) is obtained from neighborhood roads that are not
highways, but have fewer stop signs and lights and highexdspmits than the first data

set.
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The final two sets are obtained from highway driving scersaritne Monroeville | Data
Set is taken in relatively light traffic (Figui®4). The Monroeville 1l Data Set (Figur.5)
is taken in heavier traffic. The effects of highway congestian be seen in the reduced
speed and increased variation starting around 400 seconds.
These data sets are useful for mechanism evaluation beiteysepresent time-varying

data from actual road scenarios. An application dealing vaad traffic would be sending
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and receiving similar data, for example, by reporting therage speed of traffic in the

upcoming road segment. All four data sets are used to eeallnatvarious mechanisms.

3.4 Metrics

There are several metrics which are recorded during thelations. Each metric is aggre-
gated over all values for a single trial, so it produces alsinglue for each trial. In the
results presented in Chapt&mwe compare the distribution of these metrics for experismen

using different mechanisms.

e Maximum queue lengils the maximum queue length observed during a single trial.

e Average queue delay the delay for each message (time between arrival at theeque
and departure from the queue) averaged for all messagesngla &ial. Dropped
messages are not factored into this metric, and neithergkicdte deliveries that

occur because of the mailbox policy (see Sectidn?).
e Dropped message couistthe total number of dropped messages in a single trial.

e Mean squared errors a metric designed to capture how well a gateway mechanism
preserves the data sequence. It is computed by recordingptheby-point differ-
ence between the original data sequence and the data sequepat by the gateway.

The average of the square of these errors is computed oveshtble run.

The first three metrics pertain specifically to queues. Theyaed to study and compare
gueue mechanism performance. However, these metrics aesl lman the structure and
function of queue mechanisms, and they are not well-defioed filter mechanism which

can arbitrarily modify or generate outputs. The final metnean squared error (MSE)
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requires only the input data and the output sequence anchdbesake assumptions about
the structure of the mechanism itself. Thus, it can be usednapare the performance of

different types of mechanisms.

3.5 Experimental Setup

The abstract network experiments presented in this woresigned to model the enterprise-
to-embedded scenario described in Sectidh1l Internet traffic has been shown to be
bursty B7]. [38] discusses several delay models that can be used to modefeaprese net-
work: constant delays, independent random delays (e.d?dieson process), and Markov
chain models (which capture the effect of network load ondis&ibution of delays). We
model the arriving data with a Poisson random process bedadses not require an ex-
ploration of the additional parameters of the Markov chaindeis, but it captures the
non-real-time nature of the arriving data.

For each experiment, the simulator is configured with a Baisgrival process with
mean inter-arrival time of one message per second and alpeservice process also with
a period of one second. The choice of one second is arbitvatythe important feature
of the experiment is that the arrival and service procesags bqual mean rates. Each
experiment employs one of the vehicle speed data sets deddn Sectior8.3 as input
data. The simulated gateway is configured with a particukachanism (e.g. finite queue
of length 50 using the Drop Oldest overflow policy). A triakisingle run of the simulation
and produces a single value for each of the metrics desarnlfelction3.4. In each trial, a
different pseudo-random arrival sequence is applied tg#tteway. The sequence of data
valuesdelivered to the gateway in each trial is the same (such a®tptured in Figure
3.3). Only thetiming of the arrivals changes from trial to trial. Each experimemsists

of 5,000 trials. Bootstrap analysis of the results showspbkecentiles of each metric have
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a maximum 95% confidence interval of 2%. An experiment setserees of experiments
performed with different mechanisms (e.g. a set of expartsen queues of length 10,
20, and 50) intended to compare the performance of the merhamvith respect to one or

more metrics. Experiment sets are repeated using each fufithdata sets as inputs.

3.6 Experimental Results

Each experiment yields a set of 5,000 values for each mdthese values can be summa-
rized by a boxplot, as shown in Figuéel. The experiment set yields a summary boxplot
for each mechanism. Comparing the boxplots allows theivelggerformance of each
mechanism in the experiment set to be evaluated. The resutie experiments described

here are presented in Chapéeaind AppendixA.

3.7 Summary

This chapter describes an approach for studying gatewayanéms in enterprise-to-
embedded scenarios using abstract network models. In déniext, the arrival process
(a Poisson random process) is a model of the enterprise rietarad the service process (a
periodic process) is a model of the embedded network. Thewggtmechanism receives
data during an event on the arrival process and emits dabagdan event on the service
process.

We construct discrete event simulation experiments usiegg abstract models (see Sec-
tion 3.1and Sectior8.2). Vehicle speed data is collected from actual driving sdesgsee
Section3.3) as inputs to discrete event simulations. The performafe@amous mecha-
nisms is studied by measuring the mean squared error betWweaniginal data sequence

and the output of the gateway during the simulations (se&d®e®.4). A distribution for
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the MSE is collected over multiple simulation runs with drént random arrival sequences
(see SectioB.5and3.6).

These distributions provide insights into the performantearious gateway mecha-
nisms and policies, although this chapter only describesmiy abstract network simula-
tion experiments are constructed. Chapgtelescribes the mechanisms and policies to be
evaluated, while Chapt@&rgives evaluation results for abstract network experimantsa

discussion of our insights into gateway mechanism selectio
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Chapter 4

Gateway Mechanisms

Gateway mechanisms are implementations of algorithmsatieatised to manage the flow
of data through the gateway. Here we focus on gateways inrttegpeise-to-embedded
scenario with time-triggered, periodic data. In this kirffdsgstem, the enterprise network
introduces delays in a periodic data stream. The fundarmtasia of the gateway mech-
anism is to receive the perturbed data from the enterprisgonke and recover a timing
and data sequence that is as close to the original (unpedutéta) as possible, as shown
in Figure4.1 Other gateway scenarios are described in Sedtiari, and descriptions of
enterprise and embedded networks are given in Se2tbhdand Sectior2.3.2

Usually, the gateway mechanism will be implemented in saferon a general-purpose
computing platform, although FPGA or custom chip implemaéons are also feasible as
the technology and understanding of gateway mechanismgrasat Our focus here is
not on implementation of a physical device, but on undeditanthe ability of different
mechanisms to handle data and the impact of mechanism aicg pbbice on application
performance.

This chapter describes several mechanisms and the pali@aésan be chosen by a
designer to obtain improved performance of the gateway.u®ueechanisms are studied
since they are a well-known mechanism that is currently desed in almost all similar

applications (e.g. routing). Filter mechanisms are a newhaeism we have developed
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Figure 4.1. Visualization of gateway data flow for enterpris e-to-embedded
gateway scenario with time-triggered, real-time data.

to address specific shortcomings of queues in the enterfordiembedded scenario. Other
mechanisms and policies are certainly feasible, but thioppeance of each mechanism
and policy will be dependent on the characteristics of thgliegtion. Given the wide
variety of application requirements and application cbemastics, rather than attempting
to provide an exhaustive list of mechanisms and policiesfogas on a few mechanisms
and policies that are suited to the traffic applications welygin Chapter8 and7. This
research provides a workflow that shows how mechanisms diaesocan be evaluated
for a specific application.

In this discussion of mechanisms, we make the distinctidwden generic mechanisms
and application-aware mechanisms. Queues are genericamsgpis. They are also the
standard mechanism used in most routing applications. abegn packets without know-
ing the contents of the packet or the purpose of the packetex&aption is Deep Packet
Inspection routers, which do analyze packet content, aghdhe focus of these routers is
on identifying the higher-level protocol (e.g. FTP, Bitfent) for security purposes and for
prioritizing traffic. The filter mechanism discussed hers hastronger notion of applica-
tion awareness than even Deep Packet Inspection. We asbhatibeé gateway designer

hasa priori knowledge of the applications using the gateway and thedband seman-
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tic meaning of the information contained in the packets. &ample, if the gateway is
used for a speed control application (as in the case studyhaptér7), then the gateway
designer knowst least (a) the format of the packéts(b) that the data in the packets rep-
resents a speed value, and (c) the units of the measurensehtTuse designer also should
have information about the expected characteristics oh#tevorks, which is useful for
interpreting the results of the Independent Delay Anal¢see Chaptes).
Section4.1describes queue mechanisms and the policies for limitirepglength and
determining how to handle overflow and underflow situatioBsection4.2 describes the
filter mechanism (which we have developed based on insigbts filueue mechanisms)

and describes the policies for specifying estimation nedatefilter mechanisms.

4.1 Queue Mechanisms

Since queue mechanisms are applied successfully in Intesneers, they are a logical
starting point for gateway mechanisms. All the queues dsed in this paper use the first-
in-first-out (FIFO) queue discipline. Data arriving fromettransmitting network is stored
in arrival order. When the time comes to send data on theviegenetwork, the oldest
value is sent and then removed from the stored data.

There are three policies related to queue mechanisms:
e Length policy: the maximum number of data items to be stored

e Underflow policy: how to handle the data items when the queue is empty

e Overflow policy: how to handle the data items when the queue has reached the

maximum length

1The format of the guidance packets used in the case studgdsibled in7.3.2.2
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4.1.1 Queue Length Policies

For queue length policy, we consider babunded queueswhich are constrained to a cer-
tain maximum length and fixed for the duration of an experip@ndunbounded queues

which are allowed to grow to any length. While it is not possito implement a truly

unbounded queue in practice, we assume for the sake of antiigs the storage capacity
of any practical implementation can be made arbitrarilgéar~or the data rates and arrival
processes used in our experiments, we observe that theibebBlonger bounded queues
begins to converge to the unbounded queue around length 80gueue management

policies, we consider behavior during underflow and overfigwations.

4.1.2 Queue Underflow Policies

Queue underflow policies describe how the queue mechanisdidsaa service event when
there is no data in the queue. In an event-triggered ar¢trechaving an empty queue
means simply waiting for incoming messages to arrive. Henaehe embedded network
assumes a time-triggered architecture, which createsgerservice events that may ex-
haust the queue, especially if the data from the enterpessark is not periodic (e.g. a
Poisson random process). A need for an underflow policy calstalarise in the embedded-
to-embedded context due to jitter in network schedulebpaljh study of the embedded-
to-embedded scenario is beyond the scope of this work.

The first underflow policy is enailbox policy. This term is used because of the similarity
to the mailbox implementation used in CAN controlle26][] The mailbox is separate
from the queue’s data storage and is able to store a singheetirnent (i.e. queue entry).

The mailbox holds a copy of the value from the most recentisergvent. If no new
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value is available from the queue, the mailbox value is sestead. Depending on the
implementation details, the mailbox value may be marked wistaleness indicator.

The second policy is amvalid value policy. Whenever the queue is empty, a special
value is sent, or a flag is set in the message that lets theveesdinow it is invalid.

The third policy is asend no value policy Under this policy, no message is sent on
the receiving network. This policy may not be feasible fomgoembedded networks. For
example, both TTP and FlexRAY (static segment) have fixed FB3¢hedules that require
messages to be sent periodically. Other networks may eedg@nsmissions of a certain
frequency to maintain edge synchronization.

All the experiments described in this work use the mailbokcgaas their underflow
policy. For time-triggered receiving networks studiedehdf an invalid value is sent or
no value is sent, the application is going to continue to teeldst valid value (e.g. the
set point for an actuator remains at the last received vadaethe net effect of these other
policies is similar to that of the mailbox policy. Howevan, an event-triggered receiving
network (such as in the embedded-to-enterprise scentdrejnailbox policy could result
in the system interpreting repeated values as additioreitey In this case, the null or

invalid message policies might be preferred.

4.1.3 Queue Overflow Policies

Queue overflow policies describe the action to be taken whemuieue exceeds its de-
signed maximum length. These policies only apply to bourgiezlies. For an unbounded
gueue, an overflow condition cannot occur since we assumtaailly large system re-
sources. Some policies described here may drop more thamessage or cause the
incomingmessage to be dropped. When a message is dropped by the \gatesvéact

that the message was dropped is not reported to either tlingeor receiving network.
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For example, if messages on the transmitting network areggusCP, the gateway would
send the TCP ACK on the transmitting network, then would alid¢he message without
sending it on the receiving network.

We have identified four queue overflow policies which are dbed below:

1. TheDrop Newest Policyrequires that the newest message (the arriving message) be
dropped. This policy is similar to the active queue managgrnezhnique known as

Drop Tail [13], which has been used in Internet routers.

2. TheDrop Oldest Policy requires that the oldest message (i.e. the message at the
head of the queue) be dropped. This policy is more usefutéberiented messages
where the more recent messages contain a more accuratgtiesaf the current
system state and is similar to the Drop Front congestionrabtgchnique proposed

in [39].

3. TheDrop Random Policy requires that a random message be dropped from the
gueue when an incoming message arrives at a full queue. Thaing message is
included in the pool of candidate messages to be dropped. pticy is similar to

the Random Early Drop techniquéd].

4. TheDrop All Policy requires that the queue be flushed (completely emptied) when
a new message arrives at a full queue. The arriving messamp dropped, but all

the messages already stored in the queue are dropped.

While the Drop All policy is novel, the remaining three are application of existing
gueue management technigues to embedded system gatewsymeehanisms. However,
as noted, router queue management wauwtlsend a TCP ACK for a dropped message

(thus causing the sender to reduce its sending rate in amooedvith TCP protocol). The
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gateway mechanism applies the same policies, but with théajananaging the data in

gateway, not link congestion.

4.1.4 Insights on Queue Underflow

A full evaluation of the performance of queue mechanismsasgnted in Chapt&: How-
ever, there is a key insight into the behavior of queue mashanthat we present here
to give context for the filter mechanisms discussed in thé segtion. An obvious and
well-understood property of queues is that the longer threuqus, the longer the delay it
imposes on the packets that pass through it. However, tlieaabeetwork simulation re-
sults (see SectioB.5for details) reveal an important property of queue mectmasisVhen
there is along delay, the queue must provide data to theg)eservice process regardless
of the fact that the queue has been emptied, hence the undedlies discussed above.
The delay is usually followed by a burst of data, including tielayed data. However, the
periodic service process continues to extract data at tne sate. The late data goes into
periodic timeslots that should have been occupied by laietr delayed) data. The burst
increases the length of the queue and delays all the substemuiging data until a gap in
the transmitter network data allows the queue to shorten.

This process is illustrated in Figurke2 Part (a) shows the ideal case where periodic
inputs and outputs are the same. In this case, there shouldl fteady-state accumulation
of messages in the queue. However, the arrival process iparadic. Messages that
were transmitted periodically become clumped togetheiasned in part (b) of the figure.
When the first three messages arrive in a burst, they are duenck delivered in their
appropriate time slots. Because of the long quiescentgp&etween the bursts, the fourth
message has not arrived when the fourth time slot comes upeatttput, so the third

message is sent again (per the mailbox policy). When thelfounessage does arrive, it is
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[] Correctly delivered message
''1 Incorrectly delivered message

Figure 4.2. lllustration of Queue Underflow Due To Non-real-  time Inputs
sent in the time slot where the fifth message should go, anfiftihenessage is delivered in
the sixth slot, and so on. The time slot missed by the fourtesage cannot be recovered,
and the steady state size of the queue has increased by alieg atie message period
delay to each delivered message. This process can happsatadly, causing the queue
to grow longer and longer as the result of either normal tgniariations or a malicious
attacker purposely clumping message arrival times.

This insight leads directly to the design of the filter medlarwhich is discussed in the

next section.

4.2 Filter Mechanisms

A filter mechanism is a mechanism that we have developed t@asithe problem of queue
underflow in the queue mechanism. Similar to the queue méaharthe filter stores ar-
riving packets in a FIFO data structure and delivers thenméoservice process when re-
qguested. The key difference in the filter behavior comes wheservice process requests a

packet and the filter's FIFO is empty. The filter responds &ostbrvice event in accordance
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Figure 4.3. Demonstration of a Filter Mechanism Mitigating Queue Un-
derflow

with its underflow policy, while keeping track of the numbémoeessages that have been
missed. As delayed packets arrive, they are discardedathstiebeing stored in the FIFO
for eventual delivery to the service process, preventiegRhi-O from building up length
due to underflow, as would happen with the queue mechanism.

Figure4.3shows an example of the filter mitigating the queue underflablem. Parts
(a) and (b) are the same as Figdt2discussed in the previous section and show the queue
underflow causing delay. Part (c) shows how the filter hantiiissproblem. When un-
derflow occurs and the fourth message is not available indbgh time slot, the filter
mechanism produces an estimate of the missing data. Whdautib packet arrives, it is

notdelivered in the fifth time slot. In fact, it is discarded areVar delivered to the service

process.
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Filters differ from queue mechanisms in one other importeayt. The underflow mech-
anisms also use incoming message data to provide estimages\delivered when the filter
FIFO is empty. This estimation technique is what makes ther fdn application-aware
mechanism.

The FIFO structure in filter mechanisms is treated as unbedinslo neither a length

policy nor an overflow policy is needed.

4.2.1 Filter Underflow Policies

Defining a filter underflow policy consists of selecting théadaodel used for estimation
and defining any parameters required by the model. Althowltlydd messages that are
dropped from the FIFO are never sent on the receiving netwbrk data may still be
incorporated in the data model to improve the estimatesterf thata points.

The models presented here are not an exhaustive list of alelsdhat can be used
for estimation in filters. Many other models are possibleebasn regression and curve
fitting, probabilistic models, state estimation techngjge.g. Kalman filters), and many
other approaches. Some models, such as the linear regressitel, were evaluated and
discarded for our case study application based on the sestilthe Independent Delay
Analysis (see Figurb.1land the discussion in Secti&®2 However, for other applications,
these and other models should be considered based on treetehnistics of the system,
networks, and data involved.

The underflow policy model is defined as a function of the curtene delay and past

values received by the gateway, expressed as:

& =Ad,s,...,S) (4.1)
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wheresg; denotes the model estimate based on the deland the history of values;
to 5. The delayd is the difference between the timestampsofind the time at which
the next service event will occur. The length of the histaguired by a policy model
varies depending on the type of model. There is no requiréthen models keep more
history than needed for their estimates. For example, aliegtrapolation model might
only retain the values; —1,5. As with other mechanisms, we assume that a gateway
implementation will have sufficient resources to store arat@ss the required amount
of history information for any policy models used. The higtts updated every time a
new packet arrives at the gateway regardless of whethentiveng value is delivered or
dropped.

The remainder of this section describes several data matielgs that can be used in

filter mechanisms.

4.2.1.1 Extrapolating Data Models
Extrapolation techniques have the benefit that they relywnaric data only and do not
need additional parameters or process modeling, so thegimm@e to apply with little
or no understanding of the system that generates the dataas¥une that a timestamp
accompanies the data so that the timestamp can be used atbribevdata to obtain curve
fits. Using timestamps generated at the data source is prdfever using the arrival time
at the gateway, which is likely to be affected by networknate

The simplest type of extrapolation policy is t®nstant Extrapolation Policy. This

involves simply repeating the last value that was receiltad.given by the equation:

& =CE(d,s) =5 (4.2)
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TheLinear Extrapolation Policy is one such filter policy. It has the benefit of maintain-
ing the upward or downward trend of the data, and it can beulsdfen network delays

are small. It is given by the equation:

S =LE(d,s1, )
(4.3)

st e-s)S
.
For efficient computation, we use an implementation of Negilalgorithm from f1] to
obtain quadratic and cubic fits to data values. Polynomisltéhd to be better within
the data, so the higher-order models tend to be poor estimaatbhus, theQuadratic
Extrapolating Model Policy andCubic Extrapolating Model Policy are of little use for

the applications studied here, although it is possible they might be useful in other

systems.

4.2.1.2 Hybrid Data Models
Experiments with extrapolating models lead to some insighbbut when different models
are effective, which leads in turn to two hybrid data mod@&lsese hybrid models are still
numeric in nature and are based on empirical observatianssystem models. They do
provide additional tuning parameters whose value must bearhbased on analysis of the
system behavior.

The first model policy is th&iecewise Combined Policy This model is based on the
observation that a linear extrapolation estimate can kertbian a constant estimate when
delays are small, but that constant estimates are bettemigidelays. The model switches

between a linear extrapolation estimate and a constargptaition estimate when delay
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exceeds a fixed threshold. It is given by the equation:

& =PC(d,s1, %)
LE(d,s1,S) for d < dmax (4.4)
CE(s1) otherwise

Note that the parametémaxis fixed for any particular implementation, but may be varied
by the system designer.

The second hybrid policy is thBecaying Linear Extrapolation (DLE) Policy. This
model attempts to refine some shortcomings in the ConstaeaL Extrapolation model,
namely that the switchover between the linear and consstimates can result in a discon-

tinuity in the output values. It is given by the equation:

& = DLE(d;s1,%)
d .
S+ (s2—51) Y% 2T for d < diax (4.5)

A

Stnax for d > dmax

This model is developed using the Independent Delay Amalysthod. The analysis that

led to its creation is described more fully in Sect®.

4.3 Summary

This chapter identifies mechanisms and policies that carseé to manage message data
in the gateway. There are two mechanisms discussed hereesgjaad filters. Queues

are mechanisms that are already being used to manage ini@nrflaw in Internet routers.
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They are generic mechanisms, i.e. they (for the most pa#}t packets only based on
source and destination information, and not based on tharsgtontent of the messages.
In Section4.1, we identify three policies that can be used to configure gselength
policy, underflow policy, and overflow policy. Queue lengthlipy sets a limit on how
long the queue is allowed to grow. Queue overflow policy aeitees which message is
dropped when the maximum length is reached. Queue underfibey metermines how
the mechanism behaves when the embedded network requestsxtiimessage while the

gueue is empty.

Simulating queue mechanisms with abstract networks has lagarticularly important
insight regarding queue mechanisms: when queues undeaffmevjodic timeslot is missed
on the embedded system, but the late message is still triiednm a later slot. The delayed
message increases the length of the queue and the delayctorseeceeding message.
Sectiond4.1.4describes the underflow-delay phenomenon in more detail.

Filters are a mechanism that we have designed specificaltyitigate the underflow
problem with queues. The main idea of a filter mechanism is éetimated values are
used to replace delayed messages, and the delayed messagéscarded, eliminating
the underflow delay problem. Filters are necessarily apptin-aware mechanisms. They
must be aware of the periodic nature of the message flow i tvdizop delayed messages.
To estimate values for delayed messages, they must alssbmantic information about
message content.

Filters are configured by their underflow policies, which sishof a data model used to
estimate delayed messages. Several model policies angbaesin Sectiord.2, including
the decaying linear extrapolation policy, which was depetbusing the Independent Delay

Analysis method in Chaptér.
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The queues and filter mechanisms (and their policies), agited in this chapter, are
evaluated using abstract network models in Cha@tend the traffic control case study in

Chapter7.
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Chapter 5

Independent Delay Analysis

In Section4.2.1, we described the underflow policy for filter mechanisms. Wihderflow
policy includes a data model that is used for estimatingeahlwtput by the filter mecha-
nism. This chapter describes Independent Delay Analyseshnique we have developed
for comparing these data models.

Since data models for filter underflow policies can be basezktmapolation, regression,
moving averages, machine learning, or any other estimasicdmique, we need a way to
understand and compare them that is (a) not dependent omubtuse of the model and (b)
easy to carry out for a large number of models. Our techniqaedes on understanding the
effect of delay on the performance of these models. It istawgight numerical analysis
technique that can be performed using tools such as Matlabatitematica or the SciPy
python libraries. Since many of these estimation techrscare already implemented in
these tools, applying them as data models can be relatiasly. e

The result of the analysis shows the performance of eachnaadial for a range of fixed
delays, allowing the selection of the best data model depgrah the delays that are likely
to be observed in the application. Although the results dmedd on application-specific
data, they are independent of the application network m@ice the name independent

delay analysis). Thus, if an application is in the designsgh#he results could be used to
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guide the selection of networks by providing insight inte ttelay performance of various

data models.

5.1 Method Description

This technique, Independent Delay Analysis (IDA), expotiee effect of delay on data
model performance in a way that allows selection of the batst thodel from among a set
of known candidates. The key objective for this approaclo iméasure and compare the
error performance of data models using different, fixedydel&8 he results can be used to
select the appropriate filter underflow policy for a partecutetwork, based on the delay
characteristics of that network.

The steps in the IDA method are:

1. Choose a representative data set.

2. Choose a data model.

3. Use the data model to build a series of estimates basedaezhdedays.

4. Compute the error for each estimate.

5. Repeat steps 1-4 with various models, then compare tiieir@erformance to select

the best model or model(s).
We now explain each step in greater detail.

1. Choose a representative data set for the applicatiime input data sef, of length,
n, is denoted by{S: s1,...,5,}. Since the values in the data set are sent periodically,
the indexi on a values is essentially a timestamp, which keeps the notation $ttaig
forward. It would be relatively simple to extend this mettiodnon-periodic data by

defining the data samp#eas a tuple with an explicit timestamp.
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2. Choose a data modeThe model is defined as a functiéiil,s;, . . .,sc) which pro-
ducess, an estimate of the application data at tim&he data model policies used

in this research are described in Secton.1

3. Use the data model to build a series of estimates based ondedagls. The model
function is used to construct a series of estimated va@geﬁcgyw +1- -+, S50 Whered

is the fixed delay ands] is given by Equatiord. 1
Ssi=F(d,51,5-5) (5.1)

That is, each estimated valsg; is the estimate that would be given by the model at

timei if the model were receiving all the input data fr@wvith a delay ofd.

Although the definition o6s; in Equation5.1includes the entire (delayed) history
of S, there are a number of ways a practical implementation cautid the need
for an infinite history buffer. For example, some models witly use a subset of
the most recent points. A linear extrapolating model neadig the two most recent
points for a linear estimate. An equivalent, stateful impdatation of the model that
is updated with each subsequent valu&abuld also be implemented to avoid the
infinite history buffer. These practical considerationsndb hinder the usefulness of

Equation5.1as a way to think about filter model policies.

§5 begins at timev+ 1, wherew is the warm-up time that ensures that the model has
enough data to begin making estimates. For example, a civsi@er extrapolating

model needs two points for an estimatewsaould be two in that case.

4. Compute the error for each series of estimates.
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The mean squared errag, is computed between the input sequecand each

estimated sequen&s:

s=—" Y (s—%)° (5.2)

The errores is computed for a range of values ®f giving Er : ey,...,€5, ., a com-

plete set of error metrics for the model

5. Compare performance among mode&s$eps one through four are repeated with each
model under consideration, then the respedisequences are compared to identify

the model with the lowesds for each value 0b.

5.2 Interpreting IDA results

Figure 5.1 shows the results obtained by applying the IDA method foessdwdifferent
models using the Beechwood vehicle speed data set (seeeBiguifor delays from 1 to
20 seconds. The Root Mean Squared Error (RMSE), the sqoatest MSE, is plotted
(instead of MSE) for more convenient scaling. Each line mfigure represents a plot of
Ea for a particular modeh. We have included the four extrapolation models described i
the previous section, as well as a linear regression modelhwhakes a linear estimate
based on a least-mean-squared fit of the five most recent dats.pTo read the results,
we look for the curve with the lowest error. Among these msgditle linear extrapolation
model has the best error performance for delays up to sewemds, but for eight or more
seconds, the constant extrapolation model is best.

Approximately 74% of the non-zero delays in the simulaticmabove eight seconds. So

during the simulation, the system spends most of its timaerrégion on the right side of
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Independent Delay Analysis for Various Data Models
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Figure 5.1. Results of the Independent Delay Analysis for va rious data
models. This graph shows the error performance of each model for
different fixed delays.

the IDA graph, where the constant-order model is best. Eurbre, longer delays result
in a higher error, so they contribute more to the overallreivan the lower delay values.
In addition to seeing which models are best, one can also ke wnodels are simi-
lar. For example, the linear extrapolation and linear regjo;n models have similar perfor-
mance. In an embedded context (where systems are oftenraioesitin terms of computa-
tion or memory requirements), if two models have similaf@enance, but one model has
a smaller computation or memory requirement, then the gmmpbdel might be preferred,

even if the more complex model has slightly better MSE pentorce.
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Because the IDA results are based on fixed delay computatiomsesults are indepen-
dent of any network properties of a particular gateway camfiion. The shape of the
graph in Figurés.1 (including the crossover point between seven and eightskgas only
a function of the data models and the input data.

Network independence is useful because the IDA results Bloannetwork delay proper-
ties will affect model behavior. For example, if the lineawdkel is being used, then changes
to the system that result in many delays longer than five sicehould be avoided. How-
ever, if the cubic extrapolating model is being used, therkttie difference between a

system with delays around 12 seconds and one around 20 second

5.3 Using IDA to Combine Data Model Policies

The IDA results in Figurés.1 show how delay affects the performance of different data
models. For some applications, there may be one model threwesys better than the
others. If that i;notthe case, then a combined model can be construd@d |

A model with the lowest error for each delay value is desir€de simplest combined
model is one whose model function is mathematically defirsdti@piecewise combination
of the model functions of the best models for each range. ¥amele, based on the delay

values from the IDA results in Figue 1, the piecewise combined model should be:

A LE(d,st,...,5) forl<d<7
S = (5.3)
CE(d,si,...,s) for7<d

where CE and LE are the model functions for the constant aeatiextrapolation models,

respectively.
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Since the model is defined as a piecewise combination of tveady-tested models,
repeating the IDA analysis is not necessary. It will exatthek the linear model fod < 7
and exactly track the constant model € 7.

One problem with the piecewise model is that it will resultardiscontinuity when
switching from one model to the other. Although such an apgnanight be appropriate
for some applications, it is at odds with the inertia-bacghgsical processes that produce
these data. A smooth model that acts like a linear extrapalatodel for short delays and
a constant extrapolation model for long delays is prefesedve propose a combined data
model policy which is called the Decaying Linear ExtrapolatDLE) model. The model
produces a linear estimate which decays to a constant viereaamaximum delay value,
dmax is reached. This model uses a concept of a forgetting fanttneé area of adaptive

filtering [43]. The model function of the DLE model is given by:

S =DLE(d, s, )

d .
st (s1—%2) -3 M2 0T for d < diyay (5.4)

A

Sthnax for d > dmax

The underlying idea of the model function is this: the slopéaeen the last two points

(s1 — ) is attenuated by a factor that increases linearly for eaditiadal period of delay

for delays up tadmnax Abovedmnax the model estimate no longer changes (until new data

arrives). The DLE model described here is designed for dexatly sampled data (with

sample sizd'), although a similar model for non-periodic data could lgds® constructed.
The value ofdnax is an adjustable parameter. For example, based on the pseNidé

results (see Figurg.1), the value oflaxshould be to set to the crossover point of the linear

and constant extrapolation models.
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Independent Delay Analysis
Hybrid Data Model Improvement

—0— Linear Extrap.
—A— (Constant Extrap.
— @ Decaying Linear Extrap.
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Figure 5.2. The decaying linear extrapolation model is bett er than the
error performance of the linear and constant extrapolation models.

Now we use the IDA method on the new model and compare itstsetsuthe previous
ones. Figuré&.2shows the IDA results for the constant extrapolation, lires@rapolation,
and decaying linear extrapolation models. The DLE modetigaly better than both of

the original models for delays less than 15 seconds, anccirnigparable to the constant

model thereafter.

In order to validate these results, abstract network sitimna were run with various
DLE models. The results are shown in Sect®.2 specifically Tables.1 Although the
MSE performance improvement is modest, the simulationltesigree with the insights

offered by the IDA and demonstrate the usefulness of thentqak in 1) evaluating and
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selecting from among existing data models and 2) offerirsggint into new models with
improved performance.

We have mentioned two combined models: the piecewise maoukttee DLE model.
In the example, the DLE model performed better than the piseemodel for this data
set, but that will not necessarily be the case for other detie 4f combining models in
a more sophisticated way results in higher error, then tis¢ théng to do is fall back to
the piecewise combined model. There are many other ways twwoe models could be
combined. For example, a combined model based on two morplegmmodels could use
weighted averages near the crossover point to create a Isriransition from one model
to the next #4]. We could evaluate other combined models, but the reswtdastill be
specific to this driving data application. Our purpose hstte idemonstrate the application
of our technique.

In any case, model selection is still a design problem. Cingcsppropriate models for
the original IDA evaluation requires a certain amount oighsinto the data and the models
themselves. Similar insight may be needed to go beyond #wewise combined model
and create an appropriate combined model. The importaatigdéhis: whatever models a
system designer can conceive of, the IDA analysis can betosgmmpare them and allow

the designer to choose the right models for a particulariegpin.

5.4 Summary

In this chapter, we describe Independent Delay Analysisethad for examining the per-
formance of data models for filter underflow policies. Thigimoel applies an input data set
to each model with a fixed delay and computes the mean squamedetween the input

and the estimates produced by the model. Although similarimciple to simulating a
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network with a fixed delay, this method can be executed withraerical analysis toolkit
such as Matlab45]. The method is fully described in Sectiénl

The results from the IDA are useful because they show theviimhaf a model on a
particular data set for a range of delays, independent ofnatyork characteristics. To
evaluate models for a particular application, we need onbk lat the area of the IDA
graphs where the delays correspond to the delays expectén oretwork being used, as
described in Sectiof.2

Section5.3 shows how insights from the IDA can be used to develop new inuale
cies. The Decayed Linear Extrapolation filter underflow @ois developed here, which is

among the policies compared in the simulations in Chajétersd?.
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Chapter 6

Abstract Network Simulation Results

To compare the performance of mechanisms in a general sgas@mnulate a system that
models the enterprise to embedded scenario using absétaetink models. The enterprise
network is modeled with a Poisson arrival process, and tHeedihed network is modeled
with a periodic service process. Various mechanisms ateded, and their performance
is compared by measuring the input-output error using thenrsgquared error metric. This
simulation setup is described in greater detail in Chapter

This chapter presents the results of the abstract netwalkaions. Policies for each
mechanism are examined, and the results for various mestharare compared to each
other. Many of the results presented below use box plots riasrize the results for a
particular metric for a single experiment. The statistis®g in a box plot are summarized
in Figure6.1L The results from a set of experiments are presented in d&esgrgph to

facilitate comparison of the results.

Summary of Boxplot Statistics

First Median Third
quartile v v v quartile
° |— —| °
* 4 'y [y 4 4 4

5th  10th 25th 50th 75th  90th  95th
percentiles

Figure 6.1. Summary of the Box Plot Diagram
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6.1 Queue Mechanism Results

This section describes the policies that are applied to gueechanisms in the abstract
network simulations and highlights some of the significasuits. We examine unbounded
gueues, bounded queues of varying lengths, and variouspbiiges for the bounded
queues.

Although experiments were performed on all four of the ingdata sets described in
Section3.3, only a selection of results are included in this chaptere fiésults from the

other data sets are qualitatively similar and are includefidpendixA.

6.1.1 Unbounded Queues

The experiments described here use an unbounded queuemsach&igure6.2 shows a
selection of time series data from a single trial of the expent. Part (a) shows the input
and output data streams and highlights the delay betweempl¢ and output. Part (b)
shows the size of the queue over time. The delay increasé® apieue length increases.
As might be expected, the delay is directly proportionah®dueue length, since the length
of the queue when a message arrives determines how longainsin the queue.

One goal is to see how long the queues can grow. Figuehows the distribution
of maximum queue lengths for this experiment. While the rmedif the distribution is
around 38, the maximum queue length observed is 125. Althénrgger queues are less
likely, there is no theoretical upper bound on the worseagseue length for an infinitely-
long data set.

These experiments show that transient queue lengths aagsdehn grow quite large,

even if the average rate of the data going in and out of theejigethe same. While this
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Experiment Trial Time Series Data
(unbounded queue, run #4851)
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Figure 6.2. Time series data from a single trial of a queue mec  hanism
experiment. Queue delay increases as the queue length incre ases.

result may be expected, it is important because it leadsdceiamination of bounded

gueues as a way to mitigate this delay.
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Distribution of Maximum Queue Lengths
(Infinite queue, 5000 trials)
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Figure 6.3. Distribution of maximum queue lengths observed during each
of 5,000 trials.

6.1.2 Comparison of Queue Length Policies

We now examine bounded queues, since a bounded queue shwalddunded delay. For
bounded queues, there are two parameters to consider: rith lef the queue and the
overflow policy. The underflow policy used is always the maxpolicy.

First, we examine the effect of queue length on delay and emthmber of dropped
messages. Figu&4 shows that the number of dropped messages decreases agtiee qu
length increases. For queues of length 50 or more, very fessages are dropped at all
because longer queues are less likely to overflow.

Figure6.5shows that the average delay increases as the queue se&sesr For queues
of length 40 or longer, the median value of the average dedgynis to level off, although
the upper bound on delay continues to grow. Just as longereguare less likely to over-

flow, they are also less likely to be full, which means that asug bounds become larger,
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Dropped Message Counts for Various Queue Lengths
(5000 trials, drop oldest overflow policy)
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Figure 6.4. Summary of the total number of dropped messages f rom each
trial for experiments with queues of various lengths.

the median delay is governed less by the length of the quedienare by the timing of the
arrival messages. Recall that each experiment uses thesstmkarrival sequences.

Based on the results in Figurégtand6.5, we observe that there is a trade-off between
the number of dropped messages and the average queue delay.

Now we examine the effect of queue length on the mean squared(®MSE). Recall
that the MSE metric produces a single value for each triahandxperiment. The box
plots in Figures$.6and6.7 compare the MSE for experiments run with bounded queues of
various lengths using the Drop Oldest overflow policy.

One might expect that reducing queue delay would also deetba MSE in the output.
Indeed, the results in Figufe6show that median MSE does go down slightly as the queue

length is reduced. However, we also observe that th@é&rcentile of the error actually

60



CHAPTER 6. ABSTRACT NETWORK SIMULATION RESULTS

Average Delay for Various Queue Lengths
(5000 trials, drop oldest overflow policy)

60 { o[ o
50 e [ e
401 oI e

301 e-[Ie

20 - 0}—[D—{o

10 { dfe

Queue Length

0 10 20 30 40 50
Average Delay (s)

Figure 6.5. Summary of the average queue delay for queues of v arious
lengths.

increases for short queues. Although the delay has beereddy reducing the queue
size, the shorter queues drop more messages, and thesediropgsages also contribute to
the MSE. By contrast, in Figur@ 7, the median error is actually greater for shorter queues.
These results in Figuré&s6 and6.7 were selected to show that the queue length parameter

has an inconsistent effect on the error. The complete geardtgiven in AppendiA.

6.1.3 Comparison of Queue Overflow Policies

Figure6.8 shows a comparison of experiments using a length 50 boungsakegvith vari-
ous overflow policies. The performance of the Drop NewesbpO®Dldest, and Drop Ran-

dom policies is almost the same because when an overflowtemndiccurs, each policy
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drops a single value. Although each policy selects a diffemeessage to drop, the number
of dropped messages, and thus the overall effect, is relatsmall. The only policy that
exhibits different behavior is the Drop All policy. The pemnmance of this policy is worse
because the flushing of the queue results in a large numbeoppdd messages. There
is a slight variation in the Drop Oldest policy’s median \&in Figure6.8, but no larger
variation is observed in all the other results from all théadsets. Similar graphs for the
remaining data sets can be found in Appenlix

The insight to be gained from these experiments is that@eitheue length nor overflow

policy can significantly improve the mean squared errorgrerince of the gateway.

6.2 Filter Mechanism Results

This section presents the abstract network evaluationlfer fnechanisms under various
model policies. We examine linear, quadratic, and cubicagaiation models as well as
the Decaying Linear Extrapolation (DLE) model. Resultgrirthe Piecewise Combined
model are omitted because they are outperformed by the DLdehno every case. These

model policies are described more fully in Sectibg.1

6.2.1 Comparison of Queue and Filter Mechansims

To compare the filter and queue mechanisms, we evaluate tbgm the mean squared
error metric. Figures.9 shows the mean squared error summary comparing the constant
extrapolation filter mechanism to queue mechanisms withreédifferent length policies.
The two bounded queues in the results use the Drop Oldedlawearolicy. Varying the
overflow policy does not significantly affect the results.thdlugh the 9% percentile of

the mean squared error is only slightly lower, the filter neagdm shows a bias toward
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Table 6.1. Median MSE for Various Filter Mechanisms

Mechanism | Beechwood Squirrel Hill | Monroeville | | Monroeville Il
Filter(Extrap, 0)| 119.82 116.35 15.82 22.70
Filter(Extrap, 1)] 219.96 271.35 21.89 35.43

Filter(DLE, 2) 106.39 109.46 12.49 12.49
Filter(DLE, 4) 105.27 109.21 12.39 12.39
Filter(DLE, 6) 107.45 113.90 13.59 13.59
Filter(DLE, 8) 114.02 121.35 15.97 15.97
Filter(DLE, 10) 123.96 132.68 19.51 19.51
Filter(DLE, 12) 138.04 145.55 24.38 24.38
Filter(DLE, 14) 154.09 163.88 30.20 30.20

lower mean square errors. One of the goals of this work is ¢éawghat application-aware
mechanisms can improve performance over generic mechanibhese results show that
the Constant Extrapolating filter mechanism has lower M&ia the various queue mech-

anisms.

6.2.2 Comparison of Filter Mechanisms

This section compares the performance of filter mechanisitisvarious underflow poli-
cies. Figure6.10and Table6.1 present the abstract network results for the Beechwood
data set. There are two important results here. First, the Dlechanisms show a modest
improvement in median MSE over the generic Constant Extaéipg Filter. Second, the
median MSE of the DLE mechanisms is better for thresholdowgght seconds, which

is consistent with the breakpoint shown in the IndependestaypAnalysis conducted in

Sectionb5.3.
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6.3 Summary

This chapter describes the results from simulating the-attstetwork models from Chap-
ter 3. Both queue and filter mechanisms are studied using variolisigs described in
Chapterd.

In Section6.1, we compare the performance of policies for queue mechansmd ob-
serve that changing the queue length policy does affectrtbe gerformance, but not in a
systematic way — shorter queues are better for some dataasetsonger queues for oth-
ers. However, the queue overflow policy — choosing which mgsss dropped when the
length is exceeded — has relatively little effect on perfante. The only overflow policy
that performs differently is the Drop All policy, and it isuelly worse than the others.

Queues (generic mechanisms) are compared to filters (appheaware mechanisms),
and we show that filter mechanisms not only improve the meeiear performance, but
also show a distribution with a markedly different charactEhese results are shown in
Section6.2.1

Finally, the performance of different filter underflow padis is evaluated in Section
6.2.2 In this evaluation, certain hybrid and extrapolating ufides policies have better
performance than the basic (constant-order) extrapglatiodel underflow policy. Further-
more, these improvements are consistent with the Indepemxday Analysis conducted
in Chapters.

These results show both (a) how policies for a single meshamause performance
to vary and (b) how application-aware mechanisms can peolbetter performance than
generic mechanisms. These results are consistent wittesiuéts from the traffic control

case study in Chaptét
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squared error.
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Chapter 7

Traffic Control Case Study

In order to evaluate the performance of various gateway ar@sms in the context of an
application, we present a case study of a traffic controliegbn. A central control node
issues guidance messages to cars on a road to help them théjustpeed so that they
arrive at the light when it is green. The goal of the applmais to reduce the number of
cars stopped at the light and to provide a smoother flow didraf

We adapt this application to the enterprise-to-embeddégivgy scenario by transmit-
ting the guidance information from the control node to easlhicle node over an enterprise
network (including a wireless network). Each vehicle corda gateway that connects the
enterprise network to the on-board real-time network. Tindance packet passes through
the gateway, is transmitted on the vehicle’s real-time netwand then reaches the vehicle
controller that adjusts the acceleration of the car torattae guidance speed.

For a case study, we adapt the simulation describe@]inwhich consists of a fixed
number of vehicles traveling around a ring road with a sis¢dlight. Cars are not allowed
to pass, and no cars enter or exit the road during the siroala@iars pass the light when it
is green, but stop when it is red. Although it is simple, tmgnoad scenario is commonly
used for evaluating vehicle dynami@&3]. In order to improve the flow of traffic, a central
node computes guidance recommendations to speed up or slew chrs so that they

will reach the stoplight when it is green. The objective istoooth out traffic flow and
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Note: figure f Guidance
not to scale Control

Figure 7.1. Overview of the simulation used in the case study

reduce the number of cars caught at the red light. The pHysi@ngement of nodes in the
simulator is shown in Figuré.1

The motion of the cars in the simulation is modeled usingutailautomata (CA), a
microsimulation approach to traffic modeling. Microsintida is preferred to macrosim-
ulation because it provides a way to model each vehicle irsyiseem individually so that
each car can receive and act on guidance provided by theatwaftfic controller.

The case study is useful because it demonstrates the imjpactam-real-time network

on the performance of a real-time system. The applicatiaginigple, but provides good
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application-level metrics (see Secti@®). It is also fairly straightforward to implement
the CA traffic simulation in the OPNEETModeler network simulation to observe the inter-
actions and network behaviors of the system.

The remainder of this chapter describes the simulation gordtion in greater detail. In
Section7.1, we describe the traffic control algorithm and vehicle medeim [8]. In Sec-
tion 7.2, we describe the metrics that are computed during the stionleuns. In Section
7.3, we describe the implementation of the application in OPRBodeler including the
design of various network nodes. In Sectibd, we describe the various parameters that
can be adjusted in the simulation, including parameteegeélto various wired and wire-
less network models. In Sectidhb, we discuss a selection of the traffic simulation results.

The complete results are listed in Appen8ix

7.1 Traffic Control Algorithm

The traffic control algorithm used for the case study is mii@d in B]. The details are
reproduced here, including slight changes made to adagl¢jogithm to the simulation

application.

7.1.1 Parameters and Variables

The following parameters are defined for the algorithm. Taeyfixed for any particular

simulation.
e N is the number of vehicles in the simulation.
e L is the length of the ring road in cells.

e | is the size of the vehicle in cells.
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p = N is the overall density of traffic in the simulation.

Do is the position (cell number) of the stoplight.

Vmax IS the maximum velocity (cells/tick) allowed for vehiclesthe simulation.

amaxIs the maximum positive acceleration (cells/tick/tickpaled for vehicles in the

simulation.

p is the probability of random deceleration in the CA model.

amaxis defined in §] asa, but is also implicitly assigned a value of 1 in the descoipti
of the CA model. In both our model and that 8],[the maximum negative acceleration is
effectively infinite because the vehicle models are comstthto avoid colliding with other
vehicles or passing a red light. It is consistent with reaHa vehicles in the sense that
maximum braking deceleration is typically much greatenthraximum acceleration.

The following variables are defined for the algorithm.
e tisthe current time.

X is the current position (cell number) of the rear of thevehicle. This value is

modified by the CA model during simulation.

v; is the current velocity (cells/s) of tH# vehicle. This value is modified by the CA

model during simulation.

viOI is the current desired velocity (cells/s) computed by thielguce algorithm and

transmitted to each vehicle.

di = x_1—X — I is the number of empty cells between the current vehicle bhad t

following vehicle.
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e i =Dg—Xx; — 1| is the number of cells to the stoplight. I8]]this value is assigned the
symbols, but we use; to avoid confusion with the symbg] used the description

of the filter underflow policy models in Chaptér

e Ny is the number of vehicles whew= 0.

7.1.2 Computing Velocity Guidance

The velocity guidance algorithm ir8] identifies the fastest velocity at which a car can
reach the light so that the light will be green when the caseas We use this algorithm
for the case study, with a slight modification. I8l,[vehicles receive a guidance update
once per circuit when they pass a fixed point. In this appboatthe algorithm is used
to compute guidance values on an ongoing basis and the gemelttransmitted to the
vehicles periodically. Although the presentation hereiffeent (for the sake of clarity),
the algorithm used here is equivalent to the one presentdj.in

First, the function describing the behavior of the stoptlighdefined as:

green if the light will be green at time t
lightstatét) = (7.2)

red otherwise

The function “arrival” is defined in Equatioi.2 It extrapolates the future motion of
each vehicle to predict the future time when the vehicle paks the light given its current

speed, the distance to the light, and a candidate value focityeguidancey.

+
dmax Wt

(7.2)

i Vi—Vi|  ri— |
arrlval(vi,ri,vt):(t_|_’I el T %+)

73



CHAPTER 7. TRAFFIC CONTROL CASE STUDY

The second term is the time it takes the vehicle to adjust fraimv;, and the third term is
the time it takes to reach the light at the new velogjtys; is the distance traveled during
the adjustment period, defined as:

(Vi + Vi) Vi — W]

Sa = 7.3
28max (7.3)

Using the functions defined in Equationd and7.2, the velocity guidance can be defined

as:

V= max(v € [1,2,...,Vmay) | lightstate(arrival(vi, i, %)) — green (7.4)

7.1.3 Cellular Automata Model

The cellular automata model described here is the same aséhpresented irB]. The
steps of the model are executed ten times per second. Thelsraréeexecuted using
parallel dynamics46]. That is, each step is executed for every CA model in the kitimun
before any model executes the following step.

The steps of the CA model are:

1. Accelerate: (attempt to reach guidance velocity)
MiN(Vi + amax VW) ifvi < W
Vi = 9 max(Vi — amax VW) ifvi >

v otherwise

\

2. Decelerate:(because of blocking by the car in front or the stoplight)

Vi —

min(v;, d;) iflightstate(tcurrent) = green

\
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3. Randomization:

With probability p, vi — min(v; — 1,0)

4. Movement:

Xi — (X +Vvi) modL

5. Guidance Update:
In this step, the stoplight node updates its guidance mddeluding the guidance
update in the CA model ensures that the guidance updatesoaftar the CA model
has advanced. Once the guidance update occurs, the nemgeliddues are passed

to the network (non-CA) portion of the simulation, as desedi in Sectiory.3.

7.2 Application Metrics

This section describes the metrics that are relevant ta#ffectapplication. These metrics
will be used to compare the performance of the gateway mesinan In B], two metrics
for measuring the performance of the traffic simulation agneéd: motionless ratio and

flow. We also define two additional metrics based on fuel congion models.

7.2.1 Motionless Ratio

The ratio of motionless vehicler;, is defined as the fraction of vehicles in the simulation
that are stopped at a given time:
No

ro - W (75)

whereN is the number of vehicles in the simulation, aNgl is the number of vehicles

whose velocity is zero.
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7.2.2 Flow

The second metric given i8] is traffic flow, g, which is defined as:

q:Ni;Vi:E. Vi (7.6)

whereN is the number of vehicles in the simulatignis the overall density of traffic in the
simulation,| the length of a vehicle in cell4, the length of the road in cells, amlis the

velocity (in cells/tick) of tha'" vehicle in the simulation.

7.2.3 Fuel Consumption

The discussion of results i8] suggests that the goal should be “stable flow,” although thi
term is not rigorously defined. It is reasonable to expectamtyj traffic control algorithm
to reduce variations in speed as much as possible. For ts®me we have selected an
additional metric: fuel consumption. The value of a fuel ®amption metric is that fuel
consumption models depend on both the velocity and actigleraf vehicles (while the
flow metric from B] depends only on velocity).

We have selected two fuel consumption metrics based on moéstribed in47] and
[48]. These models are chosen from the literature because theyidely cited, they are
validated with empirical results, they provide models thi@ compatible with the simula-
tion data, and they provide model parameters for an averegele. Although both are
based on instantaneous speed and acceleration, the ertatpd model in47] includes
more high-order terms and is based on direct measuremen¢loédnsumption, while the
aggregate model provided iag] is a simpler model with values based on measurement of

emission gases.
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7.2.3.1 Energy-based Model of Fuel Consumption

In [47], the authors provide an Energy-based Fuel Consumptio@)BEtodel based on an
analysis of the energy required to maintain engine operatdmove the vehicle forward,
and to overcome drag. The model is validated using a fuel fletento measure consump-
tion on two vehicles over a variety of driving scenarios, #meimodel has less than a 12%
mean error in all cases and less than a 6% mean error for cordrivimg scenarios.

The expression for instantaneous fuel consumption defigeldeomodel is given as:

fi = a (7.7)
a R <0

a+BRv+ | BRE|  R>0

whereR;, the total tractive force, is given by:

R = by + bov? +Ma/1000 (7.8)

In [47], Equations7.7 and 7.8 are given in terms o&¢, the effective acceleration due
to the vehicle acceleration and acceleration due to graWy have reduced this value to
a, the vehicle acceleration, since the simulation assumesad with 0% grade. For our
computations, we use the default parameter values givefi/jrahd reproduced in Table

7.1

7.2.3.2 Aggregate Fuel Consumption Model
A second fuel consumption metric is based 48| which describes the fuel consumption
characteristics of light duty vehicles and is designed && with traffic microsimulation. It

uses an estimator of vehicle power demand caligdcle specific powe(VSP) to develop
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Table 7.1. Default Parameters for Instantaneous Fuel Consu ~ mption Model
from [ 47]

Parameter Value | Description
a 0.444 | Idle fuel rate inmL/s
M 1200 | mass in kg
B1 0.090 | Energy efficiency irml/kJ
B2 0.030 | Energy-acceleration efficiency ‘ﬂrr':]—'zsz
by 0.333 | Drag force in kN, mainly related to rolling drag
b 0.0008| Drag force inn'f—’\'sz, mainly related to aerodynamic resistance

a piecewise linear model of instantaneous fuel consumgiatied normalized fuel rate
(NFR).

It uses empirical data to relate fuel consumption to velsplecific power, a measure of
power demand that is, in turn, based on the instantaneouosityelnd acceleration of a
vehicle. A formula for VSP, as described #d], is first presented in49]. The coefficients

in this equation represent results of empirical modelirgypical light duty vehicles.

VSP=v-(1.1-a+0.132) + 0.000302 \* (7.9)

To obtain a relationship between fuel consumption and &Patthors in48] drive a va-
riety of vehicles while recording vehicle emissions, imssameous speed, and instantaneous
acceleration. The emission measurement is used to contpaii@dtantaneous fuel rate
(in g/s). Instantaneous velocity and acceleration are tesedmpute VSP (using Equation
7.9). The fuel consumption results are normalized so that tmenalized fuel rate (NFR)

for each vehicle at zero velocity is 1. The NFR is a unitlessngity. Then the data are fit

78



CHAPTER 7. TRAFFIC CONTROL CASE STUDY

to a piecewise linear model given by:

Bs-VSP+1 VSP>=0
NFR= (7.10)

1 VSP<0

The parameteBs has no relation to the parameters of the Biggs modé&.dives a general-
purpose value 0.264 f@s. This value is derived from empirical data using three sagar

vehicles and is representative of the fuel consumptionacharistics of light duty vehicles.

7.3 Simulation Implementation

This section describes the implementation of the traffi¢rabalgorithm in OPNE® Mod-

eler.

7.3.1 OPNET Overview

This section provides a brief overview of the capabilitiéshee OPNE® simulation as
they are used in the case study.

The OPNE™® Modeler platform provides a discrete event simulator aleity a frame-
work for defining complex hierarchical models of system reodéprovides a rich library
of predefined models for wired and wireless communicati@atf@tims and the capability
to extend the models and define new ones.

The basic structure of an OPNETsimulation is a scenario that defines the location
of simulation objects in physical space and the wired comoation links that connect
them. Wireless links use global network objects to rout&kptcand model channel char-
acteristics. The fundamental activity underlying the retnsimulation is the creation and

processing of network packets as they flow between nodeg isytstem7].
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Objects in the simulation are organized hierarchicallyn@@ation scenarios are com-
posed of networks. Each network contains other networkis-(&ts) and node models.
Node models are roughly the granularity of individual plogsiobjects (e.g. a router or
switch). A node model has attributes that can be changedjtstats behavior. During
simulation, in addition to processing packets, it may alspnegate outputs in the form of
statistics (e.g. packet drop rate).

Node models consist of interconnected process models. Eadess is defined with
a state machine whose transitions can be triggered by uptistrnetwork packet arrivals,
or changes in external parameters. Process models can hdtielennputs and outputs
to route packets and other information to and from other ggses. Figur@.2 shows a
workstation node model that is included with the OPNETodels package. Each square
represents a process model that handles packets. In thislntbe processes represent
different layers in a wireless network stack, from the pbskiayer (wlan_port rx 0 0

and wlan_port_tx_0_0) to the protocol layer (TCP, UDP,.etc)

7.3.2 Customized OPNE™P Simulation Models

Here we describe the customizations made to the OFNEdde and process models to

implement the traffic simulation.

7.3.2.1 CA Executor Node Model

One important aspect of the simulation is integrating thevaek models with the CA traf-

fic models in the OPNEY discrete event simulation. The network simulation is a fine-
grained simulation of packet flows and processing, whileGRhetraffic model is updated
on a discrete basis. Connecting the execution of these twielsids accomplished using

the CA Executor node model, a custom model developed forake study.
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Figure 7.2. OPNET ® WLAN workstation model from[ 7] shows the various
layers of the network stack

The CA Executor node model contains a single process madeGA Executor process
model. This process module has three states: an init stat@jtsstate, and a state for
advancing the execution of CA models in the simulation. €rstates are shown in Figure

7.3
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e Init State: The init state is executed once at the beginning of the simoualaWhen
executed, the CA Executor identifies all node models thag laa@A process model
and obtains a reference to each one. These references Ako@A Executor to
communicate with each CA model and advance them in lock atggpat the appro-
priate times in the simulation. The firgpdate Interrupt is scheduled, then the CA

Executor transitions to thé/ait state.

e Wait State: The CA remains idle in this state between execution inteéstuf he
arrival of anUpdate Interrupt causes the CA Executor to advance to Auivance

CA state.

e Advance CA State: In this state, all the CA process models throughout the simu-
lation are advanced through a complete sequence of CA stdmsorder in which
the models are executed is arbitrary, but the models araiem lock step. That
is, the first step is executed for all models, then the secteqfer all models, and
so forth. This process continues until all the CA steps irttedl models have been
completed. Finally, the CA Executor schedules a kgwlate Interrupt for the next

update period. Then the state machine transitions baclet/it state.

The Update Interrupt transition is triggered by an updaaettine CA Executor schedules
in the OPNE™P simulation schedule. This interrupt occurs at a pre-ddatedhfuture time
in the simulation execution.

In between discrete CA executions, the network models e&emtcording to their de-
signed behavior, routing packets through channels angpsanodels. Whenever a packet
will affect a CA model (for example, when a guidance packét @giuse a vehicle node to

update its desired velocity), the packet data is storedtlamCA model acts on it during
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Figure 7.3. Cellular Automata Executor Process Model State  chart
its next execution. In this way, the discrete CA models amddbntinuous-time network

models can be simulated simultaneously.

7.3.2.2 Stoplight Node Model

The basic workstation model (Figui®2) is augmented with several additional process
models to create a stoplight node (see Figufs. We have added a CA process model
that models the state of the light and synchronizes the h@haf/the light with the CA
traffic model. We also have added the internet delay procesiehto model the delays of
a network or networks between the CA and the wireless nodwllizi we have added the
udp_tx process model to create properly addressed UDP fgacke

The basic flow of information in the stoplight node model is:

1. The CA Executor causes the Stoplight CA model to executgtwncludes updating
the light state (red or green) and performing new guidaneepedations for each

vehicle node.

2. The Stoplight CA process emits packets with updated geielaalues for the vehicle

node models (one packet per vehicle node model). At thistpthie discrete CA
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Sequence # | Car Index |Desired Velocity (in cells/tick) [ Creation Timestamp
(32-bit uint) | (16-bit uint) (8-bit uint) (64-bit floating point)

Figure 7.4. Guidance packet format for the traffic control ap plication.

execution portion of the simulation is over, and the packaterses the networks

according to the network models.

3. The internet delay process model queues guidance paaketsding to its delay
model. When the delay model indicates the packet should Ineedhs, it is emitted
to the udp_tx process. The delay models are described im86cB.2.4 When no

delay model is used, this process delivers packets instaotgsly.

4. The udp_tx process model wraps the guidance packet in apdbiet with the cor-

rect address and injects the UDP packet into the UDP layéreofvbrkstation model.

5. From this point on, the default OPNETmodel handles the packet like any other

UDP packet, routing it to the destination node specified leyifhaddress.

The Stoplight CA model executes state updates in CA step diter(the four steps of
the vehicle CA are complete) to ensure that the vehiclesaatad in their new positions
before new guidance values are computed. Providing a dep@rastep for the stoplight
model also ensures that the light state will not change imrtidelle of CA steps one through
four, which could cause inconsistent behavior in the veh@A models.

The packet format used for guidance packets is given in Eig4t The sequence num-
ber is incremented for each round of guidance packets. Téaion timestamp is a simu-

lation timestamp that is used to measure end-to-end delay.

7.3.2.3 Vehicle Node Model
The vehicle node model is also based on the basic OPNEdrkstation model. The node

model is shown in Figuré.6. We have added:
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e the udp_rx process model to process UDP velocity guidanckepsfrom the stop-

light node.

e the gateway node to model the gateway mechanism. The meamand its parame-

ters are configurable on a per-simulation basis.

¢ the embedded servicer to model the embedded network andstgoackets from the

gateway.

e the CA model to control the movement and dynamics of the Welnicdes according

to the CA model from§].
e the bg_sender to model additional traffic. This model is deed in Sectiorv.3.2.5
The basic flow of information in the node model is:

1. A wireless packet containing velocity guidance inforioatarrives at the vehicle

node.

2. The protocol stack provided by the basic workstation nm@eesses the packet to

the UDP protocol layer.

3. The existing udp process model has been modified to dnadfictcontrol packets to

the udp_rx process model.

4. The udp_rx process model strips off the UDP packet anddfatsva guidance control

packet to the gateway process model.

5. The gateway process model can be configured to use any géitbwway mechanisms

described in Chaptet.
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6. The periodic servicer process model emulates the maalttiehavior of the embedded

vehicle network by periodically requesting a packet from glateway.

7. The packet requested by the servicer process is deliverthe@ vehicle CA process
model. The CA process model uses the updated desired \xeqqé:)tvalue from the

control packet on the next update of the vehicle CA model.

8. The CA Executor advances the vehicle CA model (see Se€tib3 for details).
The timing of guidance packet arrival is asynchronous wagpect to the CA model
update timing. The vehicle CA process model updates theigdlysosition of the
vehicle in the simulation during the Movement step of the CAdel (see Section

7.1.3.

A bit-level CAN bus simulation was originally implementeadplace of theperiodic ser-
vicer process, but due to the real-time behavior of the CAN budntipact on the outcome
of the simulations was negligible (when compared to theydeilathe wireless networks),
and the CAN bus simulation significantly reduced the ovesadled of the simulation. Iden-
tical results can be obtained using the simplified model @p#riodic servicerwith much

better overall simulation performance.

7.3.2.4 Internet Delay Model

One network element that is important to these simulatisrslink that represents the de-
lay characteristics of an Internet connection link. Thisdelds inserted between the guid-
ance packet computer and the wireless transmitter at tipéghiothat sends the guidance
packets to the vehicles, as shown in FigargQ [50] describes several reasons why model-
ing the Internet is difficult: the large size of the systeng éimgoing growth and change in
the system, and the heterogeneity of topologies and pristo¥dhile the OPNE® Mod-

eler is well-suited to implementing a candidate networkfignmation and analyzing its
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Figure 7.5. Stoplight Node Model — OPNET ® WLAN workstation model
modified to allow the CA stoplight model to interact with the n etwork

behavior, developing a simulated network to represenisitdlle Internet traffic behavior
would involve deploying many nodes and network links, camnfigg them all, and then

validating that configuration. The large number of configgoraparameters would make it
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Figure 7.6. Vehicle Node Model — OPNET ® WLAN workstation model
modified to allow the CA vehicle model to interact with the net work

difficult to determine which parameters should be adjustedaty network behavior and
observe the effect on the gateway performance. These $aaje-simulations would also

be extremely time-consuming to execute.
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Figure 7.7. Internet Link Model from [ 51] models the delay behavior of
periodic packets sent over the Internet.

Rather than try to implement a large-scale Internet model have implemented the
simple model for Internet round trip time (RTT) described5d]. There, the authors show
that the RTT of periodically dispatched UDP packets is aams¢d by the bandwidth and
utilization of the slowest link. The author describes a mekMink model that consists
of a fixed delay component plus a single service queue useatizinthe variable delay
component. A variable amount of traffic (representing ime¢traffic) is injected into the
gueue between probe packet arrivals. This simple model lisswiged to this case study
because the stoplight uses periodically-dispatched URRgts to communicate velocity

guidance to the vehicle nodes. The model (shown in Figufehas three parameters:
e D s the fixed packet delay in s.
e L1 is the processing rate of the queue, in bits/s.

e Bis arandom process that determines the amount of netwdiik irgected between

arriving probe packets.

In [51], the author uses this model to accurately describe the Rahg\aor of probe
packets transmitted over the Internet. One important feahat it captures is called probe
compression (similar to ACK compressid®]) where groups of probe packets arrive close
together.

This model is useful for modeling link behavior in the traffienulation. First, it is a

model for delivery of periodically-transmitted packets$yioh correspond to the periodically-

89



CHAPTER 7. TRAFFIC CONTROL CASE STUDY

transmitted guidance packets in the simulation. Secordiibdel captures the compres-
sion effects of Internet traversal.

[5]] also presents a method of analyzing RTT with phase diagrdims phase diagram
plots RTT(n+1) vs. RTT(n) (the round trip time of succesgpackets). This diagram
illustrates the effects of queue blocking time and viswaithe probe compression phe-
nomenon. Figurd.8shows two phase plots for the Internet link model (as impleex
in OPNET® Modeler) with two different queue processing rates,The queue processing
rate roughly corresponds to the bandwidth of the bottletie&k In keeping with p1], &y
is the transmission period for the guidance messages? the packet size.

In Figure7.8(a) the points clustered around the liR& T(n+1) = RTT(n) + P/ + &«
represent control packets that build up in the queue witle Iszandwidth between them.
This is the packet compression effect described).[Figure 7.8(b) shows that the com-
pression disappears when the queue processing rate iased.eThese results are consis-

tent with the measured results presentedij.|

7.3.2.5 Background Traffic Model
The bg_sender process model is added to the vehicle nodd toquevide a method of
injecting background traffic into the simulation.

Each vehicle’s node model contains a background sendeegsanodel to provide addi-
tional traffic on the wireless network that competes withgh&lance packets for available
bandwidth. This process model is used in the Wireless CaiogeScenario described in
Section7.5.3 Each background sender generates packets of a fixed sizeatet deter-
mined by a Poisson random process. Each packet is addresaadther vehicle on the
wireless network. The destination vehicle is chosen atoanfbr each packet. The mean

rate and the size of the packets generated can be configuoedthsimulation parameters.
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For simulations where the background sender is not usedntitkel can be disabled. In

this case, the model does not interact with the simulation.

7.4 Simulation Configurations

This section describes the different simulation configaret that are studied in the traffic

control experiments. The goal of these simulations is toamathe performance of differ-

ent mechanisms in each scenario and to select scenariogginasent realistic operating

conditions.

To evaluate the traffic control system, we examine seveff@rdnt configurations of the

enterprise network. Each scenario is described in greatail h Section/.5. The various

configurable parameters for the simulation configurati@nedso discussed.
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7.4.1 Simulation Constants

This section describes parameters that are not varied sirtihdations. They are described
to assist others in reproducing this work. The OPNEA~orkstation models have many
options, most of which are not relevant to our experimentsy Aption not described
here or in the following section was left at the default vallibe defaults are the defaults
for OPNET® Modeler version 16.0 A PL6, with the version of the modeldityr dated
September 28, 2010.

e Wireless Link speed: the vehicles communicate using 802.11g wireless protpcols
which supports raw bitrates of 1, 2, 5, and 11 Mbps. All expents use the lowest
speed, 1 Mbps, since this reflects the most likely use of thelegs protocol in an

outdoor environment.
e Wireless Link Power: the transmitter is configured at the default value of 0.005.

e Routing Protocol: all experiments use the Ad hoc On-Demand Distance Vector
(AODV) routing protocol. Of the routing protocols implented in OPNE® mod-
eler, this one is the most fully featured. It is the only onatthupports integrated
routing with wired Ethernet networks. The wireless portadrthe simulation was
tested with other routing protocols, but the impact on thertarrival time of the

guidance packets was negligible.
e CA resolution: the CA model is updated at a frequency of ten ticks/s.

e Road Length: the length of the ring roat is 30,000 cells or 750 m, which results

in each cell being 0.025 m in length.

e \ehicle Model Parameters: the vehicles in the simulation are all the same slize,

They are 120 cells (3 meters) in length.
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— Maximum velocity: the vehicle models have a maximum velooitysx of 60

cells/tick (15 m/s).

— Maximum acceleration: the vehicles’ models have a maximum acceleration

amax Of 1 cell/tick/tick (2.5 m/s/s).

— Maximum deceleration: the maximum deceleration is effectively infinite, which
Is a model constraint, as the cars will always slow down tacapassing or in-
tersecting with the car in front of them. The maximum decdlen, when the
path of the car is not obstructed (e.g. because guidance aonsra reduced

speed), is the same magnitude as that of the maximum adoehera
— Probability of random deceleration: the probability of random deceleration

pis 0.

o Stoplight Parameters: the stoplight is configured to have alternating green and red

periods of 30 seconds.

e Simulation Length: each simulation run is 60 (simulated) minutes long.

7.4.2 Simulation Parameters

The purpose of the case study is to vary different aspectseosimulation and evaluate
the performance of different gateway mechanisms in thegdittons. This section de-
scribes the parameters that are varied to study the perfmenaf mechanisms in different

conditions.

7.4.2.1 Random Seed
The Random Seeds an OPNE™P parameter that affects the random behavior of the sim-

ulator for aspects of the simulation that are governed byaandistributions, including

93



CHAPTER 7. TRAFFIC CONTROL CASE STUDY

aspects of the implementation of the network models praviole OPNE™® as well as
items specific to this case study, such as the random seledftipacket drops for queues
using the Drop Random policy. Multiple executions of the saunenario with different

random seeds are used to increase confidence in the results.

7.4.2.2 Car Count
TheCar Count is the parameteX in the CA model discussed in Secti@rl.3 The greater
the number of vehicles on the road, the greater the load ondtveork. Also, the road is

more congested, resulting in lower overall flow rates.

7.4.2.3 Enterprise Network Configuration

In the Local MANET Guidance scenario, the controller computing velocity guidance re-
sides at the stoplight node and transmits guidance padaketshicle nodes via a Mobile
Ad-hoc Network (MANET). In theCentral MANET Guidance scenario, the controller
computing velocity guidance resides at a remote node taasmnits guidance packets to
the stoplight node, which then transmits them to vehicleasoda a MANET.

In the Local MANET Guidance scenario, the stoplight noddipi@ates in an ad-hoc
network with the vehicle nodes. Communication occurs viaEB02.11 wireless protocols
with the AODV routing protocol. Guidance computations aoael locally at the stoplight
and distributed to the nodes over the wireless network. Bteark architecture is shown
in Figure7.9. Guidance information is computed locally in the stopligbbde and then
propagated to the vehicle nodes over the MANET.

In the Central MANET Guidance configuration, the stopligbtla participates with the
vehicle nodes in the same wireless network as the Local MABHIOance configuration,
but also communicates with a central server that perforragytidance calculation and

returns the results to the stoplight node to distribute oati-hoc wireless network. This
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Figure 7.9. Network Architecture for Local MANET Guidance

configuration reflects the economics of deploying a trafficticd system over a wide area.
Rather than distribute high-cost, intelligent nodes interg stoplight, a central coordinat-
ing server performs the guidance calculations, and thdigtamodes are simply used for
local communication. This configuration provides sevetheoadvantages as well. Cen-
tral servers are easier to manage, update, and replicateg tntral servers also provides
the potential for non-local coordination, such as coor@iddiming between multiple in-
tersections or adjusting guidance due to perturbing ewsral as accidents. The network
architecture for the Central MANET Guidance configuratisrsihown in FigureZ.10 It

is similar to the Local MANET Guidance configuration, exctyt an additional network
round trip is required to bring the guidance informatiomfrthe central controller to the

stoplight wireless model.
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Figure 7.10. Network Architecture for Central MANET Guidan  ce
In the Central MANET Guidance configuration, there are twditohal parameters re-
lated to the model of the wired link fronbl]. This model is described fully in Section
7.3.2.4 It has three parameters: processing fatelelayD, and Internet bitrat®. In our
simulations, the processing rates fixed at 138 kbps and the deldyis fixed at 0.1s (the

values given in%$1]). The Internet bitraté is allowed to vary.

7.4.2.4 Packet Reception Threshold
ThePacket Reception Thresholds a parameter of the wireless models provided by OPRET
Raising the threshold increases the signal strength mdjdior the simulator to deem a
packet received by a particular node, effectively addingendo the system. A special
simulation with two wireless nodes is conducted to dematestihe effect of varying this
parameter on the reception distance. The results are smokigure7.11

Since the diameter of the ring road is 238.7 meters, a Padeddion Threshold value

of -85 dB (maximum reception distance of 393.5 meters) alanwy node to communicate
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Figure 7.11. Reception Distance vs. Packet Reception Thres  hold
with any other node. As the threshold decreases, the recegistance decreases. The
lowest feasible value of the threshold is -50 dB. Below -5Q tt# maximum reception
distance is less than the minimum spacing of the vehicleshesosehicles cannot even

communicate with a neighbor that is immediately adjacent.

7.4.2.5 Guidance Update Frequency

TheGuidance Update Frequencythe frequency at which guidance updates are generated,
can be modified with a model parameter. Whenever enough tiapses to send a new
guidance update, the CA guidance model generates a guigacket for each car. Since
the transmission of packets occurs in Step 5 of the CA moddion, packets are always
gueued for sending immediately after the CA update occuise dnbedded system is
always configured to handle guidance messages at the sankatthey are sent from the

server.
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7.4.2.6 Background Traffic Model

The background traffic model sends additional message®batthie wireless vehicle nodes
in the simulation. This model is described in Secti8.2.5 The vehicle nodes include a
process model which sends additional background packeereTare two parameters that
control this modelBackground Mean Send Ratds the mean rate for the Poisson process
that sends background traffic, and B&ckground Packet Sizeparameter determines the

size (in bytes) of the packets sent.

7.4.3 Mechanisms and Policies

The simulations are run using the following mechanisms aidips:

e Queue Mechanisms:The simulations include runs with queue length policies,of 1
10, 20, and 50. For bounded queues, we use the Drop Oldeskoveolicy. For

underflow policy, we use the mailbox policy.

e Filter Mechanisms: The simulations include runs with filters using the follogin
underflow policies: Constant Extrapolation, Linear Extiapion, and Decaying Lin-
ear Extrapolation. The Decaying Linear Extrapolation @ols used with threshold

parameters of 4 and 8 seconds.

7.5 Simulation Experiments

This section describes the experiments that are run use@®PNET simulations de-
scribed above. The results are broken down by scenario. &&tobf experiments is de-

scribed, and the parameters which are varied during theriexgets are given.
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Table 7.2. Experiments for the Internet Link Congestion Sce nario

Packet | Bgnd. Mean
Guidance RX Mean | Bgnd. | Internet Number

Update Power Send | Packet| Bit Car of

Period | Threshold| Period| Size Rate | Count| Experiments
10 -85 n/a n/a 13800 15 100
10 -85 n/a n/a 27600 15 100
10 -85 n/a n/a 69000 15 100
10 -85 n/a n/a | 110400 15 100
10 -85 n/a n/a 13800 30 100
10 -85 n/a n/a 27600 30 100
10 -85 n/a n/a 69000 30 100
10 -85 n/a n/a | 110400| 30 100

7.5.1 Internet Link Congestion Scenario

These experiments compare the performance of mechanisitms ©@entral MANET guid-

ance network configuration while varying the parametersefloternet link model. This

scenario simulates real-world interference from othdfitraources affecting the link be-

tween the guidance computer and the wireless transmittee atoplight. Tabl&.2 shows

the parameters varied in this experiment.

7.5.2 Noisy Wireless Network Scenario

These experiments study the Local MANET Guidance netwonitigaration while varying

the receiver power threshold. This scenario models thetedfieinterference in the local

wireless network. The values of the receiver power thresktldied are shown in Table

7.3
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Table 7.3. Experiments for the Noisy Wireless Network Scena  rio
Packet | Bgnd. Mean
Guidance RX Mean | Bgnd. | Internet Number
Update Power Send | Packet| Bit Car of
Period | Threshold| Period| Size Rate | Count| Experiments
10 -85 n/a n/a n/a 15 100
10 -75 n/a n/a n/a 15 100
10 -65 n/a n/a n/a 15 100
10 -55 n/a n/a n/a 15 100
10 -85 n/a n/a n/a 30 100
10 -75 n/a n/a n/a 30 100
10 -65 n/a n/a n/a 30 100
10 -55 n/a n/a n/a 30 100
Table 7.4. Experiments for the Background Wireless Traffic S cenario
Packet | Bgnd. Mean
Guidance RX Mean | Bgnd. | Internet Number
Update Power Send | Packet| Bit Car of
Period | Threshold| Period| Size Rate | Count| Experiments
10 -85 0.01 | 1024 n/a 15 30
10 -85 0.10 | 1024 n/a 15 30
10 -85 0.01 | 4096 n/a 15 30
10 -85 0.10 | 4096 n/a 15 30
10 -85 0.01 | 1024 n/a 30 10
10 -85 0.10 | 1024 n/a 30 10
10 -85 0.01 | 4096 n/a 30 10
10 -85 0.10 | 4096 n/a 30 10

7.5.3 Background Wireless Traffic Congestion Scenario

These experiments vary the background traffic load durirgsimulation in the Local
MANET Guidance network configuration. The mechanism foedting traffic into the
simulation is described in Sectioh3.2.5 These experiments model traffic between the
vehicle nodes that compete for bandwidth with the guidarackets from the stoplight.

The values tested for packet size and mean send rate are shdalle7.4.

100



CHAPTER 7. TRAFFIC CONTROL CASE STUDY

Table 7.5. Experiments for the Slow Update Frequency Scenar  io

Packet | Bgnd. Mean
Guidance RX Mean | Bgnd. | Internet Number

Update Power Send | Packet| Bit Car of

Period | Threshold| Period| Size Rate | Count| Experiments
20 -85 n/a n/a n/a 15 100
50 -85 n/a n/a n/a 15 100
100 -85 n/a n/a n/a 15 100
200 -85 n/a n/a n/a 15 100
500 -85 n/a n/a n/a 15 100
20 -85 n/a n/a n/a 30 100
50 -85 n/a n/a n/a 30 100
100 -85 n/a n/a n/a 30 100
200 -85 n/a n/a n/a 30 100
500 -85 n/a n/a n/a 30 100

7.5.4 Slow Update Frequency Scenario

Rather than modify a parameter of the environment or networtulation, these experi-
ments modify the frequency at which the guidance compuserels updates to the vehicle
nodes. This scenario evaluates mechanisms in situatioasevdtiower guidance updates
may be chosen (for example, because of constrained bargwithe update frequencies

tested are shown in Tableb.

7.6 Simulation Results

This section discusses a selection of results from thedrsiffnulations. Results are com-
puted by taking the mean of each metric over all the simulatios for a particular scenario
and gateway mechanism so the only parameter that varies iatkdom seed. The first 120
seconds of each simulation run are excluded from the resttis warm-up time allows

the vehicles to get up to speed, since the simulation begthsall the cars stopped at the

light. In 99% of the simulations, all of the vehicles have lnegnoving after 120s. In
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addition to results for each metric, a 95% confidence intasvabtained using bootstrap
analysis 3.

A selection of results is discussed below. The completdtsefar these experiments are
given in AppendixB.

The first result to consider is from the Internet Link CongesiScenario, with an In-
ternet Mean Bit Rate of 13.8 kbps and 30 vehicles in the sitimma The results for each
mechanism and metric are shown in Tablé and graphed in Figuré.12 These results
show that the performance of the flow and motionless ratiaiosets the same (within
the 95% confidence interval). The mean inter-arrival timgadtkets at the gateway for
this experiment is 1.017 seconds. In this case, the netwddst enough that little timing
mitigation is needed, so the queue mechanisms do bettendetizey avoid the estimation
errors that occur in the application-aware data modelsnBEveugh the flow and motion-
less ratio are essentially unaffected by the choice of nr@shg choosing one of the queue
mechanisms or the constant-order extrapolation filterss@wl1 L of fuel over the course
of a one-hour simulation with 30 vehicles.

The next result to consider is from the Background Traffic g&stion Scenario, with a
packet size of 1024 bytes, a mean period of 0.1 seconds, anehi@es in the simulation.
The results for each mechanism and metric are shown in Tablend graphed in Figure
7.13 Although the flows are similar for all mechanisms, the ma#ss ratio is reduced by
a factor of 10 when the Decaying Linear Extrapolation is udéate that the Energy-based
Fuel Consumption and the Normalized Fuel Rate metrics theafgpr the two DLE filters
— the EFC is lower for the Filter(DLE,8), and the NFR is lower the Filter(DLE, 4). In
this case, the fuel consumption metrics do not identify glsifbest” mechanism.

The results from the Internet Link Congestion Scenario &itinternet Mean Bit Rate

of 13.8 kbps and 15 vehicles in the simulation show a simi¢étgon. The results for each
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Figure 7.12. Mean Results for Internet Link Congestion Scen ario with
Mean Internet Bit Rate=13800 bps; Car Count=30

mechanism and metric are shown in TalBl8 and graphed in Figur@.14 The flow is

slightly better for the filter mechanisms (vs. the queue raa@ms). In this case, the two
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Table 7.6. Mean Results for Internet Link Congestion Scenar o with Mean
Internet Bit Rate=13800 bps; Car Count=30
Motionless
Flow Ratio EFC NFR
Mechanism (cellsttick) (unitless) (mL/s) (unitless)
Queue(1, DropOldest) 9.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04
Queue(10, DropOldest) 9.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04
Queue(20, DropOldest) 9.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04
Queue(50, DropOldest) 9.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04
Filter(Extrap,0) 9.987 0.00000 1.0790 1.8045
+1.5e-03 +1.1e-04 +3.9e-04 +6.6e-04
-1.5e-03 -0.0e+00 -3.8e-04 -6.5e-04
Filter(Extrap,1) 9.987 0.00000 1.0836 1.8143
+1.5e-03 +1.1e-04 +3.9e-04 +6.5e-04
-1.5e-03 -0.0e+00 -4.0e-04 -7.1e-04
Filter(DLE,4) 9.987 0.00000 1.0842 1.8156
+1.5e-03 +1.1e-04 +3.8e-04 +6.4e-04
-1.5e-03 -0.0e+00 -4.1e-04 -6.9e-04
Filter(DLE,8) 9.987 0.00000 1.0852 1.8175
+1.5e-03 +1.1e-04 +3.8e-04 +6.3e-04
-1.5e-03 -0.0e+00 -4.0e-04 -7.1e-04

fuel consumption metrics agree, but the fuel consumtpisnlte among the filter mecha-
nisms are similar enough (within the 95% confidence int¢medt the fuel consumption
cannot be used to distinguish between them.

The next result is shown in Figuié15and Table7.9. It is a result from the Wireless
Traffic Congestion Scenario. In this experiment, backgdowaffic with a packet size of
4096 bytes is produced by a Poisson process with a meanaimtest period of 0.01 sec-

onds. There are 15 cars in the experiment. Based on the florcr{tagher is better) and
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Table 7.7. Mean Results for Background Wireless Traffic Scen

ario with

Bgnd. Packet Size=1024 bytes; Bgnd. Mean Send Period=0.10 s ; Car
Count=15
Motionless
Flow Ratio EFC NFR
Mechanism (cellsftick) (unitless) (mL/s) (unitless)
Queue(1, DropOldest) 4.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(10, DropOldest) 4.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(20, DropOldest) 4.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(50, DropOldest) 4.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Filter(Extrap,0) 4.998 0.00344 1.1585 2.0261
+4.8e-03 +2.6e-04 +1.1e-03 +2.0e-03
-5.1e-03 -2.5e-04 -1.2e-03 -2.2e-03
Filter(Extrap,1) 4.993 0.01535 1.3445 2.4249
+6.6e-03 +6.1e-04 +1.6e-03 +3.0e-03
-6.3e-03 -5.8e-04 -1.6e-03 -3.0e-03
Filter(DLE,4) 4.997 0.00023 1.3874 2.4274
+4.5e-03 +2.0e-04 +1.7e-03 +2.9e-03
-4.3e-03 -1.8e-04 -1.7e-03 -3.0e-03
Filter(DLE,8) 4.996 0.00020 1.3733 2.4441
+6.1e-03 +2.1e-04 +1.5e-03 +2.7e-03
-5.6e-03 -1.9e-04 -1.5e-03 -2.8e-03

the motionless ratio metric (lower is better), the constader extrapolating filter unam-
biguously outperforms the other mechanisms. However, dmstant-order extrapolating
filter is worstamong the mechanisms when it comes to either of the fuel copison met-
rics. The reason is that more fuel is consumed while driviragntwhile idling. In the next
best result (any of the queue mechanism simulations), theles spend twice as much

time at rest as they do in the simulations using the constadgr extrapolation filter.
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Table 7.8. Mean Results for Internet Link Congestion Scenar o with Mean
Internet Bit Rate=13800 bps; Car Count=15
Motionless
Flow Ratio EFC NFR
Mechanism (cellsttick) (unitless) (mL/s) (unitless)
Queue(1, DropOldest) 4.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04 -0.0e+00 -5.6e-04 -9.4e-04
Queue(10, DropOldest) 4.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04 -0.0e+00 -5.6e-04 -9.4e-04
Queue(20, DropOldest) 4.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04 -0.0e+00 -5.6e-04 -9.4e-04
Queue(50, DropOldest) 4.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04 -0.0e+00 -5.6e-04 -9.4e-04
Filter(Extrap,0) 4.999 0.00000 1.0814 1.8075
+6.1e-04 +1.0e-04 +5.8e-04 +9.3e-04
-6.6e-04 -0.0e+00 -5.3e-04 -9.1e-04
Filter(Extrap,1) 4.999 0.00000 1.0820 1.8087
+6.2e-04 +1.0e-04 +5.5e-04 +9.3e-04
-6.8e-04 -0.0e+00 -5.3e-04 -9.0e-04
Filter(DLE,4) 4.999 0.00000 1.0820 1.8087
+6.1e-04 +1.0e-04 +5.5e-04 +9.2e-04
-6.8e-04 -0.0e+00 -5.3e-04 -9.0e-04
Filter(DLE,8) 4.999 0.00000 1.0820 1.8087
+6.3e-04 +1.0e-04 +5.6e-04 +9.1e-04
-6.8e-04 -0.0e+00 -5.5e-04 -9.4e-04

These selected results give a few important insights int imetrics should be used to
compare mechanism performance. In Chaptaeve extend these ideas further by develop-

ing selection criteria based on the simulation results.

7.7 Summary

In this chapter, we use a case study to evaluate gateway mesofsand policies and show

that application-aware mechanisms can improve perforeana realistic application.
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Table 7.9. Mean Results for Background Wireless Traffic Scen

ario with

Bgnd. Packet Size=4096 bytes; Bgnd. Mean Send Period=0.01 s ; Car
Count=15
Motionless
Flow Ratio EFC NFR
Mechanism (cellsftick) (unitless) (mL/s) (unitless)
Queue(l, DropOldest) 4.792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(10, DropOldest) 4.792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(20, DropOldest) 4.792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(50, DropOldest) 4.792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Filter(Extrap,0) 4.951 0.00939 1.0708 1.8857
+5.4e-03 +5.2e-04 +9.6e-04 +2.0e-03
-6.4e-03 -4.9e-04 -8.6e-04 -1.9e-03
Filter(Extrap,1) 3.159 0.31272 0.8986 1.7319
+1.3e-02 +2.4e-03 +9.2e-04 +2.1e-03
-1.4e-02 -2.4e-03 -1.0e-03 -2.3e-03
Filter(DLE,4) 3.784 0.19567 0.9544 1.7410
+1.2e-02 +2.0e-03 +9.2e-04 +1.8e-03
-1.2e-02 -1.8e-03 -8.9e-04 -1.8e-03
Filter(DLE,8) 2.883 0.35190 0.8506 1.6450
+1.3e-02 +2.7e-03 +9.2e-04 +2.1e-03
-1.4e-02 -2.7e-03 -8.9e-04 -1.6e-03

The case study is a traffic control application described]n The application uses a
guidance algorithm to control the speed of vehicles tragediround a ring road so that they
arrive at a single stoplight when it is green. This algoritisrfully described in Sectioi.1

One reason that the case study results are useful is thatueeppplication-specific
metrics (rather than the error metrics used in the abstrtetark simulations). Section

7.2 describes four metrics. Flow and motionless ratio are fromdriginal application
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description 8]. Two more fuel efficiency metrics from the literatu4/] 48] are also used.
Section7.2describes the metrics in greater detail.

In order to use the guidance application and simulate thawbehof wired and wireless
networks, the application is implemented in the OPBModeler simulation environment.
The implementation combines the network simulation mogedsided by OPNE® with
the cellular automata models of vehicle flow. Sectfo®describes the details of the imple-
mentation.

Section7.5describes the four different simulation scenarios thauaesl. Each config-
uration represents a realistic scenario where disturlsaincie enterprise network might
affect the arrival of information at the gateway. One scenacludes an internet link that
acts as a bottleneck for guidance packets. The second gcemadels a noisy wireless
environment. The third scenario contains background ¢raiffat competes for network
resources. The fourth scenario varies the update frequaribg application.

In these scenarios, the performance of generic (queue) aplccaion-aware (filter)
mechanisms are compared using several different configarpblicies for each mecha-
nism. These results show that, in some cases, the perfoenaditive all the mechanisms is
essentially the same. However, in a majority of the casesfilter mechanisms offer im-
provement over the queue mechanisms. A selection of thealgés presented in Section

7.6, and the full results are reproduced in AppenBix
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Figure 7.13. Mean Results for Background Wireless Traffic Sc enario with
Bgnd. Packet Size=1024 bytes; Bgnd. Mean Send Period=0.10 s ; Car
Count=15
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Chapter 8

Gateway Mechanism Selection

This chapter describes selection rules that use the métoicsthe traffic case study (see
Section7.2) to select the best mechanism for each scenario we studdedSsctior.5).

By comparing the outcome of the selection rules from eachas@®to the network charac-
teristics of that scenario, we are able to gain some insighsit the relationship between

the “good” mechanisms and the network characteristicshisrgarticular application.

8.1 Basic Selection Rule

A selection rule is a rule for choosing which mechanism to hessed on the metrics ob-
tained from the traffic simulation case study. Recall thatéhare four metrics to consider:
flow, motionless ratio, energy-based fuel consumption,reorchalized fuel rate.

First, we consider a selection rule based only on flow and ontgss ratio (the two
metrics defined with the traffic control algorithm ig|].

DefineF as the set of mechanisms whose flow is the highest within tie @mnfidence
interval bound. F may contain more than one mechanism if one or more mechanisms
confidence interval overlaps the confidence interval of teelmnism with the highest flow
value for the experiment. Similarly, defilv as the set of mechanisms whose motionless
ratios are lowest within the 95% confidence interval. Ushrese definitions, the selection

rule is:
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1. If FNM is not empty, seledt N M.

2. Otherwise, seledi.

This rule prioritizes the flow metric over the motionlessaatetric, since the motionless
ratios are the same in many cases, especially for scenaheswhere is relatively little
delay. Applying this rule to the metrics measured in thditaimulations yields the results
given in Table8.1 These results show that filter mechanisms usually perfattebthan
gueue mechanisms, and should be preferred in most casesveipuhese results do not
give much insight about which filter mechanism to use. In noases, the selection rule
does not distinguish among them. For this reason, the nexibeeproposes a second

selection rule that takes fuel consumption metrics intmant

8.2 Fuel Consumption Selection Rule

In order to further refine the selection rule, we propose aifization that includes the
fuel consumption metrics. Based on the observations iNn@eti6, the fuel consumption
metrics are not suitable for choosing a mechanism unlesfidiveand motionless ratio
are already similar. Thus, the fuel consumption metricsusiel as a tie breaker among
the mechanisms selected by the flow and motionless ratiaaneirhe fuel consumption
metrics do not always agree on which mechanism is betteghwkithe motivation behind
part 3.d. of the selection rule below.

As before, defind- as the set of mechanisms whose flow is the highest within the 95
confidence interval bound ard as the set of mechanisms whose motionless ratios are

lowest within the 95% confidence interval. Using these diding, the selection rule is:
1. If FNM is empty, seleckE.
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Table 8.1. Basic Selection Rule Results for All Experiments
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2. If FNM has size one, seleEtn M.
3. If FNM has size greater than one, break the tie with fuel consumpietrics.

(&) ComputeCe, the set of mechanisms frofn M with the lowest energy-based

fuel consumption within the 95% confidence interval.

(b) ComputeC,, the set of mechanisms frofN M with the lowest normalized

fuel rate within the 95% confidence interval.
(c) If CenC, is not empty, selec@eNCy,.

(d) Otherwise, selec@. UCy

Applying the selection rule defined in SectiBril, we obtain the results shown in Table
8.1 As before, filter mechanisms usually provide improvemev@r @ueue mechanisms
and should be preferred in most cases. However, addingdasbenption helps distinguish
between the filter mechanisms. The selection rule resutteodstrate that in only a few

cases did any other filter exceed the performance of the aotstder extrapolating filter.

8.3 A Rule for Mechanism Selection

In order to understand how the characteristics of the néhafiect mechanism selection,
results from8.2 are augmented with the mean inter-arrival time of guidareskets at the
gateway for that experiment. Then the results are sorteddaninter-arrival time. These
results are shown in Tabl&3and8.4.

Based on these results, the general rule for mechanismtiselgs: a filter with a
constant-order extrapolating underflow policy model stidu¢ used by default for most
systems. If the mean inter-arrival time of the enterpridgvoek is less than four times the

control period of the system, then other underflow policadifter mechanisms should be
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Table 8.2. Fuel Consumption Selection Rule Results for All E
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Table 8.3. Basic Selection Rule Results Sorted by Experimen  t Mean Inter-
arrival Time
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15| n/a | 13800 n/a n/a | n/a X | X | X|X 1.001
15| n/a | 27600 n/a n/a n/a X | X | X]|X 1.001
15| n/a n/a -85 n/a | n/a X | X | X |X 1.001
15| n/a | 69000 n/a n/a | n/a X | X | X|X 1.014
30| n/a | 27600 n/a n/a | n/a X X X X X | X | XX 1.017
30| n/a | 13800 n/a n/a | n/a X X X X X | X | X]|X 1.018
30| n/a | 69000 n/a n/a n/a X | X | X]|X 1.032
15| n/a | 110400 n/a n/a | n/a X | X | X |X 1.053
30| n/a n/a -85 n/a | n/a X X X X X | X | X|X 1.062
30| n/a | 110400 n/a n/a | n/a X X | X 1.086
15| 20 n/a n/a n/a | n/a X | X | X]|X 2.003
30| 20 n/a n/a nfa | n/a X | X | X|X 2.067
15| n/a n/a n/a 1024 | 0.10 X | X 2.559
30| n/a n/a -65 n/a n/a X 2.946
15| n/a n/a n/a 4096 | 0.10 X 4102
30| n/a n/a -55 n/a | n/a X X X X 4.262
30| n/a n/a -75 n/a | n/a X X X X X X | X 4.696
15| n/a n/a -75 n/a | n/a X X | X 5.331
15| n/a n/a n/a 1024 | 0.01 X X X X 6.446
15| n/a n/a -65 n/a | n/a X 6.540
15| n/a n/a n/a 4096 | 0.01 X 9.523
30| 50 n/a n/a n/a | n/a X 10.532
15| nl/a n/a -55 n/a | n/a X 10.648
15| 50 n/a n/a n/a n/a X 16.722
30| 200 n/a n/a n/a | n/a X X X X 24.664
15| 200 n/a n/a n/a | n/a X X X X 25.353
30| n/a n/a n/a 4096 | 0.10 X 26.313
30| n/a n/a n/a 1024 | 0.10 X 26.772
30| n/a n/a n/a 4096 | 0.01 X 28.882
30| n/a n/a n/a 1024 | 0.01 X 29.083
15| 500 n/a n/a n/a | n/a X X X X 50.000
30| 500 n/a n/a n/a | n/a X X X X 50.000
30| 100 n/a n/a n/a | n/a X X X X 170.851
15| 100 n/a n/a nfa | n/a X X X X 351.409
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Table 8.4. Fuel Consumption Selection Rule Results Sorted by Experi-
ment Mean Inter-arrival Time

gl ¢ 52| 34%/.8/s% 51273
Sigc| B, |8 B8 |25 8|28 |82 882 =2 8|8 <
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15| n/a | 13800 n/a n/a | n/a X | X | X|X 1.001
15| n/a | 27600 n/a n/a | n/a X | X X 1.001
15| n/a n/a -85 n/a | n/a X | X | XX 1.001
15| n/a | 69000 n/a n/a | n/a X 1.014
30| n/a | 27600 n/a n/a n/a X 1.017
30| n/a | 13800 n/a n/a | n/a X X X X X 1.018
30| n/a | 69000 n/a n/a | n/a X 1.032
15| n/a | 110400 n/a n/a | n/a X 1.053
30| n/a n/a -85 n/a | n/a X 1.062
30| n/a | 110400 n/a n/a | n/a X 1.086
15| 20 n/a n/a n/a n/a X | X | X]|X 2.003
30| 20 n/a n/a n/a | n/a X 2.067
15| n/a n/a n/a 1024 | 0.10 X | X 2.559
30| n/a n/a -65 n/a | n/a X 2.946
15| n/a n/a n/a 4096 | 0.10 X 4,102
30| n/a n/a -55 n/a n/a X X X X 4.262
30| n/a n/a -75 n/a | n/a X X X X 4.696
15| n/a n/a -75 n/a | n/a X 5.331
15| nl/a n/a n/a 1024 | 0.01 X X X X 6.446
15| n/a n/a -65 n/a | n/a X 6.540
15| n/a n/a n/a 4096 | 0.01 X 9.523
30| 50 n/a n/a n/a n/a X 10.532
15| n/a n/a -55 n/a | n/a X 10.648
15| 50 n/a n/a n/a | n/a X 16.722
30| 200 n/a n/a n/a | n/a X X X X 24.664
15| 200 n/a n/a n/a | n/a X X X X 25.353
30| n/a n/a n/a 4096 | 0.10 X 26.313
30| n/a n/a n/a 1024 | 0.10 X 26.772
30| n/a n/a n/a 4096 | 0.01 X 28.882
30| n/a n/a n/a 1024 | 0.01 X 29.083
15| 500 n/a n/a n/a | n/a X X X X 50.000
30| 500 n/a n/a n/a | n/a X X X X 50.000
30| 100 n/a n/a n/a n/a X X X X 170.851
15| 100 n/a n/a n/a | n/a X X X X 351.409
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tested through simulation. If the mean inter-arrival timgtieater than 30 times the control

period of the system, then a queue mechanism should be used.

8.4 Improvements Due to Mechanism Selection

This section describes the improvements gained by sefeetimechanism using the
fuel consumption selection rule described in Sec8dh Here, we define improvement as
the difference in a given metric between the selected mestmaand the best unselected
mechanism. Improvement is always positive, regardleshi@fsense of the metric (i.e.
higher flow values are better, but lower motionless ratio faredl consumption values are
better). If more than one mechanism is selected by the ruie)ahen the worst value is
used to measure improvement.

The results for the improvement measurements are showrbie 8&. By applying the
selection rules, we obtain improvements in the flow metricpfto 44.8% (with six out
of 32 experiments having an improvement of greater than 35Phg fuel consumption
improvements vary between a loss (negative improvemert%é to a positive 18% im-
provement. This variation is due in part to the fact that tret Eonsumption metric is used
to break selection ties, not as a primary selection criteftee 200% improvement in mo-
tionless ratio is moderated by the fact that motionlesssaire, in general, small numbers,

so the large percentage change is not as meaningful.

8.5 Summary

In this chapter, we use the simulation results from Chapterdevelop selection rules —
heuristic guidelines for selecting mechanisms based opéhfermance of the four appli-

cation metrics. Two selection rules (the second a refinewfahe first) are developed.
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Table 8.5. Improvements Due to Mechanism Selection

ch.

Mean Packet Bgnd. | % improvement over best unselected me
Guidance| Internet RX Bgnd. | Mean
Car Update Bit Power | Packet| Send Motionless
Count| Period Rate Threshold| Size | Period| Flow Ratio EFC NFR
15 n/a n/a n/a 1024.0| 0.01 1.1 37.9 -1.1 -1.1
15 n/a n/a n/a 1024.0| 0.1 -0.0 178.0 -17.0 -18.7
15 n/a n/a n/a 4096.0/ 0.01 | 3.3 71.3 -2.2 -1.7
15 n/a n/a n/a 4096.0/ 0.1 -0.2 68.0 7.7 -7.1
30 n/a n/a n/a 1024.0f 0.01 | 38.5 152.7 -7.4 -2.9
30 n/a n/a n/a 1024.0f 0.1 44.8 -7.3 -12.2 -7.6
30 n/a n/a n/a 4096.0/ 0.01 | 37.0 150.7 -2.4 1.1
30 n/a n/a n/a 4096.0/ 0.1 42.0 0.8 -11.2 -6.5
15 n/a 13800.0 n/a n/a n/a 0.0 0.0 0.1 0.1
15 n/a 27600.0 n/a n/a n/a -0.0 0.0 0.0 0.0
15 n/a 69000.0 n/a n/a n/a 0.0 0.0 0.5 0.6
15 n/a 110400.0 n/a n/a n/a 0.0 0.0 1.5 1.8
30 n/a 13800.0 n/a n/a n/a -0.0 0.0 0.4 0.5
30 n/a 27600.0 n/a n/a n/a 0.0 0.0 0.6 0.8
30 n/a 69000.0 n/a n/a n/a 0.0 0.0 1.2 1.5
30 n/a 110400.0 n/a n/a n/a 0.0 -190.0 2.7 3.3
15 n/a n/a -85.0 n/a n/a 0.0 0.0 0.0 0.0
15 n/a n/a -75.0 n/a n/a 0.0 190.6 3.2 4.0
15 n/a n/a -65.0 n/a n/a 0.0 9.8 0.2 0.3
15 n/a n/a -55.0 n/a n/a 0.6 -2.2 -1.8 -3.0
30 n/a n/a -85.0 n/a n/a 0.0 200.0 1.7 2.0
30 n/a n/a -75.0 n/a n/a -0.0 43.6 0.3 0.4
30 n/a n/a -65.0 n/a n/a 0.8 66.3 -0.6 -0.2
30 n/a n/a -55.0 n/a n/a 2.1 47.1 -1.0 -0.4
15 20.0 n/a n/a n/a n/a 0.1 0.0 -0.1 -0.1
15 50.0 n/a n/a n/a n/a 0.2 -19.9 -0.2 -0.1
15 100.0 n/a n/a n/a n/a 36.0 110.5 -11.6 -7.4
15 200.0 n/a n/a n/a n/a 3.3 34.6 -2.2 -1.9
15 500.0 n/a n/a n/a n/a 5.3 31.4 -2.4 -1.2
30 20.0 n/a n/a n/a n/a 0.0 0.0 1.7 2.2
30 50.0 n/a n/a n/a n/a 0.1 143.1 15.8 18.9
30 100.0 n/a n/a n/a n/a 15.7 38.3 -3.1 -2.2
30 200.0 n/a n/a n/a n/a 43.9 23.6 -14.1 -8.9
30 500.0 n/a n/a n/a n/a 155 42.6 -6.9 -3.1
Maximum improvment| 44.8 200.0 15.8 18.9
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The basic selection rule uses only the flow and motionle$s nagtrics that are given
in the original application descriptio8]. Applying the rule to the results shows that filter
mechanisms are selected more often than queue mechanisintise bule is not effective
in distinguishing among filter mechanisms with differentlarflow policies, as shown in
Section8.1

By adding the fuel consumption metrics to make a secondtsatewle, we are able to
distinguish to a greater degree among the performance &f fiiechanisms with different
underflow policies. Applying this refined selection rule ke ttraffic simulation results
shows that, in most cases, a constant-order extrapolatidertiow policy is the preferred
filter underflow policy. However, it does identify a few casdsere other policies, such as
the decaying linear extrapolation model, are better. Thalt® for this selection rule are
given in Sectior8.2

We also provide a rule of thumb for selecting gateway medmasidepending on the
inter-arrival characteristics of the enterprise netwdris rule is developed by comparing
the mean inter-arrival time of various simulation sceratmthe selection rule results (see
Section8.3). The selection guidance rule is: a filter with a constauleorextrapolating
underflow policy model should be used by default for mosteayst If the mean inter-
arrival time of the enterprise network is less than four 8rtiee control period of the system,
then other underflow policies for filter mechanisms shoultElséed through simulation. If
the mean inter-arrival time is greater than 30 times therobperiod of the system, then a
gueue mechanism should be used.

Finally, we show that these selection criteria can be arceffeway to improve appli-
cation performance, yielding improvements of up to 44% iwftoetric performance and
up to 15% in fuel consumption. The improvement results foexberiments are shown in

Section8.4.
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Chapter 9

Conclusion

This research examines gateways between enterprise aretldatbnetworks for applica-
tions with real-time, numeric-valued data. It providegghss into how to select gateway

mechanisms based on the needs of an application and thethestics of the network.

9.1 Overview

Chapterl provides an introduction to the problem area and a desonigf the contribu-
tions of this research. Chapt2iprovides background on concepts related to the problem
and addresses work in related areas that bears on gatewgg.débapte8 describes how

to model gateways as abstract network models and use thesgao evaluate gateway
mechanisms. Chaptdrdescribes gateway mechanisms and policies that can be aised t
configure them. It also introduces the concept of a filter rma@m that is designed to
overcome issues observed in queue mechanisms. Chgptesents a method called Inde-
pendent Delay Analysis, which provides insights into hoitwaek and data characteristics
affect the error performance of various mechanisms. Chd&ptescribes the results of
evaluating gateway mechanisms using abstract network Isixddeaptei7 describes a case
study that evaluates gateway mechanisms using simulatfaagraffic control application

with realistic network models. This chapter also presemésresults of the simulations.
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Chapter8 describes selection rules for choosing mechanisms baséuearsults of the

traffic control case study.

9.2 A Workflow for Gateway Design

In this research, we have presented a number of differehhigges that address various
aspects of the gateway design problem. The results presamespecific to the traffic
application we have used as a case study to frame the disoussd provide concrete
results. This section organizes the ideas from our resaatcha workflow that can be
followed to obtain similar results for other applicatiohde also make note of some aspects
of the gateway design problem for other scenarios (e.g. dddzkto-enterprise) and types
of data (e.g. categorical data). Evaluating mechanismbkéased scenarios is outside the
scope of the work presented here, but we have made some soggéekat could provide

a starting point for future work to expand on what we have gmé=d here.

The general structure of the gateway design workflow is dsvist

1. Identify application characteristics, including chaeaistics of the data, the network

configuration, and performance metrics.

2. ldentify candidate mechanisms and policies, using thehan@sms and policies de-

scribed in our work as a starting point.

3. Explore the behavior of candidate mechanisms using adistetwork simulation
and analysis methods (e.g. Independent Delay Analysisk éxploration narrows
the scope of succeeding, higher cost steps by providinghisiinto mechanism

performance for the application.

4. Evaluate mechanisms with detailed simulations or agptio testing.
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9.2.1 Identify Application Characteristics

There are several aspects of application characteristicsrtsider. First, we will consider
the data streams used by the application and how their dieaisdics affect gateway design.
Second, we consider the properties of the networks useckimpplication. Finally, we

discuss the importance of identifying and selecting apgibey metrics.

9.2.1.1 Data Characteristics

The attributes and characteristics of the application badiata are the first item to address
when applying our techniques to other applications. Eacth staeam in the gateway ap-
plication must be identified and classified according to giteway scenario that applies to
it: enterprise-to-embedded, embedded-to-enterprisepdredded-to-embedded (see Sec-
tion 1.2.1). The scope of our work is limited to the enterprise-to-edd®sl scenario, but
we discuss the other scenarios here briefly to sketch howdbsign challenges might be
addressed.

The design process for other scenarios is similar in the teé&tkentify the data types
and develop models for how they change over time, but diffebecause of the kinds
of problems that need to be solved. For example, an embetddenterprise data stream
arises if we extend the traffic control case study so thatuinesnt speed from each vehicle
is sent from the real-time network, through the gateway, @ret the wireless network to
a guidance computer. In the embedded-to-enterprise sognatigating delay caused by
the enterprise network is likely to be less important beeaarsy delay in the enterprise
network will occur after the gateway has sent a message.ahptbint, the gateway can no
longer modify the data or even measure the delay.

The challenge of embedded-to-enterprise scenarios Iy tixée dealing with bandwidth

and processing constraints. The enterprise network ify/ltkebe bandwidth constrained,
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and the guidance computer is likely to be resource consiaiGiven these constraints, it
would be undesirable to transmit every speed message freentivedded network (poten-
tially hundreds of message per second) on the enterpriseoriet Thus, the mechanism

used in the the embedded-to-enterprise scenario wilMikelconcerned with how to deter-
mine the appropriate speed to send for the lower-bandwittrgrise application.

For the embedded-to-embedded scenario, a likely case recting a high-speed, real-
time network to a low-speed, real-time network and transmgitdata from the high-speed
side to the low-speed side. Similar to the embedded-toqamte scenario described above,
the challenge becomes one of providing good estimates athering to bandwidth con-
straints.

In addition to the gateway scenario, the type of data in elrem must also be classified

according to its characteristics:

e Real-time vs. non-real-time: the extent to which the timedis of data affects its
usefulness. Our analysis deals with real-time speed degt@gdlivery of which affects
the performance of the traffic control application. Any mead-time data can be
delivered eventually (given sufficient available bandWw)dtAn example of non-real-

time data is diagnostic data.

e Time-triggered vs. event-triggered: the semantics of hepeated messages are in-
terpreted by the system. Our approach deals exclusivelytinie-triggered, periodic
data which operates under the assumption that the systasilismt to small pertur-
bations in the data stream. Thus, the estimates used bynfidéEehanisms to mitigate
gueue underflow can be assumed to have a small effect on tteersyBhe effect of
estimation error may be much larger for event-triggeredgess which may rely on

the delivery of every message or of certain messages. Itpsritant to understand
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the semantics of the application events — e.g. “at least’orgtexactly once”. Es-

timation techniques for event-triggered data (e.g. foeffiltnderflow policy models)
are likely to differ significantly from those described inromork. When data has
event semantics, repeated transmissions of the event gessglaere only one actual
event occurred) may result in an action that releases ermrgllocates resources

being repeated to the detriment of the application’s peréorce.

Numeric value vs. categorical value: what kind of data thetesy uses. In this work,
we discuss several approaches to estimating numeric datandst apply only to
numeric data. Some data streams may contain categoricathddtrepresent modes,
system states, or diagnostic messages. Although catabdata may be represented
with numeric values (e.g. enumerated types), categoratakg do not have an inher-
ent ordering, so numeric estimation techniques cannot pkeajpdirectly and differ-
ent estimation techniques will be needed. For example,ghtrhe possible to take
advantage of application information, such as equivaletasses or which states are
reachable from a given state, to estimate categorical saléiernatively, an order-
ing might be imposed on the categorical values for the p@pos$ estimation, if a

meaningful ordering can be established and validated.

For the data streams which conform to the enterprise-toeeiadd scenario with real-

time, numeric-valued, time-triggered data, the approadescribed in the rest of this work-

flow can be applied directly. The implications of handlingpext types of data should be

carefully considered, because the challenges are diffewserach type, but the rest of the

workflow discussion will likely provide a useful startingipofor that analysis as well.

9.2.1.2 Network Characteristics

In addition to the characteristics of the application datstwork characteristics are also
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important to understand because the delays introducedebgdtwork affect mechanism

and application performance. The network characteristitwe focus on in the case study
is the inter-arrival time of guidance messages at the ggtewWwaere are other ways to

characterize the network performance that may be usefubtfogr applications, such as
round-trip delay, measures of jitter and offset, and dgualent of probabilistic models for

delays.

In order to understand the relationship between charatit=riof the networks in the
system and the performance of gateway metrics, we applyeteet®on rule for application
metrics (see Chapté) to each simulation experiment, then compare those refuttse
inter-arrival times observed in each simulation experiméigures9.1, 9.2, and9.3 show
probability distribution functions (PDF) of inter-arrivmes from a selection of individual
simulation runs from the traffic case study. The PDF of therhatrival times typically
shows a peak around the control frequency for that expetinmiéme control frequency is
1Hz for all experiments except those in the Slow Update Feaqy scenario. For simula-
tions with relatively short delay, such as the Wired Traffan@estion scenario experiment
shown in Figure9.1, the distribution is close to symmetric around the peak. gindance
packets are emitted from the gateway with a fixed period (eme second). The inter-
arrival times that are shorter than the control period aeerésult of thepreviouspacket
being delayed, making the current packet’s inter-arriimketapparently shorter when it
arrives on time.

Two experiments with longer delays from the Wireless Nelw@ongestion scenario are
shown in Figure®.2and9.3. Although the peak typically remains at the control frequen
the distribution tends to have more probability densityhi® tight, resulting in higher me-
dian values. The inter-arrival times for all experimentthva particular scenario have been

collected into a distribution (e.g. all the experimentsiira single row in one of Tables
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Figure 9.1. Probability Distribution Function of Guidance Packet Inter-
arrivals where Mean Internet Bit Rate=13800; Car Count=30:; Random
Seed=1033;
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Figure 9.2. Probability Distribution Function of Guidance Packet Inter-
arrivals where Bgnd. Packet Size=1024;Bgnd. Mean Send Peri  0d=0.10;
Car Count=15; Random Seed=1004;

7.2, 7.3 7.4, or7.5. These distributions are presented in AppendixThey have been
summarized using the same boxplots described in FigLre
From the results discussed in Sect®Band presented in Tab&4, we see that, for this

application, the filter mechanisms that estimate delayégegavith extrapolation models
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Figure 9.3. Probability Distribution Function of Guidance Packet Inter-
arrivals where Bgnd. Packet Size=4096;Bgnd. Mean Send Peri  0d=0.10;
Car Count=15; Random Seed=1010;

work best when the mean inter-arrival time is close to thetrobmperiod. Our insight
here is that the error for estimation models can become lgugly, especially at times
when the guidance velocities are changing rapidly (e.g.taagerturbation from network
delays). Therefore, as delays get longer, the extrapglatiadels are less effective. We
would expect similar results for applications with simitkta, although the time constants
involved likely depend both on the control frequency of tpelacation (e.g. 1Hz guidance
updates) and the time constants of the system (e.g. at a maxanceleration of 3m/s,

it takes a vehicle 6 seconds to accelerate fromi$to avmax0f 6m/s).

9.2.1.3 Application Metrics

In order to compare mechanism performance, there must beramere metrics that can
be measured when various mechanisms are used and the @sujpared. It is likely
that most applications will have one or more metrics that lsarused in this way. For
example, the metrics we use for the traffic case study are flmtionless ratio, and fuel

consumption (see Sectioh2). These metrics are natural choices that measure aspects
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of traffic control problems that designers care about — immg flow and reducing fuel
consumption. If similarly useful metrics cannot be identififor another application, we
suggest that the application is not sufficiently well-urseod and that additional study
should be undertaken to understand the behavior of thecapipin before the process of
gateway mechanism selection continues.

If an application truly lacks any useful metrics, then theigeer could fall back on the
MSE between the application data and the gateway outputgssiied in Sectio3.4).
This is not desirable because there is no theoretical reabgrthe MSE should be related
to any real-world application performance beyond the ith@&the gateway should have as
little impact on the system as possible. In particular, ea&bns using only MSE might fail
to capture regions of instability where even a small errdhangateway output can have a
large negative effect on the application. Because of itegsity, the MSE metric is useful
for exploration with the abstract network simulation, batec should be taken extending
those results into real applications without first validgtthe MSE as a good metric for a

particular application.

9.2.2 Identify Candidate Mechanisms and Policies

Once the application characteristics have been exploned, ¢andidate mechanisms and
policies should be identified. For the enterprise-to-ende€edscenario, the queue and fil-
ter mechanisms described in Chapfeprovide a good starting point. Because they are
generic, queues can be used with any application. Althowglewaluation has shown the
value of application-aware mechanisms, there is no thieatgeason why queues might
not perform better for some applications, so they shouldniotuded in at least the ini-
tial evaluations. Filter mechanisms, in particular thds& use the extrapolation models

described in Sectiod.2.1, should be included also.
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The filter mechanisms with extrapolating data models hageattvantage of using es-
timation models that are based only on the data, not on somerlymg model of the
application, so they can be used with any numeric-valuedicgtipn data. Other filter
mechanisms should be evaluated, but their selection islmasthe designer’s insight into
the characteristics of the data and the application. Amatlag application knowledge can
be applied is to take advantage of state in the applicatiaictéin be inferred from the data.
For example, a gateway might be able to distinguish traffredd®mns (congested vs. free
flowing) from guidance data and adjust its estimation adogiy.

For other scenarios and data types, similar approachedéatifying mechanisms are
possible. For state estimation problems, it is also likabt there are existing algorithms
and techniques (e.g. Kalman filters) that can be applied i@svgg mechanisms.

Another way to identify mechanisms is to find issues with txgs mechanisms and
develop new mechanisms to counteract them, as we have dondilkar mechanisms,
which mitigate underflow problems observed in queues. Eafin of the behavior of
mechanisms can be useful to provide these insights. The iofleaxploring mechanism

behavior are described in more detail in the next section.

9.2.3 Explore Candidate Mechanism and Policy Behavior

Abstract network simulation and Independent Delay Analgse two approaches we have
used in this work to explore the mechanism and policy degige. This section describes
some of the tasks and ideas related to exploration of the amésxin properties and perfor-
mance. The purpose of this exploration is to understand hoplication data and timing

interacts with different mechanisms and policies. Thesbrtigjues can be used to identify

new mechanisms or policies that may perform better thariegisnes. They may also be
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used to narrow the scope of more expensive evaluation metbaihly the most promising

mechanisms and policies.

9.2.3.1 Application Data

In order to apply these exploratory techniques, one of teetlisks is to obtain one or more
data sets that are representative of data from the applicdtieally, these data sets should
be collected directly from the application or a detailed dation such as the OPNET
simulation used in the traffic case study. It is important thase data sets cover a wide
range of operating conditions of the application, lest tesigher optimize the gateway for
a narrow case, only to find out that the application only bekdtat way a small percent-
age of the time. For categorical data, data sets should grassrall possible values (if
feasible). Some values may be unreachable under fauletmeditions (e.g. error states),
so fault injection might be needed in the applicatiéd][ For event-triggered applications
data, it is important to ensure that the data set includes eaents, otherwise they may
never be considered in the estimation approaches. Fomealtyerare events, some artifi-
cial manipulation of the data may be required. Care shoutdlhen that the dataset remains
representative.

Although the ideal case is to obtain samples directly froenapplication data, this may
not always be possible. The application may not have beeleimgnted yet, or the scope
of the effort required to operate the system for the purpo$ebtaining data may be too
large, in which case some substitute source of data is heeded

We first faced the challenge regarding the availability giresentative data when we
began our exploration of gateway design with abstract nétwmdels. We chose to focus
on systems with real-time, time-triggered data since gayesystems with these character-
istics are already being used. We collected vehicle speaduding the OBD-II diagnostic

port (see SectioB.3) to provide representative data for a time-triggered a@agibn. The
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vehicle speed data was used in the abstract network simgatrthich led us to develop the
filter mechanism to mitigate queue underflow. We then begagldging the traffic case

study to validate our abstract network simulation resufigen though the vehicle speed
data is not perfectly representative of data we observeeitrtific case study, we were still

able to obtain useful results from the abstract network Etrans.

9.2.3.2 Abstract Network Simulation

The speed data we have obtained from the OBD-II apparatusite different from the
guidance data observed in the traffic case study. Anothéalilon of the speed data is that
there is no control application, so there is no timing infation. If we obtain data directly
from the traffic simulation (or any other “real” implementat of an application), it can
also include the arrival timing that was observed.

Fortunately, for the abstract network simulation techeigiming data is provided by the
network models, and the input data values are all that isete@lthough they may need to
be resampled or interpolated to the periods used in thesabsietwork simulation). For our
application, the abstract network simulation providesrigndata for the enterprise network
model in the form of a Poisson process. The Poisson procesesasrealistic representation
of any IP or wireless network. In particular, we later foungttthe characteristics of
the inter-arrivals for periodically transmitted data &l a distribution like that shown in
Figures9.1, 9.2 and9.3. This two-sided distribution reflects the fact that the peically
transmitted control data is perturbed by the network, batgbak remains at the control
period. The distribution is two-sided because the valueasoned are inter-arrival times,
So a “late” packet makes the following packet look “early”evhit arrives on time.

Another way that the abstract simulation is limited is the a$ the MSE metric to

compare mechanisms (see SectB4). As we have already discussed in Sect®B.1.3
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the MSE does not have any general relationship with applicgterformance — whether
MSE is representative of application performance depende@application.

Despite these limitations, the abstract network simutatechnique has proven useful
in obtaining insights into the way that gateway mechaniseizalse in the enterprise-to-
embedded scenario. The simple network models have fewameders (compared to the
traffic case study simulations). Fewer parameters meanar fewperiments to cover the
parameter space, and (in this case), simulations that gnffisantly faster to run than
the OPNE™P simulations for the case study. The primary insight we ghitmeough the
abstract network simulations was that underflow in queuehar@sms was the source of
much of the input-output error we observed. This insightusdo the development of
filter mechanisms, which demonstrate improved error peréoice in the abstract network
simulations.

It is important to note that the traffic case study bears ceirédsults from the abstract
network simulationin this casebut there is no fundamental reason why that should be so.
It is possible that we would have obtained different resfitien the case study, finding
shortcomings in our early results because the models wenepresentative. If this had
been the case, the abstract network simulations could hese tmade more useful by de-
veloping a more representative timing model for the enteepnetwork. We have found
the abstract network simulation technique to be useful mamrk and believe it would be
a useful general-purpose tool as long as its limitationscareidered in the evaluation of
results.

If the application data has characteristics other than-tiggered, numeric-valued data,
some changes may be needed. For categorical data, a magrdioan MSE is needed be-
cause the “error” between two categorical values is not-defined. For some applications,

it may be possible to develop a definition for error. For exlna pair-wise assignment
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of error weights could define the “badness” of estimatingfiret state when the second
state is the true state. Defining error metrics for event detg require similar arbitrary
assignments. When developing notions of error (or anotbeeigl metric) for categorical
and event data, care should be taken to avoid introducirggiia the results with arbitrary
assignments.

The abstract network simulation can be adapted to the sttidyher gateway scenar-
ios by changing the network models, but some care must ba.tadker example, in the
embedded-to-enterprise scenario, the enterprise networdw the receiving network, so
there is no longer a real-time driver on the queue output.s Timy require re-defining
mechanisms to include a built-in periodic service interathe implementation of a poll
request from the data destination in the enterprise netvemending on the needs of the

application.

9.2.3.3 Mechanism-Specific Metrics

In Section9.2.1.3above, we discussed application metrics and how they carsée o
compare the performance of mechanisms in an application.fd®exploring the behav-
ior of mechanisms, there may also be metrics related to thetste of the mechanisms
themselves. For example, in our evaluation of queue meshmnwith abstract network
simulations (see Sectidhl), there are several metrics that describe the structurdend
havior of the queue, e.g. queue length and number of dropesdages. These metrics
provide insight into how the mechanism behaves under vamarkloads and can lead to
a deeper understanding of the mechanism, even if they doivetigsight into how the
mechanism performs relative to other types of mechanisnigs may lead the designer
to ideas for improvements similar to our development offitteechanisms based on the

underflow insights gained from studying the behavior of quexechanisms.
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9.2.3.4 Independent Delay Analysis

Another useful tool for exploring mechanism and policy pariance in enterprise-to-embedded
scenarios with numeric-valued data is the IndependentyD&telysis (see Chaptes).

This method is useful because it provides a network-indé@einway to understand the
effects of delay on different filter underflow policy moddisprovides insights that can be

used to develop new policies similar to our developmentefkecaying Linear Extrapola-

tion model (see Sectidh.d).

For applications that conform to other gateway scenarigesd approaches may not be
as useful because delay may no longer be a primary driventehe error introduced
by the gateway. For example, in the embedded-to-enterposeario, the delay in the
enterprise network occurs after the gateway has alreadytlsermessage — it may not

even be observable by the gateway.

9.2.4 Evaluate Mechanisms with Detailed Simulations

Depending on the goals of the gateway designer, the exmorachniques in Section
9.2.3may or may not be useful. Ultimately, the approach we haverteed for exploring
mechanisms and policies is an empirical one — it must be a@dl by testing mecha-
nism performance with the application. Certainly, explioraof mechanisms and policies
presents many opportunities to extend our work into othenagos and data types and to
further understand how gateways may be used for internkgglsystems. However, if the
goal of the designer is simply to evaluate known mechanismispmlicies for a particu-
lar application, then exploration is not needed if an appion or a detailed simulation is
available to test the performance of different mechanisms.

We used the traffic simulation as a case study to simulateietyaf wireless and wired

network scenarios for the guidance applications desciibfg]. The OPNET simulation

136



CHAPTER 9. CONCLUSION

and the well-known traffic flow model combine to provide a ig& simulation environ-
ment that we use as a proxy for a “real” application. Evahgathechanisms with a detailed
simulation provides more authoritative guidance abouhteehanism selection for the par-
ticular application (see Sectid3for our results).

Even if the application being studied is already available,suggest that mechanisms
first be evaluated with a highly detailed simulation systsuth as the OPNETsimulator).
The simulation environment provides repeatability andeokebility that may be difficult
to obtain in the implemented application due to variatiangguipment function and the
test environment. Given the costs of running a real impleatem, a simulation approach
also allows a broader scope of inquiry since the cost of iddad simulation runs is likely
to be lower than experimental trials with the applicationhéh possible, simulation re-
sults should be validated with the actual application to olesirate that the results are not
just an artifact of the simulation. In our work, no real implentation was available to us.
Implementing the traffic control application described inapter7 would have required
obtaining and outfitting vehicles for control, developingeless infrastructure, and obtain-
ing and paying for fuel, drivers and track time to run the expents. These costs would
have far exceeded the resources available for this project.

In our evaluation of mechanisms with the OPNESimulation, we conducted 22,080
simulation runs (see Tabl&s2, 7.3, 7.4, and7.5). These simulations took from a few min-
utes to a few hours each to run and generated hundreds ofytggadf data. All that effort
was needed to produce the results for just eight mechanisrossal8 different environ-
ment scenarios. If only the two mechanisms studied (quenédilkers) are considered,
the policies for each mechanism provide hundreds of passifigurations. It would not

have been feasible to test them all using the OPRIEimulation. For this reason, we sug-
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gest that the abstract network simulation approach benextdbecause it can reduce the

number of mechanisms that need to be tested in the detaifedation.

9.2.5 Workflow Summary

In this section, we have described how the different aspafctis research fit into a
workflow that has been effective in evaluating gateway meisimas and policies in our re-
search. We believe it could be applied to other, similariappbns to identify and evaluate
appropriate gateway mechanisms. Although the scope of otk i& limited to enterprise-
to-embedded gateways with time-triggered, numeric-chlleta, we have also suggested
some of the ways this workflow might be adapted to other seehand data types. In the
following section, we will restate the results of our resbain terms of the contributions

we first outlined in Sectioi.4.

9.3 Research Contributions

As technologies emerge that connect embedded systemsmaipase systems, solutions
are needed that can be used to manage data flows betweergkatwaos networks. Gate-
way architectures are one such solution. We have identifiechamisms and policies that
can be used to manage these flows for the particular caseerpase-to-embedded net-
works using numeric-valued, time-triggered data flows.oligh abstract simulation eval-
uation and a case study, we have compared the performantes# mechanisms and
policies. Furthermore, we have identified a selection ratechoosing mechanisms based
on the measurement of application metrics in the traffic fatman. Using this rule and the

inter-arrival characteristics of each simulation scemanie have provided selection guid-

ance for the case study application. Although these carttobs are offered in the context
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of the applications described here — the driving data usedlstract network simulations
and the traffic case study simulations run in OPNEMlodeler — the workflow we use to
analyze various mechanisms can be applied to other, siaplalications to obtain similar

results.

9.3.1 Identify Gateway Mechanisms and Policies

This research identifies mechanisms and policies that can hused to mitigate problems
that arise in a gateway.

In this work, we collect mechanisms and policies from sevexisting literature and use
them to develop a set of mechanisms and policies that candoEimigateway applications.
Both queue mechanisms and filter mechanisms are examingthraeach mechanism, we
identify a number of policies that can be used to configurenthed show which policies
are useful for tuning mechanisms to improve gateway peidoce.

Queue mechanisms are already being used to manage datarflavisrnet routers, so
we build on this work by identifying policies that have themots in prior work on queue
management. The three policies for configuring queues aiualength, queue overflow,
and queue underflow. Queue length specifies how long the gsiallewed to grow, while
gueue overflow defines which message is removed from the qo&aep it from exceeding
this length. Queue underflow specifies the behavior of theiguéhen a message value is
desired, but the queue is empty.

Queue underflow turns out to be particularly interestinghie énterprise-to-embedded
scenario. Because of timing mismatches between the eistergond embedded networks,
the queue can underflow. When this happens, succeeding gessae delayed because
of missed time slots on the embedded network. Based on issggined from abstract

network simulations, we have designed the filter mechansmitigate these underflow
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problems. When a message is delayed, a filter mechanism aerrfsimated value on the
embedded network and then drops the incoming, delayed ges#aen it arrives. This
improvement (over queues) eliminates the underflow delay.

Filter mechanisms have just one policy: filter underflow pplHowever, unlike queues,
which are generic, filters are application-aware, so sgttis policy involves choosing a
data model to make estimates for delayed messages. The asosbbthese policies is the
constant-order extrapolation filter, which resends thedaserved value. More complex
models evaluated in this research involve extrapolatiahhgirid extrapolation algorithms.
However, many other data models are possible, dependirfgeameeds of the application.

Filter and queue mechanisms and their policies are descnitmee fully in Chapted.

9.3.2 Demonstrate Performance Advantages of Applicatiodware Mech-

anisms

This research demonstrates that application-aware mechasms exhibit improved per-
formance when compared with generic mechanisms in the entprise-to-embedded
gateway applications studied.

Queue mechanisms are generic mechanisms in the sensesthdbthot use information
about the content of messages to determine how messagesegsged. The FIFO queues
studied here merely emit messages in the same order themriréexcept for dropped
messages). Filter mechanisms are application-aware: nthesg be aware that they are
processing periodic data, and they must make estimatesfayell messages during un-
derflow.

Both the abstract network simulation results and the traffise study show that the
application-aware mechanisms provide improved perfooaaver queue mechanisms. In

abstract network simulations, we observe that the charattee mean squared error dis-
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tribution for filter mechanisms is distinctly different froqueue mechanisms and biased
toward lower error when compared with queue mechanismg ukavehicle speed appli-
cation data we collected (see Chagdgrin the traffic case study, filter mechanisms exhibit
the same or better performance in all but a few cases (sea€apUsing the selection
criteria from ChapteB, we measured performance improvements of up to 44% in flow
metric performance and up to 15% in fuel consumption. Thegeavements are specific

to the traffic application, but we expect similar results Wddoe obtained for applications

with similar data characteristics.

9.3.3 Provide Selection Guidance for Gateway Mechanisms drPoli-

cies

This research uses simulation evaluation results to give giance for selecting the ap-
propriate mechanism and policy for a particular scenario.

There are three aspects to the mechanism and policy guidametped in this research:
(a) comparing policies for particular mechanisms, (b) gsamalysis methods to select
among mechanisms and develop new mechanisms, and (c) deéirselection rule for
the traffic case study based on the OPNESImulation results.

First, we offer insight into the effectiveness of policiasqueue and filter mechanisms.
We show that varying queue policies has little effect onqantance, but filter policies can
improve performance in cases where mean inter-arrivalsiomethe network are less than
four times the control frequency.

Through abstract network simulations with the vehicle gpgggta as input (see Chapter
3), we determine that no queue length policy has a consistiett @n mechanism perfor-
mance for all the data sets we examined. Furthermore, we 8taiwthe overflow policy

has no useful effect on the performance of queue mechani@uesue underflow policies
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are not examined because they are effectively equivalenth&enterprise-to-embedded
scenario. All the queues studied here use the mailbox upndegblicy because that is
the most reasonable choice, even though a typical entergpystem that uses queue mecha-
nisms would employ a send-no-value underflow policy. Thegimshat queue policies have
little effect on queue performance is born out in the casgysia which all the queue policy
combinations exhibit effectively the same performanceer&étwas no scenario where the
selection rules selected any particular queues of the foaues tested — either all were
selected, or none were (see Chapber

Similarly, we compare filter underflow policies using the tadst network simulations
and the vehicle speed data. The results show that Decaymegat Extrapolation models
improve performance over the basic, constant-order exi@iipn model. Higher-order
extrapolation models are never an improvement with the skisitested (see Chap®&r
The traffic case study results also show that there are sosas ezhere Decaying Linear
Extrapolation policy models show improved performance (Shaptef?).

Second, the Independent Delay Analysis method describ&hapters can give addi-
tional insights into choosing models for filter underflow ip@s and designing new mod-
els. The abstract network analysis results from Chaptrow that the results for filters
with various underflow policies are consistent with the hlssiiom the Independent Delay
Analysis. Furthermore, the traffic case study in Chapteelects the Decaying Linear Ex-
trapolation model as the preferred policy for filter meckars in some experiments, and
this policy model has been developed using the Independeaynalysis.

Finally, we discuss our insights into mechanism selectaoritie traffic case study. The

mechanism selection guidance for the traffic control apgtibn we studied is:

e A filter with a constant-order extrapolating underflow pglimodel should be used

by default for most systems.
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¢ If the mean inter-arrival time of the enterprise networkastér than four times the
control period of the system, then other underflow policesfiiter mechanisms

should be tested through simulation.

¢ If the mean inter-arrival time is slower than 30 times thetomrperiod of the system,

then a queue mechanism should be used.

ChapterB describes how this guidance is developed based on the siomutasults from
this research. Further research is needed before thisrradzan be generalized to other
applications. However, we believe our results provide sosedul insights that are likely to
apply to other applications. First and foremost, filter nregbms are likely to perform bet-
ter than queues in similar enterprise-to-embedded sanaeigardless of the data. Because
the constant-order extrapolating filter simply resendsntlost recent value, the resulting
mechanism is similar to a queue with a mailbox underflow golith the important dif-
ference that the filter mechanism discards delayed packéaesfact that the constant-order
extrapolating filter mechanism is selected for a majorityhef traffic application results
suggests that this single innovation — dropping delaye#gtac— is useful for enterprise-
to-embedded gateways, regardless of whether more saattésti estimation models are
used for the filter underflow policy. Second, we observe thatttaffic control scenarios
that had inter-arrival times close to one second (the peridde guidance packets sent by
the application) also tended to select the filters with moghssticated estimation models
because these models are most effective for systems withdstays.

The rule stated above can be given a more general fosa:filters with non-constant
extrapolating models for networks faster than physicakticonstants; use filters with a
constant extrapolation model for networks that are aboetshme speed as the physical

time constant of the system; and use queues for networksathathuch slower than the

143



CHAPTER 9. CONCLUSION

physical time constants of the systéased on the evaluations we have conducted with the

traffic application, we believe that this rule is likely tolddor other, similar applications.

9.4 Future work

In the process of conducting this research, we have idehsigeral possible areas where
this work might be extended.

Additional case studies would help to broaden the undedsigrof how the values of the
data being used in the system affect the performance anctiseleriteria for application-
aware mechanisms. It would be interesting to compare opem-4nd closed-loop appli-
cations. Since the traffic control algorithm has a feedbaok | it corrects for errors and
delays induced by the network and the gateway mechanismsp@n-loop system would
likely show the differences between various mechanismsert@arly and provide addi-
tional insight, just as the abstract network simulatiorts dixamining open-loop systems
would also provide an opportunity to enrich and extend th&rabt network simulation
approach.

For closed-loop systems, closing the loop through anothgawpy mechanism would
open up inquiries into the embedded-to-enterprise saamamBut it would also provide
an opportunity to study the interactions between gatewaghamr@sms that do not have an
explicit communication channel, but are linked by the fesedkdoop.

Expanding the range of application-aware mechanisms &sms promising. In par-
ticular, machine-learning approaches could be used to gaieway mechanisms. In the
context of an application like the traffic control case stuldg metrics and simulation frame-
work provide ready-made feedback for supervised learrengriques. The performance
of mechanisms based on learning systems would likely ingpomer time. Instead of try-

ing to train the mechanisms ahead of time, untrained vehiotelld be allowed to enter
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and leave the system, although allowing vehicles to entdreave the simulation would
require increasing the scope of the traffic simulation belythe ring-road scenario. As
untrained vehicles’ learning models were exposed to diagd, performance would likely
improve. This is well-suited to a traffic scenario becausstrdavers repeat similar routes
and schedules (e.g. commuters).

Another avenue to explore would be to study the securityizapbns of gateways and
mitigations for malicious attacks. For example, an attackeild try to decrease fuel econ-
omy by varying guidance data in a way that caused unneceasagleration and decel-
eration. An attacker could also try to destabilize enginetid loops or adversely affect

battery charge cycles in electric or hybrid vehicles.
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Abstract Network Model Evaluations

This appendix provides the extended results for the evaluatf queue and filter mecha-

nisms using abstract network models as described in Chapldrese results are a contin-

uation of the results in Chaptér
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Figure A.4. MSE for Various Overflow Policies grouped by Queu e Length
(Squirrel Hill Data Set)
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Appendix B

Traffic Case Study Evaluations

This appendix provides the extended results for the evaluatf queue and filter mecha-
nisms using the simulation framework described in Chapt&he results of the experiment
are presented as a table of the mean values for each of foticsndkow, motionless ratio,
Energy-model Fuel Consumption and Normalized Fuel Ratio afcomplete discussion of
the metrics used, see Sectit2 A 95% confidence interval for each mean value (obtained

using bootstrap analysi83J)) is also given in the table.

B.1. Internet Link Congestion Scenario

TableB.1 shows the results from the Internet Link Congestion Scerggscribed in Sec-

tion7.5.1
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Table B.1: Simulation Results for Internet Link Congestfece-

nario
Mean
Interne
Bit Motionless
Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
13800| 15 | Queue(l, DropOldestt.997 0.00000 1.0830 1.8104

+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04  -0.0et+00 -5.6e-04 -9.4e-04
Queue(10, DropOldesy.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04  -0.0et+00 -5.6e-04 -9.4e-04
Queue(20, DropOldesy.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04  -0.0et+00 -5.6e-04 -9.4e-04
Queue(50, DropOldesy.997 0.00000 1.0830 1.8104
+5.3e-04 +6.3e-05 +5.2e-04 +8.9e-04
-5.0e-04  -0.0et+00 -5.6e-04 -9.4e-04
Filter(Extrap,0) [4.999 0.00000 1.0814 1.8075
+6.1e-04 +1.0e-04 +5.8e-04 +9.3e-04
-6.6e-04 -0.0e+00 -5.3e-04 -9.1e-04

Filter(Extrap,1) [4.999 0.00000 1.0820 1.8087
+6.2e-04 +1.0e-04 +5.5e-04 +9.3e-04
-6.8e-04 -0.0e+00 -5.3e-04 -9.0e-04

Filter(DLE,4) 4.999 0.00000 1.0820 1.8087
+6.1e-04 +1.0e-04 +5.5e-04 +9.2e-04
-6.8e-04 -0.0e+00 -5.3e-04 -9.0e-04

Filter(DLE,8) 4.999 0.00000 1.0820 1.8087
+6.3e-04 +1.0e-04 +5.6e-04 +9.1e-04
-6.8e-04 -0.0e+00 -5.5e-04 -9.4e-04

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
27600| 15 | Queue(l, DropOldest®.997 0.00000 1.0840 1.8121

+5.2e-04 +6.3e-05 +5.0e-04 +8.4e-04
-5.0e-04  -0.0et+00 -5.2e-04 -8.7e-04
Queue(10, DropOldesy.997 0.00000 1.0840 1.8121
+5.2e-04 +6.3e-05 +5.0e-04 +8.4e-04
-5.0e-04  -0.0et+00 -5.2e-04 -8.7e-04
Queue(20, DropOldesy.997 0.00000 1.0840 1.8121
+5.2e-04 +6.3e-05 +5.0e-04 +8.4e-04
-5.0e-04  -0.0et+00 -5.2e-04 -8.7e-04
Queue(50, DropOldesy.997 0.00000 1.0840 1.8121
+5.2e-04 +6.3e-05 +5.0e-04 +8.4e-04
-5.0e-04  -0.0et+00 -5.2e-04 -8.7e-04
Filter(Extrap,0) [4.998 0.00000 1.0842 1.8124
+6.0e-04 +1.0e-04 +4.8e-04 +8.6e-04
-6.7e-04 -0.0e+00 -5.4e-04 -9.2e-04

Filter(Extrap,1) [4.998 0.00000 1.0849 1.8137
+5.8e-04 +1.0e-04 +5.1e-04 +8.4e-04
-6.6e-04 -0.0e+00 -5.3e-04 -9.2e-04

Filter(DLE,4) 4.998 0.00000 1.0852 1.8143
+6.1e-04 +1.0e-04 +5.3e-04 +8.4e-04
-6.7e-04 -0.0e+00 -5.5e-04 -8.9e-04

Filter(DLE,8) 4.998 0.00000 1.0849 1.8139
+5.9e-04 +1.0e-04 +5.5e-04 +8.7e-04
-6.7e-04 -0.0e+00 -5.1e-04 -8.6e-04

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
69000| 15 | Queue(l, DropOldest®.997 0.00000 1.1241 1.8772

+5.4e-04 +6.3e-05 +6.1e-04 +9.9e-04
-5.9e-04  -0.0et+00 -6.7e-04 -1.1e-03
Queue(10, DropOldesy.997 0.00000 1.1241 1.8772
+5.4e-04 +6.3e-05 +6.1e-04 +9.9e-04
-5.9e-04  -0.0et+00 -6.7e-04 -1.1e-03
Queue(20, DropOldesy.997 0.00000 1.1241 1.8772
+5.4e-04 +6.3e-05 +6.1e-04 +9.9e-04
-5.9e-04  -0.0et+00 -6.7e-04 -1.1e-03
Queue(50, DropOldesy.997 0.00000 1.1241 1.8772
+5.4e-04 +6.3e-05 +6.1e-04 +9.9e-04
-5.9e-04  -0.0et+00 -6.7e-04 -1.1e-03
Filter(Extrap,0) [4.999 0.00000 1.1253 1.8791
+6.7e-04 +1.0e-04 +5.5e-04 +9.1e-04
-8.1e-04 -0.0e+00 -6.3e-04 -1.1e-03

Filter(Extrap,1) [4.999 0.00000 1.1309 1.8903
+6.5e-04 +1.0e-04 +5.5e-04 +9.4e-04
-7.8e-04 -0.0e+00 -5.7e-04 -9.6e-04

Filter(DLE,4) 4.999 0.00000 1.1311 1.8905
+6.4e-04 +1.0e-04 +5.7e-04 +9.4e-04
-7.8e-04 -0.0e+00 -5.7e-04 -9.5e-04

Filter(DLE,8) 4.999 0.00000 1.1315 1.8914
+6.6e-04 +1.0e-04 +5.5e-04 +8.9e-04
-7.8e-04 -0.0e+00 -6.4e-04 -1.1e-03

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
110400 15 | Queue(l, DropOldesi®.997 0.00001 1.1580 1.9316

+6.0e-04 +5.8e-05 +7.1e-04 +1.1e-03
-6.8e-04 -1.4e-05 -7.3e-04 -1.2e-03
Queue(10, DropOldesy.997 0.00001 1.1580 1.9316
+6.0e-04 +5.8e-05 +7.1e-04 +1.1e-03
-6.8e-04 -1.4e-05 -7.3e-04 -1.2e-03
Queue(20, DropOldesy.997 0.00001 1.1580 1.9316
+6.0e-04 +5.8e-05 +7.1e-04 +1.1e-03
-6.8e-04 -1.4e-05 -7.3e-04 -1.2e-03
Queue(50, DropOldesy.997 0.00001 1.1580 1.9316
+6.0e-04 +5.8e-05 +7.1e-04 +1.1e-03
-6.8e-04 -1.4e-05 -7.3e-04 -1.2e-03
Filter(Extrap,0) [4.999 0.00000 1.1581 1.9312
+7.2e-04 +1.2e-04 +6.4e-04 +1.1e-03
-8.5e-04 -0.0e+00 -7.2e-04 -1.2e-03

Filter(Extrap,1) |4.999 0.00013 1.1805 1.9772
+8.3e-04 +1.2e-04 +6.8e-04  +1.2e-03
-1.0e-03 -1.0e-04 -5.9e-04 -1.0e-03

Filter(DLE,4) 4.999 0.00000 1.1757 1.9662
+7.7e-04 +1.2e-04 +6.0e-04  +1.0e-03
-9.0e-04 -0.0e+00 -6.7e-04 -1.1e-03

Filter(DLE,8) 4.999 0.00000 1.1769 1.9698
+8.1e-04 +1.2e-04 +6.3e-04  +1.0e-03
-1.2e-03 -7.5e-07 -6.6e-04 -1.1e-03

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
13800| 30 | Queue(l, DropOldestd.985 0.00000 1.0793 1.8055

+1.3e-03 +7.0e-05 +3.7e-04  +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04

Queue(10, DropOldesH.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04  +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04

Queue(20, DropOldesH.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04

Queue(50, DropOldes®.985 0.00000 1.0793 1.8055
+1.3e-03 +7.0e-05 +3.7e-04 +6.0e-04
-1.3e-03 -0.0e+00 -3.6e-04 -6.6e-04

Filter(Extrap,0) [9.987 0.00000 1.0790 1.8045
+1.5e-03 +1.1e-04 +3.9e-04 +6.6e-04
-1.5e-03 -0.0e+00 -3.8e-04 -6.5e-04

Filter(Extrap,1) |9.987 0.00000 1.0836 1.8143
+1.5e-03 +1.1e-04 +3.9e-04  +6.5e-04
-1.5e-03 -0.0e+00 -4.0e-04 -7.1e-04

Filter(DLE,4) 9.987 0.00000 1.0842 1.8156
+1.5e-03 +1.1e-04 +3.8e-04 +6.4e-04
-1.5e-03 -0.0e+00 -4.1e-04 -6.9e-04

Filter(DLE,8) 9.987 0.00000 1.0852 1.8175
+1.5e-03 +1.1e-04 +3.8e-04 +6.3e-04
-1.5e-03 -0.0e+00 -4.0e-04 -7.1e-04

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
27600/ 30 | Queue(l, DropOldestd.985 0.00000 1.0819 1.8097

+1.4e-03 +7.0e-05 +3.5e-04 +5.4e-04
-1.3e-03 -0.0e+00 -3.4e-04 -5.6e-04

Queue(10, DropOldesH.985 0.00000 1.0819 1.8097
+1.4e-03 +7.0e-05 +3.5e-04 +5.4e-04
-1.3e-03 -0.0e+00 -3.4e-04 -5.6e-04

Queue(20, DropOldesH.985 0.00000 1.0819 1.8097
+1.4e-03 +7.0e-05 +3.5e-04 +5.4e-04
-1.3e-03 -0.0e+00 -3.4e-04 -5.6e-04

Queue(50, DropOldes®.985 0.00000 1.0819 1.8097
+1.4e-03 +7.0e-05 +3.5e-04 +5.4e-04
-1.3e-03 -0.0e+00 -3.4e-04 -5.6e-04

Filter(Extrap,0) |9.987 0.00000 1.0814 1.8084
+1.4e-03 +1.1e-04 +3.9e-04  +6.2e-04
-1.6e-03 -0.0e+00 -3.8e-04 -6.1e-04

Filter(Extrap,1) [9.987 0.00000 1.0882 1.8222
+1.3e-03 +1.1e-04 +3.6e-04 +6.2e-04
-1.6e-03 -0.0e+00 -4.1e-04 -6.6e-04

Filter(DLE,4) 9.987 0.00000 1.0892 1.8239
+1.5e-03 +1.1e-04 +4.3e-04  +7.4e-04
-1.6e-03 -0.0e+00 -3.5e-04 -6.0e-04

Filter(DLE,8) 9.987 0.00000 1.0897 1.8251
+1.5e-03 +1.1e-04 +3.9e-04 +6.4e-04
-1.6e-03 -0.0e+00 -4.1e-04 -6.7e-04

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
69000, 30 | Queue(l, DropOldestd.984 0.00000 1.1119 1.8587

+1.3e-03 +7.0e-05 +4.0e-04 +6.7e-04
-1.3e-03  -0.0e+00 -4.1e-04 -7.0e-04
Queue(10, DropOldes?.984 0.00000 1.1119 1.8587
+1.3e-03 +7.0e-05 +4.0e-04 +6.7e-04
-1.3e-03  -0.0e+00 -4.1e-04 -7.0e-04
Queue(20, DropOldes?.984 0.00000 1.1119 1.8587
+1.3e-03 +7.0e-05 +4.0e-04 +6.7e-04
-1.3e-03  -0.0e+00 -4.1e-04 -7.0e-04
Queue(50, DropOldes®.984 0.00000 1.1119 1.8587
+1.3e-03 +7.0e-05 +4.0e-04 +6.7e-04
-1.3e-03  -0.0e+00 -4.1e-04 -7.0e-04
Filter(Extrap,0) [9.988 0.00000 1.1110 1.8567
+1.5e-03 +1.2e-04 +4.1e-04 +6.7e-04
-1.7e-03 -0.0e+00 -3.9e-04 -6.6e-04

Filter(Extrap,1) |9.988 0.00001 1.1274 1.8897
+1.6e-03 +1.2e-04 +4.1e-04  +6.9e-04
-1.7e-03 -7.1e-06 -4.1e-04 -7.2e-04

Filter(DLE,4) 9.988 0.00000 1.1247 1.8846
+1.5e-03 +1.2e-04 +4.8e-04  +7.9e-04
-1.7e-03 -0.0e+00 -4.3e-04 -7.3e-04

Filter(DLE,8) 9.988 0.00000 1.1278 1.8907
+1.6e-03 +1.2e-04 +3.7e-04  +6.3e-04
-1.5e-03 -0.0e+00 -4.0e-04 -6.5e-04

continued on next page
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Table B.1: Simulation Results for Internet Link Congestfece-

nario — continued

Mean
Interne

Bit Motionless

Rate | Car Flow Ratio EFC NFR
(bps) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
110400 30 | Queue(l, DropOldestp.984 0.00000 1.1438 1.9101

+1.5e-03 +7.0e-05 +4.5e-04 +7.2e-04
-1.5e-03 -2.2e-06 -4.4e-04 -7.0e-04
Queue(10, DropOldes?.984 0.00000 1.1438 1.9101
+1.5e-03 +7.0e-05 +4.5e-04 +7.2e-04
-1.5e-03 -2.2e-06 -4.4e-04 -7.0e-04
Queue(20, DropOldes?.984 0.00000 1.1438 1.9101
+1.5e-03 +7.0e-05 +4.5e-04 +7.2e-04
-1.5e-03 -2.2e-06 -4.4e-04 -7.0e-04
Queue(50, DropOldes®.984 0.00000 1.1438 1.9101
+1.5e-03 +7.0e-05 +4.5e-04 +7.2e-04
-1.5e-03 -2.2e-06 -4.4e-04 -7.0e-04
Filter(Extrap,0) [9.988 0.00000 1.1451 1.9115
+1.5e-03 +1.3e-04 +4.6e-04 +7.5e-04
-1.8e-03 -3.6e-06 -4.7e-04 -7.5e-04

Filter(Extrap,1) [9.988 0.00026 1.1861 1.9978
+2.1e-03 +1.3e-04 +5.2e-04 +9.2e-04
-2.5e-03 -1.0e-04 -4.5e-04 -7.9e-04
Filter(DLE,4) 9.988 0.00000 1.1770 1.9752
+1.7e-03 +1.3e-04 +5.2e-04 +9.0e-04
-2.1e-03 -9.3e-08 -5.1e-04 -8.2e-04

Filter(DLE,8) 9.988 0.00001 1.1844 1.9929
+1.8e-03 +1.2e-04 +4.8e-04  +7.9e-04
-2.3e-03 -6.1e-06 -5.3e-04 -8.7e-04
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B.2. Noisy Wireless Network Scenario

TableB.2 shows the results from the Noisy Wireless Network Scenaszdbed in Section

7.5.2
Table B.2: Simulation Results for Noise Wireless Networle-Sc
nario
Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-85 15 | Queue(1, DropOldesi}#.997 0.00000 1.0799 1.8053

+4.9e-04 +6.3e:05| +4.9e-04 +8.6e-04
-5.0e-04  -0.0e+00 -5.3e-04 -8.8e-04
Queue(10, DropOldesy.997 0.00000 1.0799 1.8053
+4.9e-04 +6.3e-05| +4.9e-04 +8.6e-04
-5.0e-04  -0.0e+00 -5.3e-04 -8.8e-04
Queue(20, DropOldesy.997 0.00000 1.0799 1.8053
+4.9e-04 +6.3e-05| +4.9e-04 +8.6e-04
-5.0e-04  -0.0e+00 -5.3e-04 -8.8e-04
Queue(50, DropOldesy.997 0.00000 1.0799 1.8053
+4.9e-04 +6.3e-05| +4.9e-04 +8.6e-04
-5.0e-04  -0.0e+00 -5.3e-04 -8.8e-04
Filter(Extrap,0) [4.999 0.00000 1.0794 1.8042
+5.9e-04 +1.0e-04| +5.0e-04  +8.7e-04
-6.9e-04 -0.0e+00 -5.2e-04 -9.0e-04

Filter(Extrap,1) [4.999 0.00000 1.0798 1.8050
+5.9e-04 +1.0e-04| +5.0e-04  +8.4e-04
-6.9e-04 -0.0e+00 -5.4e-04 -9.1e-04

Filter(DLE,4) 4.999 0.00000 1.0797 1.8050
+5.9e-04 +1.0e-04 +5.0e-04  +8.5e-04
-6.9e-04 -0.0e+00 -5.5e-04 -0.1e-04

Filter(DLE,8) 4.999 0.00000 1.0798 1.8051
+5.9e-04 +1.0e-04| +5.1e-04 +8.9e-04
-6.8e-04 -0.0e+00 -5.2e-04 -8.8e-04
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-75 15 | Queue(1, DropOldest¥#.997 0.00000 0.9662 1.6045

+4.7e-04 +6.2e-05 +1.3e-04 +2.6e-04
-5.1e-04 -9.3e-07 -1.3e-04 -2.7e-04
Queue(10, DropOldesy.997 0.00000 0.9662 1.6045
+4.7e-04 +6.2e-05 +1.3e-04 +2.6e-04
-5.1e-04 -9.3e-07 -1.3e-04 -2.7e-04
Queue(20, DropOldesy.997 0.00000 0.9662 1.6045
+4.7e-04 +6.2e-05 +1.3e-04 +2.6e-04
-5.1e-04 -9.3e-07 -1.3e-04 -2.7e-04
Queue(50, DropOldesy.997 0.00000 0.9662 1.6045
+4.7e-04 +6.2e-05 +1.3e-04 +2.6e-04
-5.1e-04 -9.3e-07 -1.3e-04 -2.7e-04
Filter(Extrap,0) |4.999 0.00000 0.9657 1.6033
+5.7e-04 +1.0e-04 +1.1e-04 +2.5e-04
-6.7e-04 -9.3e-07 -1.2e-04 -2.6e-04

Filter(Extrap,1) |4.995 0.00074 0.9825 1.6396
+7.2e-04 +1.3e-04 +2.3e-04 +4.5e-04
-7.9e-04 -1.2e-04 -2.6e-04 -5.0e-04
Filter(DLE,4) 4.998 0.00004 0.9967 1.6681
+6.6e-04 +9.9e-05 +2.9e-04 +5.2e-04
-7.2e-04 -3.9e-05 -3.2e-04 -5.9e-04

Filter(DLE,8) 4.998 0.00006 1.0021 1.6809
+6.4e-04 +1.0e-04| +3.0e-04  +5.6e-04
-7.2e-04 -5.6e-05 -3.2e-04 -6.0e-04
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-65 15 | Queue(l, DropOldest¥#.996 0.00492 1.0149 1.7478

+1.7e-03 +1.8e-04 +3.0e-04 +6.7e-04
-2.1e-03 -1.8e-04 -3.1e-04 -7.3e-04
Queue(10, DropOldesy.996 0.00492 1.0149 1.7478
+1.7e-03 +1.8e-04 +3.0e-04 +6.7e-04
-2.1e-03 -1.8e-04 -3.1e-04 -7.3e-04
Queue(20, DropOldesy.996 0.00492 1.0149 1.7478
+1.7e-03 +1.8e-04 +3.0e-04 +6.7e-04
-2.1e-03 -1.8e-04 -3.1e-04 -7.3e-04
Queue(50, DropOldesy.996 0.00492 1.0149 1.7478
+1.7e-03 +1.8e-04 +3.0e-04 +6.7e-04
-2.1e-03 -1.8e-04 -3.1e-04 -7.3e-04
Filter(Extrap,0) |4.997 0.00447 1.0133 1.7422
+1.7e-03 +2.0e-04 +2.7e-04 +6.0e-04
-1.8e-03 -2.0e-04 -3.1e-04 -7.4e-04

Filter(Extrap,1) 0.429 0.91146 0.4919 1.0604
+4.6e-03 +9.8e-04 +1.6e-04 +2.7e-04
-4.9e-03 -9.8e-04 -1.8e-04 -3.1e-04

Filter(DLE,4) 4.845 0.01134 1.0249 1.7838

+2.4e-03 +3.0e-04 +3.6e-04 +8.7e-04
-2.6e-03 -2.5e-04 -3.8e-04 -7.6e-04
Filter(DLE,8) 4513 0.02724 0.9941 1.7643
+4.2e-03 +5.3e-04 +4.0e-04 +8.2e-04
-4.1e-03 -4.1e-04 -4.0e-04 -9.0e-04
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-55 15 | Queue(l, DropOldest®.977 0.00624 0.9955 1.7065
+1.8e-03 +1.9e-04| +2.3e-04 +6.4e-04
-1.8e-03 -1.8e-04 -2.8e-04 -7.1e-04
Queue(10, DropOldesy.977 0.00624 0.9955 1.7065
+1.8e-03 +1.9e-04| +2.3e-04 +6.4e-04
-1.8e-03 -1.8e-04 -2.8e-04 -7.1e-04
Queue(20, DropOldesy.977 0.00624 0.9955 1.7065
+1.8e-03 +1.9e-04 +2.3e-04 +6.4e-04
-1.8e-03 -1.8e-04 -2.8e-04 -7.1e-04
Queue(50, DropOldesy.977 0.00624 0.9955 1.7065
+1.8e-03 +1.9e-04 +2.3e-04  +6.4e-04
-1.8e-03 -1.8e-04 -2.8e-04 -7.1e-04
Filter(Extrap,0) |5.009 0.00638 1.0131 1.7591

+2.0e-03 +2.9e-04 +2.9e-04 +7.4e-04
-2.3e-03 -2.6e-04 -2.8e-04 -7.9e-04

Filter(Extrap,1) |0.214 0.95647 0.4680 1.0321
+3.2e-03 +7.3e-04 +1.5e-04 +2.5e-04
-3.6e-03 -6.6e-04 -1.5e-04 -3.0e-04
Filter(DLE,4) 3.917 0.10151 0.8992 1.6516
+4.9e-03 +9.5e-04 +3.7e-04 +9.1e-04
-4.8e-03 -8.2e-04 -4.2e-04 -8.5e-04
Filter(DLE,8) 3.182 0.10796 0.8201 1.5469
+6.3e-03 +9.1e-04 +3.9e-04 +8.4e-04
-5.6e-03 -9.3e-04 -3.9e-04 -8.8e-04
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-85 30 | Queue(l, DropOldest®.985 0.00000 1.0767 1.8011
+1.3e-03 +7.0e-05 +3.7e-04 +6.4e-04
-1.3e-03 -0.0e+00 -3.5e-04 -5.9e-04
Queue(10, DropOldesH.985 0.00000 1.0767 1.8011
+1.3e-03 +7.0e-05 +3.7e-04 +6.4e-04
-1.3e-03 -0.0e+00 -3.5e-04 -5.9e-04
Queue(20, DropOldesf.985 0.00000 1.0767 1.8011
+1.3e-03 +7.0e-05 +3.7e-04 +6.4e-04
-1.3e-03 -0.0e+00 -3.5e-04 -5.9e-04
Queue(50, DropOldesf.985 0.00000 1.0767 1.8011
+1.3e-03 +7.0e-05 +3.7e-04 +6.4e-04
-1.3e-03 -0.0e+00 -3.5e-04 -5.9e-04
Filter(Extrap,0) |9.987 0.00000 1.0757 1.7991
+1.4e-03 +1.1e-04 +3.8e-04 +6.7e-04
-1.5e-03 -0.0e+00 -3.6e-04 -6.2e-04
Filter(Extrap,1) |9.987 0.00000 1.0937 1.8355
+1.5e-03 +1.1e-04 +4.2e-04 +6.8e-04
-1.5e-03 -2.8e-07 -4.1e-04 -7.1e-04
Filter(DLE,4) 9.987 0.00000 1.0945 1.8389
+1.5e-03 +1.1e-04 +3.7e-04 +6.7e-04
-1.6e-03 -0.0e+00 -3.8e-04 -6.7e-04
Filter(DLE,8) 9.987 0.00000 1.0982 1.8477
+1.7e-03 +1.1e-04 +3.8e-04 +6.6e-04
-1.6e-03 -5.6e-07 -3.8e-04 -6.7e-04

!

!

!

!

|

|

|

|
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-75 30 | Queue(l, DropOldestp.984 0.00004 0.9746 1.6259

+1.6e-03 +6.9e-05 +1.3e-04 +2.7e-04
-1.7e-03 -4.4e-05 -1.2e-04 -2.3e-04

Queue(10, DropOldesH.984 0.00004 0.9746 1.6259
+1.6e-03 +6.9e-05 +1.3e-04 +2.7e-04
-1.7e-03 -4.4e-05 -1.2e-04 -2.3e-04

Queue(20, DropOldes?.984 0.00004 0.9746 1.6259
+1.6e-03 +6.9e-05 +1.3e-04 +2.7e-04
-1.7e-03 -4.4e-05 -1.2e-04 -2.3e-04

Queue(50, DropOldesf).984 0.00004 0.9746 1.6259
+1.6e-03 +6.9e-05 +1.3e-04 +2.7e-04
-1.7e-03 -4.4e-05 -1.2e-04 -2.3e-04

Filter(Extrap,0) |9.987 0.00007 0.9776 1.6325
+1.6e-03 +1.1e-04 +1.5e-04 +3.0e-04
-1.6e-03 -6.8e-05 -1.4e-04 -2.8e-04

Filter(Extrap,1) |9.206 0.07760 0.9425 1.5983
+9.1e-03 +9.3e-04 +1.8e-04 +3.4e-04

-9.3e-03 -8.6e-04 -2.0e-04 -3.8e-04
Filter(DLE,4) 9.987 0.00009 1.0019 1.6829

+1.5e-03 +1.1e-04 +2.2e-04  +4.1e-04
-2.0e-03 -9.3e-05 -2.2e-04 -4.0e-04

Filter(DLE,8) 9.985 0.00016 1.0221 1.7249
+2.0e-03 +1.1e-04 +2.7e-04 +4.8e-04
-1.8e-03 -9.5e-05 -2.6e-04 -5.0e-04

continued on next page

181



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-65 30 | Queue(l, DropOldestp.899 0.00364 0.9840 1.6574

+2.8e-03 +1.6e-04 +1.6e-04 +3.3e-04
-2.8e-03 -1.4e-04 -1.9e-04 -3.9e-04
Queue(10, DropOldes?.899 0.00364 0.9840 1.6574
+2.8e-03 +1.6e-04 +1.6e-04 +3.3e-04
-2.8e-03 -1.4e-04 -1.9e-04 -3.9e-04
Queue(20, DropOldes?.899 0.00364 0.9840 1.6574
+2.8e-03 +1.6e-04 +1.6e-04 +3.3e-04
-2.8e-03 -1.4e-04 -1.9e-04 -3.9e-04
Queue(50, DropOldes?.899 0.00364 0.9840 1.6574
+2.8e-03 +1.6e-04 +1.6e-04 +3.3e-04
-2.8e-03 -1.4e-04 -1.9e-04 -3.9e-04
Filter(Extrap,0) |9.982 0.00183 0.9899 1.6614
+2.9e-03 +2.8e-04 +1.8e-04 +3.3e-04
-3.3e-03 -2.4e-04 -1.8e-04 -3.6e-04

Filter(Extrap,1) |4.261 0.56057 0.7022 1.3481
+1.5e-02 +1.5e-03 +2.8e-04 +4.9e-04
-1.7e-02 -1.5e-03 -2.4e-04 -4.3e-04
Filter(DLE,4) 9.761 0.00928 1.0428 1.8051
+5.0e-03 +3.5e-04 +3.0e-04 +6.6e-04
-4.6e-03 -3.1e-04 -3.1e-04 -6.4e-04
Filter(DLE,8) 9.391 0.02597 1.0335 1.8162
+7.6e-03 +5.1e-04 +3.1e-04 +6.3e-04
-7.1e-03 -5.5e-04 -3.5e-04 -7.4e-04
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Table B.2: Simulation Results for Noise Wireless Networle-Sc

nario — continued

Packet
RX
Power Motionless
Threshold Car Flow Ratio EFC NFR
(dB) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
-55 30 | Queue(l, DropOldest.590 0.01863 0.9715 1.6676

+5.7e-03 +3.6e-04 +1.7e-04 +4.1e-04
-5.8e-03 -3.8e-04 -1.8e-04 -4.3e-04

Queue(10, DropOldesH.590 0.01863 0.9715 1.6676
+5.7e-03 +3.6e-04 +1.7e-04 +4.1e-04
-5.8e-03 -3.8e-04 -1.8e-04 -4.3e-04

Queue(20, DropOldesH.590 0.01863 0.9715 1.6676
+5.7e-03 +3.6e-04 +1.7e-04 +4.1e-04
-5.8e-03 -3.8e-04 -1.8e-04 -4.3e-04

Queue(50, DropOldesH.590 0.01863 0.9715 1.6676
+5.7e-03 +3.6e-04 +1.7e-04 +4.1e-04
-5.8e-03 -3.8e-04 -1.8e-04 -4.3e-04

Filter(Extrap,0) |9.390 0.03010 0.9616 1.6611
+6.8e-03 +5.4e-04 +1.8e-04 +4.4e-04
-6.9e-03 -5.3e-04 -1.9e-04 -3.9e-04
Filter(Extrap,1) |0.677 0.91705 0.4887 1.0722
+7.8e-03 +8.1e-04 +1.4e-04 +2.7e-04
-6.6e-03 -8.5e-04 -1.4e-04 -2.7e-04
Filter(DLE,4) 4.410 0.45851 0.7208 1.4322
+1.3e-02 +1.4e-03 +2.6e-04 +5.6e-04
-1.3e-02 -1.4e-03 -2.4e-04 -5.8e-04
Filter(DLE,8) 3.895 0.44110 0.6931 1.3913
+1.5e-02 +1.6e-03 +2.7e-04 +5.1e-04
-1.4e-02 -1.6e-03 -2.5e-04 -5.7e-04

183



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

B.3. Background Wireless Traffic Congestion Scenario

Table B.3 shows the results from the Background Wireless Traffic Cetigie Scenario
described in Sectior.5.3

Table B.3: Simulation Results for Background Wireless flcaf

Scenario
Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
1024 | 0.01| 15 | Queue(1, DropOldesi}#.961 0.00995 1.0931 1.9419

+7.0e-03 +4.8e-04 +8.2e-04  +1.7e-03
-6.4e-03 -5.1e-04 -8.8e-04 -2.0e-03

Queue(10, DropOldesy).961 0.00995  [1.0931 1.9419
+7.00:03| +4.8¢-04] +8.2e-04 +1.7e-03
-6.46-03|  -51e-04 -8.8e-04  -2.0e-03

Queue(20, DropOldesy).961 0.00995  [1.0931 1.9419
+7.00:03| +4.86-04] +8.2e-04 +1.7e-03
-6.46-03|  -51e-04 -8.8e-04  -2.0e-03

Queue(50, DropOldesy).961 0.00995  [1.0931 1.9419
+7.00:03| +4.86-04] +8.2e-04 +1.7e-03
-6.46-03|  -51e-04 -8.8e-04  -2.0e-03

Filter(Extrap,0)  |4.906 0.01460  [1.0812 1.9212

+6.7e-03 +6.1e-04 +9.6e-04  +2.0e-03
-6.3e-03  -6.7e-04  -9.7e-04  -2.1e-03
Filter(Extrap,1)  |4.252 0.13183  [1.0465 1.9352
+1.1e-03 +1.7e-03 +1.1e-03 +2.2e-03
-1.1e-02  -15e-03  -9.9e-04  -2.2e-03

Filter(DLE,4) 4.710 0.04027 1.1129 1.9602
+7.7e-03  +9.4e-04 +1.1e-03 +2.2e-03
-8.2e-03 -9.3e-04 -1.0e-03 -2.1e-03

Filter(DLE,8) 4.246 0.11127 1.0478 1.9091
+9.9e-03 +1.6e-03 +1.0e-03 +2.0e-03
-1.1e-02 -1.6e-03 -1.0e-03 -2.1e-03
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
1024 | 0.10| 15 | Queue(l, DropOldesi}#.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(10, DropOldesy.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(20, DropOldesy.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Queue(50, DropOldesy.996 0.00366 1.1579 2.0297
+5.2e-03 +2.5e-04 +1.3e-03 +2.2e-03
-5.6e-03 -2.4e-04 -1.2e-03 -2.2e-03
Filter(Extrap,0) |4.998 0.00344 1.1585 2.0261
+4.8e-03 +2.6e-04 +1.1e-03 +2.0e-03
-5.1e-03 -2.5e-04 -1.2e-03 -2.2e-03
Filter(Extrap,1) |4.993 0.01535 1.3445 2.4249
+6.6e-03 +6.1e-04 +1.6e-03 +3.0e-03
-6.3e-03 -5.8e-04 -1.6e-03 -3.0e-03
Filter(DLE,4) 4.997 0.00023 1.3874 2.4274
+4.5e-03 +2.0e-04 +1.7e-03 +2.9e-03
-4.3e-03 -1.8e-04 -1.7e-03 -3.0e-03
Filter(DLE,8) 4.996 0.00020 1.3733 2.4441
+6.1e-03 +2.1e-04 +1.5e-03 +2.7e-03
-5.6e-03 -1.9e-04 -1.5e-03 -2.8e-03

3

3

3

3

3

3

3

3
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
4096 | 0.01| 15 | Queue(l, DropOldest¥.792 0.01980 1.0474 1.8535

+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(10, DropOldesy.792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(20, DropOldesy).792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Queue(50, DropOldesy).792 0.01980 1.0474 1.8535
+8.1e-03 +6.7e-04 +7.6e-04 +1.6e-03
-7.1e-03 -6.6e-04 -8.4e-04 -1.7e-03
Filter(Extrap,0) |4.951 0.00939 1.0708 1.8857
+5.4e-03 +5.2e-04 +9.6e-04 +2.0e-03
-6.4e-03 -4.9e-04 -8.6e-04 -1.9e-03

Filter(Extrap,1) |3.159 0.31272 0.8986 1.7319
+1.3e-02 +2.4e-03 +9.2e-04 +2.1e-03
-1.4e-02 -2.4e-03 -1.0e-03 -2.3e-03

Filter(DLE,4) 3.784 0.19567 0.9544 1.7410

+1.2e-02 +2.0e-03 +9.2e-04  +1.8e-03
-1.2e-02 -1.8e-03 -8.9e-04 -1.8e-03
Filter(DLE,8) 2.883 0.35190 0.8506 1.6450
+1.3e-02 +2.7e-03 +9.2e-04  +2.1e-03
-1.4e-02 -2.7e-03 -8.9e-04 -1.6e-03
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
4096 | 0.10| 15 | Queue(l, DropOldest¥.986 0.01288 1.1259 2.0213

+7.3e-03] +5.8e-04 +1.1e-03 +2.2e-03
-7.4e-03 -5.6e-04  -1.0e-03  -2.2e-03
Queue(10, DropOldesy.986 0.01288 1.1259 2.0213

+7.3e-03] +5.8e-04 +1.1e-03 +2.2e-03
-7.4e-03 -5.6e-04  -1.0e-03  -2.2e-03
Queue(20, DropOldesy.986 0.01288 1.1259 2.0213

+7.3e-03] +5.8e-04 +1.1e-03 +2.2e-03
-7.4e-03 -5.6e-04  -1.0e-03  -2.2e-03
Queue(50, DropOldesy.986 0.01288 1.1259 2.0213
+7.3e-03] +5.8e-04 +1.1e-03 +2.2e-03
-7.4e-03 -5.6e-04  -1.0e-03  -2.2e-03

Filter(Extrap,0) |4.989 0.01276 1.1235 2.0189
+7.0e-03 +5.9e-04 +1.0e-03 +2.1e-03
-7.3e-03 -6.1e-04 -1.0e-03 -2.2e-03

Filter(Extrap,1) [4.799 0.04707 1.1797 2.1638
+8.0e-03 +1.1e-03 +1.2e-03 +2.3e-03
-9.1e-03 -8.7e-04 -1.1e-03 -2.4e-03

Filter(DLE,4) 4.979 0.00628 1.2132 2.1681
+6.9e-03 +3.8e-04 +1.1e-03 +2.3e-03
-7.1e-03 -3.5e-04 -1.3e-03 -2.4e-03

Filter(DLE,8) 4.889 0.01731 1.2058 2.1693
+7.8e-03 +6.9e-04 +1.3e-03 +2.4e-03
-7.6e-03 -6.7e-04 -1.3e-03 -2.3e-03

continued on next page

187



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
1024| 0.01| 30 | Queue(l, DropOldestp.868 0.11542 0.5967 1.2622
+2.9e-02 +2.7e-03 +5.1e-04  +1.5e-03
-3.0e-02 -2.3e-03 -5.3e-04 -1.7e-03
Queue(10, DropOldesD.868 0.11542 0.5967 1.2622
+2.9e-02 +2.7e-03 +5.1e-04  +1.5e-03
-3.0e-02 -2.3e-03 -5.3e-04 -1.7e-03
Queue(20, DropOldes?.868 0.11542 0.5967 1.2622
+2.9e-02 +2.7e-03 +5.1e-04  +1.5e-03
-3.0e-02 -2.3e-03 -5.3e-04 -1.7e-03
Queue(50, DropOldesD.868 0.11542 0.5967 1.2622
+2.9e-02 +2.7e-03 +5.1e-04  +1.5e-03
-3.0e-02 -2.3e-03 -5.3e-04 -1.7e-03
Filter(Extrap,0) |4.527 0.08846 0.6923 1.3539
+3.8e-02 +2.4e-03 +7.4e-04  +1.5e-03
-3.9e-02 -2.1e-03 -6.4e-04 -1.4e-03
Filter(Extrap,1) |2.115 0.76613 0.6110 1.2974
+4.7e-02  +4.0e-03  +9.5e-04  +1.9e-03
-4.3e-02 -4.5e-03 -8.1e-04 -1.9e-03
Filter(DLE,4) 3.064 0.65975 0.6430 1.3148
+5.1e-02  +4.9e-03  +8.5e-04  +1.7e-03
-4.8e-02 -5.0e-03 -8.3e-04 -1.6e-03
Filter(DLE,8) 1.384 0.82852 0.5427 1.1726
+3.5e-02 +3.6e-03 +6.3e-04 +1.3e-03
-3.3e-02 -3.5e-03 -6.9e-04 -1.5e-03

3

3

3

3

3

3
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
1024 | 0.10| 30 | Queue(l, DropOldesip.153 0.13026 0.5632 1.1995
+2.5e-02 +2.7e-03 +5.6e-04 +1.3e-03
-2.5e-02 -2.7e-03 -5.6e-04 -1.3e-03
Queue(10, DropOldesd.153 0.13026 0.5632 1.1995
+2.5e-02 +2.7e-03 +5.6e-04 +1.3e-03
-2.5e-02 -2.7e-03 -5.6e-04 -1.3e-03
Queue(20, DropOldesd.153 0.13026 0.5632 1.1995
+2.5e-02 +2.7e-03 +5.6e-04 +1.3e-03
-2.5e-02 -2.7e-03 -5.6e-04 -1.3e-03
Queue(50, DropOldesd.153 0.13026 0.5632 1.1995
+2.5e-02 +2.7e-03 +5.6e-04 +1.3e-03
-2.5e-02 -2.7e-03 -5.6e-04 -1.3e-03
Filter(Extrap,0) [3.394 0.14007 0.6362 1.2937
+4.0e-02 +2.7e-03 +6.3e-04 +1.4e-03
-3.5e-02 -2.5e-03 -6.1e-04 -1.5e-03
Filter(Extrap,1) |0.861 0.85825 0.5098 1.1266
+2.0e-02 +3.2e-03 +5.9e-04 +1.2e-03
-2.6e-02 -2.7e-03 -6.1e-04 -1.4e-03
Filter(DLE,4) 1.509 0.82407 0.5436 1.1581
+3.2e-02 +3.3e-03 +6.1e-04 +1.3e-03
-3.1e-02 -3.5e-03 -6.3e-04 -1.3e-03
Filter(DLE,8) 1.221 0.85630 0.5296 1.1459
+3.3e-02 +3.0e-03 +5.9e-04 +1.3e-03
-2.8e-02 -3.6e-03 -6.2e-04 -1.3e-03

3

3

3

3

3

3

3

3
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
4096 | 0.01| 30 | Queue(l, DropOldestB.102 0.11263 0.6075 1.2747
+3.2e-02 +2.6e-03 +5.3e-04 +1.5e-03
-2.9e-02 -2.6e-03 -5.7e-04 -1.5e-03
Queue(10, DropOldes8.102 0.11263 0.6075 1.2747
+3.2e-02 +2.6e-03 +5.3e-04 +1.5e-03
-2.9e-02 -2.6e-03 -5.7e-04 -1.5e-03
Queue(20, DropOldes8.102 0.11263 0.6075 1.2747
+3.2e-02 +2.6e-03 +5.3e-04 +1.5e-03
-2.9e-02 -2.6e-03 -5.7e-04 -1.5e-03
Queue(50, DropOldes8.102 0.11263 0.6075 1.2747
+3.2e-02 +2.6e-03 +5.3e-04 +1.5e-03
-2.9e-02 -2.6e-03 -5.7e-04 -1.5e-03
Filter(Extrap,0) |4.547 0.09415 0.6977 1.3756
+4.0e-02 +2.5e-03 +6.7e-04 +1.5e-03
-4.6e-02 -2.2e-03 -7.2e-04 -1.5e-03
Filter(Extrap,1) |3.128 0.67036 0.6811 1.3914
+4.8e-02 +4.6e-03 +9.5e-04 +1.8e-03
-4.9e-02 -4.7e-03 -9.8e-04 -2.0e-03
Filter(DLE,4) 2.484 0.71184 0.6131 1.2844
+3.9e-02 +4.0e-03 +7.5e-04 +1.6e-03
-4.3e-02 -4.3e-03 -7.4e-04 -1.6e-03
Filter(DLE,8) 1.843 0.77029 0.5784 1.2434
+3.6e-02 +3.6e-03 +7.3e-04 +1.7e-03
-3.5e-02 -3.7e-03 -7.7e-04 -1.7e-03

3

3

3

3

3

3
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Table B.3: Simulation Results for Background Wireless fleaf

Scenario — continued

Bgnd.
Bgnd.| Mean
Packet Send Motionless
Size |Period Car Flow Ratio EFC NFR
(bytes) (s) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
4096 | 0.10 | 30 | Queue(1, DropOldest2.002 0.15415 0.5588 1.2049
+2.5e-02 +2.6e-03 +5.3e-04 +1.3e-03
-2.6e-02 -3.3e-03 -6.1e-04 -1.5e-03
Queue(10, DropOldesd.002 0.15415 0.5588 1.2049
+2.5e-02 +2.6e-03 +5.3e-04 +1.3e-03
-2.6e-02 -3.3e-03 -6.1e-04 -1.5e-03
Queue(20, DropOldesd.002 0.15415 0.5588 1.2049
+2.5e-02 +2.6e-03 +5.3e-04 +1.3e-03
-2.6e-02 -3.3e-03 -6.1e-04 -1.5e-03
Queue(50, DropOldesd.002 0.15415 0.5588 1.2049
+2.5e-02 +2.6e-03 +5.3e-04 +1.3e-03
-2.6e-02 -3.3e-03 -6.1e-04 -1.5e-03
Filter(Extrap,0) |3.067 0.15296 0.6248 1.2855
+3.7e-02 +3.2e-03 +6.8e-04 +1.5e-03
-3.7e-02 -2.9e-03 -6.6e-04 -1.4e-03
Filter(Extrap,1) |1.252 0.84946 0.5395 1.1678
+3.1e-02 +3.2e-03 +6.8e-04 +1.5e-03
-2.9e-02 -3.2e-03 -7.0e-04 -1.4e-03
Filter(DLE,4) 1.327 0.84568 0.5345 1.1488
+3.5e-02 +3.6e-03 +6.6e-04 +1.3e-03
-3.3e-02 -3.5e-03 -5.7e-04 -1.2e-03
Filter(DLE,8) 0.984 0.88373 0.5133 1.1152
+2.6e-02 +3.0e-03 +6.1e-04 +1.2e-03
-2.8e-02 -2.7e-03 -5.5e-04 -1.2e-03

3

3

3

3

3

3

3

191



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

B.4. Slow Update Frequency Scenario

TableB.4 shows the results from the Slow Update Frequency Scenas@ided in Section

7.5.4
Table B.4: Simulation Results for Slow Update Frequency- Sce
nario
Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
20 15 | Queue(l, DropOldest¥#.997 0.00000 1.0877 1.8203
+5.1e-04 +6.3e-05 +5.5e-04  +9.2e-04
-5.2e-04  -0.0e+00 -5.8e-04 -1.0e-03
Queue(10, DropOldesy.997 0.00000 1.0877 1.8203
+5.1e-04 +6.3e-05 +5.5e-04  +9.2e-04
-5.2e-04  -0.0e+00 -5.8e-04 -1.0e-03
Queue(20, DropOldesy.997 0.00000 1.0877 1.8203
+5.1e-04 +6.3e-05 +5.5e-04  +9.2e-04
-5.2e-04  -0.0e+00 -5.8e-04 -1.0e-03
Queue(50, DropOldesy.997 0.00000 1.0877 1.8203
+5.1e-04 +6.3e-05 +5.5e-04  +9.2e-04
-5.2e-04  -0.0e+00 -5.8e-04 -1.0e-03
Filter(Extrap,0) |5.000 0.00000 1.0882 1.8207
+7.2e-04 +1.4e-04| +5.6e-04 +9.3e-04
-8.6e-04 -0.0e+00 -6.0e-04 -9.7e-04
Filter(Extrap,1) |5.000 0.00000 1.0890 1.8223
+7.5e-04 +1.4e-04| +5.8e-04 +9.5e-04
-8.4e-04 -0.0e+00 -5.6e-04 -9.4e-04
Filter(DLE,4) 5.000 0.00000 1.0891 1.8225
+7.4e-04 +1.4e-04| +5.6e-04 +9.4e-04
-8.6e-04 -0.0e+00 -5.8e-04 -9.6e-04
Filter(DLE,8) 5.000 0.00000 1.0890 1.8226
+7.4e-04 +1.4e-04| +5.6e-04 +9.2e-04
-8.3e-04 -0.0e+00 -5.9e-04 -1.0e-03

3

3

3

3

l

l

l

3
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
50 15 | Queue(l, DropOldesi}#.995 0.00114 1.0601 1.8126

+2.1e-03 +7.7e-05 +4.1e-04  +9.0e-04
-1.8e-03 -6.6e-05 -4.9e-04 -9.3e-04
Queue(10, DropOldesy.995 0.00114 1.0601 1.8126
+2.1e-03 +7.7e-05 +4.1e-04  +9.0e-04
-1.8e-03 -6.6e-05 -4.9e-04 -9.3e-04
Queue(20, DropOldesy.995 0.00114 1.0601 1.8126
+2.1e-03 +7.7e-05 +4.1e-04  +9.0e-04
-1.8e-03 -6.6e-05 -4.9e-04 -9.3e-04
Queue(50, DropOldest).995 0.00114 1.0601 1.8126
+2.1e-03 +7.7e-05 +4.1e-04  +9.0e-04
-1.8e-03 -6.6e-05 -4.9e-04 -9.3e-04
Filter(Extrap,0) |5.008 0.00139 1.0622 1.8151
+2.2e-03 +2.3e-04| +4.4e-04  +8.3e-04
-2.2e-03 -2.0e-04 -5.1e-04 -9.0e-04

Filter(Extrap,1) |4.940 0.01001 1.1471 1.9914
+3.8e-03 +3.4e-04 +6.3e-04 +1.2e-03
-4.0e-03 -3.4e-04 -6.1e-04 -1.1e-03
Filter(DLE,4) 4.945 0.01185 1.1415 1.9910
+4.3e-03 +3.8e-04 +5.9e-04 +1.1le-03
-4.3e-03 -3.5e-04 -6.1e-04 -1.1e-03
Filter(DLE,8) 4.774 0.04908 1.1083 1.9857
+5.0e-03 +5.8e-04 +5.4e-04 +1.1le-03
-5.4e-03 -5.5e-04 -5.0e-04 -1.1e-03

continued on next page

193



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
100 15 | Queue(l, DropOldestp.256 0.05281 0.6775 1.3105

+6.3e-03 +5.8e-04 +2.4e-04 +5.1e-04
-6.7e-03 -5.4e-04 -2.5e-04 -5.7e-04

Queue(10, DropOldes.256 0.05281 0.6775 1.3105
+6.3e-03 +5.8e-04 +2.4e-04  +5.1e-04
-6.7e-03 -5.4e-04 -2.5e-04  -5.7e-04

Queue(20, DropOldes.256 0.05281 0.6775 1.3105
+6.3e-03 +5.8e-04 +2.4e-04  +5.1e-04
-6.7e-03 -5.4e-04 -2.5e-04  -5.7e-04

Queue(50, DropOldesD.256 0.05281 0.6775 1.3105
+6.3e-03 +5.8e-04 +2.4e-04 +5.1e-04
-6.7e-03 -5.4e-04 -2.5e-04 -5.7e-04

Filter(Extrap,0) |1.568 0.18317 |0.6033 1.2167
+5.3e-03 +1.2e-03 +2.0e-04  +4.6e-04
-6.2e-03  -1.1e-03  -2.0e-04  -4.6e-04

Filter(Extrap,1) |0.514 0.87460  |0.4984 1.0717
+4.4e-03  +1.0e-03 +1.5e-04 +2.9e-04
-4.4e-03  -1.1e-03  -1.6e-04  -3.1e-04

Filter(DLE,4)  |0.456 0.88988  |0.4918 1.0627

+4.2e-03  +9.0e-04 +1.4e-04 +2.7e-04
-3.9e-03 -9.4e-04 -1.4e-04 -2.9e-04
Filter(DLE,8) 0.401 0.90159 0.4862 1.0554
+3.9e-03  +9.0e-04 +1.3e-04 +2.7e-04
-4.1e-03 -8.6e-04 -1.3e-04 -2.7e-04
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
200 15 | Queue(l, DropOldesi}.804 0.03084 1.0598 1.8695

+4.4e-03 +4.4e-04 +4.7e-04  +9.1e-04
-4.0e-03 -4.7e-04 -4.3e-04 -9.0e-04

Queue(10, DropOldesy.804 0.03084 1.0598 1.8695
+4.4e-03 +4.4e-04 +4.7e-04 +9.1e-04
-4.0e-03 -4.7e-04 -4.3e-04  -9.0e-04

Queue(20, DropOldesy.804 0.03084 1.0598 1.8695
+4.4e-03 +4.4e-04 +4.7e-04 +9.1e-04
-4.0e-03 -4.7e-04 -4.3e-04  -9.0e-04

Queue(50, DropOldesy).804 0.03084  [1.0598 1.8695
+4.46-03|  +4.4e-04| +4.7e-04  +9.1e-04
-4.0e-03|  -47e-04| -4.3e-04  -9.0e-04
Filter(Extrap,0)  |4.649 0.04374  |1.0368 1.8351
+4.7-03 +6.0e-04 +4.3e-04  +9.9e-04
.5.00-03 -6.3e-04 -4.3e-04  -9.1e-04

Filter(Extrap,1) |3.354 0.23670  |0.8828 1.6551
+6.8-03 +1.2e-03 +4.4e-04  +1.0e-03
-7.1e-03  -1.2e-03  -4.7e-04  -1.1e-03

Filter(DLE,4)  |3.335 0.24604  |0.8800 1.6469
+6.46-03 +1.2e-03 +4.4e-04  +9.8e-04
-75e-03 -1.2e-03  -4.7e-04  -9.7e-04

Filter(DLE,8)  |2.995 0.31358  [0.8416 1.6017
+7.6e-03 +1.3e-03 +4.5e-04 +8.8e-04
-7.2e-03  -1.3e-03  -5.1e-04  -9.4e-04
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
500 15 | Queue(l, DropOldesi}t.084 0.06999 0.9608 1.7596

+6.3e-03 +7.7e-04 +3.9e-04  +9.0e-04
-6.5e-03 -7.5e-04 -4.3e-04 -9.8e-04

Queue(10, DropOldesy.084 0.06999 0.9608 1.7596
+6.3e-03 +7.7e-04) +3.9e-04  +9.0e-04
-6.5e-03 -7.5e-04 -4.3e-04  -9.8e-04

Queue(20, DropOldesy.084 0.06999 0.9608 1.7596
+6.3e-03 +7.7e-04) +3.9e-04  +9.0e-04
-6.5e-03 -7.5e-04 -4.3e-04  -9.8e-04

Queue(50, DropOldesy).084 0.06999  [0.9608 1.7596
+6.36-03| +7.7e04| +3.9e-04  +9.0e-04
-6.56-03|  -7.5e-04| -4.3e-04  -9.8e-04

Filter(Extrap,0) |3.875 0.09605  [0.9380 1.7390
+6.3e-03 +7.9e-04 +4.0e-04  +9.2e-04
-6.0e-03 -8.9e-04 -4.3e-04  -1.0e-03
Filter(Extrap,1) |3.875 0.09605  [0.9380 1.7390
+6.3e-03 +7.9e-04 +4.0e-04  +9.2e-04
-6.0e-03 -8.9e-04 -4.3e-04  -1.0e-03

Filter(DLE,4) 3.875 0.09605 0.9380 1.7390
+6.3e-03  +7.9e-04 +4.0e-04 +9.2e-04
-6.0e-03 -8.9e-04 -4.3e-04 -1.0e-03

Filter(DLE,8) 3.875 0.09605 0.9380 1.7390

+6.3e-03  +7.9e-04 +4.0e-04 +9.2e-04
-6.0e-03 -8.9e-04 -4.3e-04 -1.0e-03

continued on next page

196



APPENDIX B. TRAFFIC CASE STUDY EVALUATIONS

Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
20 30 | Queue(l, DropOldestp.985 0.00000 1.0875 1.8212

+1.4e-03 +7.0e-05 +4.4e-04 +7.3e-04
-1.3e-03  -0.0e+00 -4.3e-04 -7.2e-04
Queue(10, DropOldesH.985 0.00000 1.0875 1.8212

+1.4e-03 +7.0e-05 +4.4e-04 +7.3e-04
-1.3e-03  -0.0e+00 -4.3e-04 -7.2e-04
Queue(20, DropOldesH.985 0.00000 1.0875 1.8212

+1.4e-03 +7.0e-05 +4.4e-04 +7.3e-04
-1.3e-03  -0.0e+00 -4.3e-04 -7.2e-04
Queue(50, DropOldes?).985 0.00000 1.0875 1.8212

+1.4e-03 +7.0e-05 +4.4e-04 +7.3e-04
-1.3e-03  -0.0e+00 -4.3e-04 -7.2e-04
Filter(Extrap,0) ]9.990 0.00000 1.0857 1.8176
+1.6e-03 +1.5e-04 +4.2e-04 +7.1e-04
-1.7e-03 -0.0e+00 -3.5e-04 -6.0e-04

Filter(Extrap,1)  [9.990 0.00000  [1.1044 1.8572
+1.76-03| +15e-04| +3.9e-04 +6.3e-04
-1.86-03|  -0.0e+00|  -3.8-04  -6.4e-04

Filter(DLE,4) 9.990 0.00000 1.1064 1.8617
+1.7e-03 +1.5e-04 +4.3e-04  +7.6e-04
-1.8e-03 -0.0e+00 -3.8e-04 -6.7e-04

Filter(DLE,8) 9.990 0.00000 1.1082 1.8669
+1.8e-03 +1.5e-04 +4.1e-04  +7.1e-04
-1.8e-03 -2.8e-07 -3.6e-04 -6.3e-04

continued on next page
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
50 30 | Queue(l, DropOldestp.983 0.00012 1.0726 1.8063

+2.6e-03  +7.2e-05| +3.5e-04 +6.3e-04
-2.5e-03  -6.2e-05 -3.6e-04  -6.0e-04
Queue(10, DropOldes.983 0.00012 1.0726 1.8063

+2.6e-03  +7.2e-05| +3.5e-04 +6.3e-04
-2.5e-03  -6.2e-05 -3.6e-04  -6.0e-04
Queue(20, DropOldes?.983 0.00012 1.0726 1.8063

+2.6e-03  +7.2e-05| +3.5e-04 +6.3e-04
-2.5e-03  -6.2e-05 -3.6e-04  -6.0e-04
Queue(50, DropOldesf.983 0.00012 1.0726 1.8063

+2.6e-03  +7.2e-05| +3.5e-04 +6.3e-04
-2.5e-03  -6.2e-05 -3.6e-04  -6.0e-04
Filter(Extrap,0) [10.015 0.00011 1.0716 1.8007

+2.8e-03 +2.2e-04) +3.4e-04 +6.1e-04
-3.0e-03 -1.1e-04 -3.4e-04  -6.4e-04

Filter(Extrap,1) |10.010 0.00066  |1.2558 2.1771
+520-03| +2.3e-04 +5.8e-04 +1.0e-03
55603 -1.9e-04 -5.9e-04  -9.8e-04
Filter(DLE,4)  |10.008 0.00095 [1.2518 2.2418
+7.30:03| +2.3e-04 +5.6e-04 +9.8e-04
79603  -1.9e-04 -4.8e-04  -9.7e-04
Filter(DLE,8)  |9.987 0.00998  [1.1986 2.1834
+1.1e-03 +3.5e-04 +4.3e-04  +1.0e-03
-1.0e-02  -3.3e-04  -45e-04  -9.6e-04

continued on next page
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
100 30 | Queue(l, DropOldestp.231 0.11652 0.5548 1.1775

+7.5e-03 +7.3e-04 +1.4e-04 +3.6e-04
-7.0e-03 -7.6e-04 -1.4e-04 -3.8e-04

Queue(10, DropOldes?.231 0.11652 0.5548 1.1775
+7.5e-03 +7.3e-04 +1.4e-04  +3.6e-04
-7.0e-03 -7.6e-04 -1.4e-04  -3.8e-04

Queue(20, DropOldes?.231 0.11652 0.5548 1.1775
+7.5e-03 +7.3e-04 +1.4e-04  +3.6e-04
-7.0e-03 -7.6e-04 -1.4e-04  -3.8e-04

Queue(50, DropOldes.231 0.11652 0.5548 1.1775
+7.5e-03 +7.3e-04 +1.4e-04 +3.6e-04
-7.0e-03 -7.6e-04 -1.4e-04 -3.8e-04

Filter(Extrap,0) |1.907 0.17172  |0.5380 1.1523
+6.3e-03 +9.8e-04 +1.2e-04 +3.5e-04
-6.3e-03  -1.0e-03  -1.2e-04  -3.5e-04

Filter(Extrap,1) |0.288 0.95501  |0.4594 1.0237

+4.3e-03 +5.4e-04 +6.6e-03 +1.7e-04
-4.2e-03 -5.8e-04 -6.3e-05 -1.4e-04
Filter(DLE,4) 0.270 0.95005 0.4586 1.0225
+4.6e-03 +5.4e-04 +7.1e-03 +1.6e-04
-4.3e-03 -6.2e-04 -6.3e-0% -1.6e-04
Filter(DLE,8) 0.253 0.96464 0.4581 1.0217
+4.4e-03 +5.1e-04 +6.7e-03  +1.5e-04
-4.1e-03 -5.5e-04 -6.2e-0% -1.5e-04

continued on next page
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
200 30 | Queue(l, DropOldesi®.337 0.23404 0.7380 1.4627

+1.3e-02 +1.1e-03 +2.8e-04  +5.6e-04
-1.3e-02 -1.3e-03 -2.9e-04 -6.2e-04

Queue(10, DropOldesy.337 0.23404 0.7380 1.4627
+1.3e-02 +1.1e-03] +2.8e-04 +5.6e-04
-1.3e-02 -1.3e-03 -2.9e-04  -6.2e-04

Queue(20, DropOldesy.337 0.23404 0.7380 1.4627
+1.3e-02 +1.1e-03] +2.8e-04 +5.6e-04
-1.3e-02 -1.3e-03 -2.9e-04  -6.2e-04

Queue(50, DropOldesy).337 0.23404  |0.7380 1.4627
+1.36-02| +1.1e03 +2.8e-04 +5.6e-04
13602  -1.3e03 -2.9e-04  -6.2e-04

Filter(Extrap,0) |2.776 0.29667 0.6408 1.3376
+1.0e-02Z +1.4e-03 +2.5e-04 +5.3e-04
-9.6e-03 -1.3e-03 -2.8e-04 -5.4e-04

Filter(Extrap,1) |2.449 0.56917 0.6310 1.3567
+8.1e-03 +1.2e-03 +2.7e-04 +5.5e-04
-8.1e-03 -1.1e-03 -2.7e-04 -5.6e-04

Filter(DLE,4) 2.348 0.57945 0.6248 1.3483
+7.6e-03 +1.1e-03 +2.8e-04 +6.5e-04
-8.0e-03 -1.1e-03 -2.6e-04 -6.4e-04

Filter(DLE,8) 2.386 0.58058 0.6278 1.3535
+8.9e-03 +1.1e-03 +2.7e-04 +6.7e-04
-8.4e-03 -1.2e-03 -2.8e-04 -6.6e-04

continued on next page
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Table B.4: Simulation Results for Slow Update Frequency- Sce

nario — continued

Guidance
Update Motionless
Period | Car Flow Ratio EFC NFR
(ticks) |Count Mechanism (cellsftick) | (unitless) (mL/s) (unitless)
500 30 | Queue(l, DropOldesty.433 0.08550 0.9184 1.7227
+1.3e-02 +7.1e-04 +3.0e-04  +6.2e-04
-1.4e-02 -7.8e-04 -3.3e-04 -7.4e-04
Queue(10, DropOldes®.433 0.08550 0.9184 1.7227
+1.3e-02 +7.1e-04 +3.0e-04  +6.2e-04
-1.4e-02 -7.8e-04 -3.3e-04 -7.4e-04
Queue(20, DropOldes®.433 0.08550 0.9184 1.7227
+1.3e-02 +7.1e-04 +3.0e-04  +6.2e-04
-1.4e-02 -7.8e-04 -3.3e-04 -7.4e-04
Queue(50, DropOldes®.433 0.08550 0.9184 1.7227
+1.3e-02 +7.1e-04 +3.0e-04  +6.2e-04
-1.4e-02 -7.8e-04 -3.3e-04 -7.4e-04
Filter(Extrap,0) |6.363 0.13172 0.8571 1.6707
+1.4e-02 +1.0e-03 +3.3e-04  +7.6e-04
-1.3e-02 -1.0e-03 -3.0e-04 -7.4e-04
Filter(Extrap,1) |6.363 0.13172 |0.8571 1.6707
+1.4e-02 +1.0e-03 +3.3e-04 +7.6e-04
-1.3e-02 -1.0e-03 -3.0e-04 -7.4e-04
Filter(DLE,4) 6.363 0.13172 0.8571 1.6707
+1.4e-02 +1.0e-03 +3.3e-04 +7.6e-04
-1.3e-02 -1.0e-03 -3.0e-04 -7.4e-04
Filter(DLE,8) 6.363 0.13172 0.8571 1.6707
+1.4e-02 +1.0e-03 +3.3e-04 +7.6e-04
-1.3e-02 -1.0e-03 -3.0e-04 -7.4e-04
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!
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Appendix C

Traffic Case Study Inter-arrival Times

This appendix summarizes the inter-arrival times of thelgace packets observed at the
gateway in the vehicle. The results are grouped by the vasoenarios tested in the traffic
case study, as described in Sectibh The inter-arrival times have been aggregated over
all experiments into a box plot (see Fig@d for a description of the boxplot statistics). In
some cases, multiple plots of the same data are shown withixéreetruncated differently

to show the results at different time scales.
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