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[bookmark: _Ref14817779][bookmark: _Toc15593452]Recent reviews of ML in MS&E 
Given the explosion of interest and advancement of machine learning (ML) as a whole and ML in Materials Science and Engineering (MS&E) in particular, we note here that numerous reviews, progress reports, perspectives, and tutorials covering various aspects of the application of ML in MS&E have been written in just the past few years. Here we provide a list as a resource for interested readers. Note that the reviews in this table are listed by year of publication, beginning with the earliest. A version of this list is also provided on Figshare (see Data Availability in Sec. 7 in the main text for link), which version can be continually updated in the future.

	Author
	Publication Year
	Reference
	Title

	Rajan
	2015
	(1)
	Materials Informatics: The Materials “Gene” and Big Data

	Broderick and Rajan
	2015
	(2)
	Informatics derived materials databases for multifunctional properties

	Mueller et al.
	2016
	(3)
	Machine learning in materials science: Recent progress and emerging applications

	Jain et al.
	2016
	(4)
	New opportunities for materials informatics: Resources and data mining techniques for uncovering hidden relationships

	Hill et al.
	2016
	(5)
	Materials science with large-scale data and informatics: Unlocking new opportunities

	Agrawal and Choudhary
	2016
	(6)
	Perspective: Materials informatics and big data: Realization of the “fourth paradigm” of science in materials science

	Audus and de Pablo
	2017
	(7)
	Polymer Informatics: Opportunities and Challenges

	Voyles
	2017
	(8)
	Informatics and data science in materials microscopy

	Liu et al.
	2017
	(9)
	Materials discovery and design using machine learning

	Ramprasad et al.
	2017
	(10)
	Machine Learning and Materials Informatics: Recent Applications and Prospects

	Ward and Wolverton
	2017
	(11)
	Atomistic calculations and materials informatics : A review

	Meredig
	2017
	(12)
	Industrial materials informatics: Analyzing large-scale data to solve applied problems in R&D, manufacturing, and supply chain

	Rupp, von Lilienfeld and Burke
	2018
	(13)
	Guest Editorial: Special Topic on Data-Enabled Theoretical Chemistry

	Correa-Baena et al.
	2018
	(14)
	Accelerating Materials Development via Automation , Machine Learning , and High-Performance Computing

	Dimiduk et al.
	2018
	(15)
	Perspectives on the Impact of Machine Learning , Deep Learning , and Artificial Intelligence on Materials , Processes , and Structures Engineering

	Tabor et al.
	2018
	(16)
	Accelerating the discovery of materials for clean energy in the era of smart automation

	Butler et al.
	2018
	(17)
	Machine learning for molecular and materials science

	Gubernatis and Lookman
	2018
	(18)
	Machine learning in materials design and discovery: Examples from the present and suggestions for the future

	Ye et al.
	2018
	(19)
	Harnessing the Materials Project for machine-learning and accelerated discovery

	Seko et al.
	2018
	(20)
	Progress in nanoinformatics and informational materials science

	Senderowitz and Tropsha
	2018
	(21)
	Materials Informatics

	Nash et al.
	2018
	(22)
	A review of deep learning in the study of materials degradation

	Schleder et al.
	2019
	(23)
	From DFT to machine learning: recent approaches to materials science–a review

	Wan et al.
	2019
	(24)
	Materials Discovery and Properties Prediction in Thermal Transport via Materials Informatics: A Mini Review

	Rickman et al.
	2019
	(25)
	Materials informatics: From the atomic-level to the continuum

	Balachandran
	2019
	(26)
	Machine learning guided design of functional materials with targeted properties

	Gomes et al.
	2019
	(27)
	Artificial intelligence for materials discovery

	Ramakrishna, et al.
	2019
	(28)
	Materials informatics

	Agrawal and Choudhary
	2019
	(29)
	Deep materials informatics: Applications of deep learning in materials science

	Himanen et al.
	2019
	(30)
	Data-driven materials science: status, challenges and perspectives

	Reyes and Maruyama
	2019
	(31)
	The machine learning revolution in materials?

	Ong
	2019
	(32)
	Accelerating materials science with high-throughput computations and machine learning

	Venkatasubrmanian
	2019
	(33)
	The promise of artificial intelligence in chemical engineering: Is it here, finally?

	Aggour et al.
	2019
	(34)
	Artificial intelligence/machine learning in manufacturing and inspection: A GE perspective

	Schmidt et al.
	2019
	(35)
	Recent advances and applications of machine learning in solid-state materials science

	Arroyave and McDowell
	2019
	(36)
	Systems Approaches to Materials Design: Past, Present, and Future

	Peerless, et al.
	2019
	(37)
	Soft Matter Informatics: Current Progress and Challenges

	Gu, et al.
	2019
	(38)
	Machine learning for renewable energy materials

	Chen and Gu
	2019
	(39)
	Machine learning for composite materials

	Boyce and Uchic
	2019
	(40)
	Progress toward autonomous experimental systems for alloy development

	Barnard, et al.
	2019
	(41)
	Nanoinformatics, and the big challenges for the science of small things



[bookmark: _Toc13817123][bookmark: _Ref14817224][bookmark: _Toc15593453]Software tools to enable and enhance ML in MS&E 
Recently, there has been intense development of open source software packages in ML, and more specifically those aimed at streamlining and accelerating the adoption of materials informatics research. Software tools, especially given the rapidly evolving field of ML and its application to MS&E more specifically, are becoming increasingly important in order to maintain community best practices and ease-of-use, especially for users new to the field.(5, 15, 42) An extensive list of software packages are listed in this section, along with a brief explanation on the types of ML-related analysis enabled by each package. We note that this list is not comprehensive and new packages appear frequently, but we believe the list should be useful for those trying to make sure they are aware of available tools. Overall, the type of software package may be categorized into one of eight groups, where group 1 denotes are ML environments with many packages pre-installed, groups 2 and 3 denote general (multidisciplinary) software and the remaining groups denote software that is tied more specifically to ML problems in MS&E.

(1) ML-exploration and hosting environments:
· Google Colab: Free cloud based free Jupyter notebook environment with many ML packages preinstalled and free computer resources available.(43) 
· NVIDIA NGC: Portal for a wide-range of free ML software prepared in containers for rapid GPU deployment.(44)
· Nanohub: A science and engineering API with many community-contributed resources, including ML-centric tools.(45)
· DLHub: Online center for hosting, sharing, and publication of data and ML models through a user-friendly interface.(46)

(2) Paid commercial ML-centric software services:
· Datarobot: Enterprise ML software enabling easy automation of entire ML analysis pipeline.(47)
· Amazon Sagemaker: Part of Amazon Web Services, Amazon’s Sagemaker provides enterprise software to quickly build, train, and deploy ML models.(48)
· Microsoft Azure: The machine learning studio within Microsoft Azure contains a fully managed cloud service providing enterprise machine learning software to quickly build, train, and deploy ML models.(49)
· IBM Watson: Enterprise ML software web API.(50, 51)

(3) Open source software enabling the use of ML algorithms:
· Scikit-learn: A Python package with a wide array of algorithms encompassing every portion of the ML analysis pipeline.(52)
· Waikato Environment for Knowledge Analysis (WEKA): A Java package with a wide array of algorithms encompassing every portion of the ML analysis pipeline.(53)
· R: A general data science and machine learning package.(54)
· TensorFlow: Designed to enable custom, complex, highly flexible neural network models.(55)
· Keras: A user-friendly front end API for TensorFlow.(56)
· PyTorch: A package enabling more widespread use of deep learning, particularly for image analysis.(57)
· ChainerCV: A library for deep learning with a focus on computer vision.(58)
· DeepChem: A library for deep learning with a focus on analysis of chemical characteristics of molecules.(59)

(4) Software consisting of trained models enabling easy prediction of materials properties:
· AFLOW-ML: Web-hosted ML models with drag-and-drop prediction of numerous properties.(60)
· ElemNet: A deep learning neural network trained using only elemental compositions enabling the prediction of material formation energies.(61)
· JARVIS-ML: Web-hosted ML models with drag-and-drop prediction of numerous properties.(62)
· PhysNet: A deep neural network enabling predictions of energies, forces and dipole moments for small molecules.(63)

(5) Software enabling improved feature engineering for more robust ML model generation:
· Materials Agnostic Platform for Informatics and Exploration (MAGPIE): methods of feature generation using elemental properties.(11)
· Materials Simulation Toolkit for Machine Learning (MAST-ML): automation of ML pipeline and codifying of best practices of ML in MS&E, including data cleaning, feature engineering, model fitting, cross-validation and assessment of many statistics.(64)
· matminer: codified set of useful data visualization and structure- and chemistry-based feature generation schemes.(65) 
· DScribe: codified set of structure- and chemistry-based feature generation schemes.(66)

(6) Software streamlining ML analysis methods and the ML pipeline 
· LoLo: Automated ML model fitting and data analysis, estimates of errors based on random forest models.(67)
· matminer: (see above)
· MAST-ML: (see above)
· MATcalo: materials knowledge-based assistive software to aid researchers in MS&E using ML to conduct improved materials research.(68)
· MatErials Graph Network (MEGnet): automated construction and evaluation of graph-based convolutional neural networks for molecules and crystals.(69) 
· SchNet: automated construction and evaluation of deep tensor neural networks for prediction of molecule and crystal properties.(70)
· Veidt: streamlined construction of deep learning neural networks for materials science.(71)
· Materials Knowledge Systems in Python project (pyMKS): ML analysis of structure-property-processing relationships with a focus on microstructure characterization.(72)
· Tree-based Pipeline Optimization Tool (TPOT): automation of ML pipeline, particularly choice of best ML model.(73)

(7) Software facilitating the creation of interatomic potentials
· Atomic Energy Network Package (aenet): fitting neural network-based models for interatomic potentials.(74) 
· Atomistic Machine Learning Package (AMP): construction of MLPs using a variety of atomic structure descriptors and machine learning models.(75) 
· SimpleNN: fitting neural-network-based models for interatomic potentials.(76)
· PES-Learn: automated production of neural-network or Gaussian process models for constructing interatomic potentials.(77)
· DeePMD-kit: construction of MLPs using deep learning neural networks.(78)
· Convolutional Neural Networks for Atomistic Systems (CNNAS): creation of deep convolutional neural networks for interatomic potentials.(79)
· TensorMol-0.1: creation of interatomic potentials consisting of trained neural network combined with screened long-range electrostatic and van der Waals physics.(80)
· SchNetPack: extends SchNet and aids in creation of machine learning potentials using deep learning neural networks (using PyTorch).(81)
· sGDML: python package for force-field generation using the symmetric gradient domain machine learning (sGDML) model.(82)

(8) Software facilitating the use of natural language processing
· word2vec: NLP methods to efficiently construct word embeddings.(83)
· Global Vector (GloVe): NLP software that combines global matrix factorization and local context window methods.(84)
· Character to Sentence Convolutional Neural Network (CharSCNN): Tools to conduct sentiment analysis using deep convolutional neural networks.(85)
[bookmark: _Toc13817113][bookmark: _Ref15680951][bookmark: _Toc16204721]Journals publishing ML in MS&E studies
As ML in MS&E has greatly expanded in scope in the past several years, there are many journals that have or might be expected to publish ML-related studies in MS&E. In particular, some journals seem particularly well represented in this area and additionally appear interested in publishing papers with a relatively more methodological focus that might contain limited new materials insights. These journals include, but are not necessarily limited to (in alphabetical order):  Computational Materials Science (Elsevier), Computer Physics Communications (Elsevier), Integrating Materials and Manufacturing Innovation (Springer), Journal of Chemical Theory and Computation (ACS), Machine Learning: Science and Technology (IOP), Materials Discovery (Elsevier), Materials Today Advances (Elsevier), Molecular Systems Design & Engineering (RSC), MRS Communications (MRS), and npj Computational Materials (Nature, open source). There are also a number of more chemistry-oriented journals that publish papers in ML and the areas of QSAR/QSPR, e.g., Chemometrics and Intelligent Laboratory Systems, Journal of Computational Chemistry, Journal of Chemical Information and Modeling, Journal of Computer-Aided Molecular Design, and Molecular Informatics. For papers where the materials insights are significant any materials journal could, of course, be appropriate.
[bookmark: _Ref16459927]Types of Machine Learning Models
This section primarily describes some standard ML models (with a focus on supervised regression) widely used in MS&E with a goal of highlighting the most salient features for an MS&E researcher. The discussion touches on basic aspects which are covered in many textbooks and general reviews, e.g., Refs. (3, 86–88), and we therefore do not provide additional references unless addressing a specific feature outside the scope of these broad ML texts. We will use notation similar to the main text in that we assume our data has the original form (X,Y), where X is a matrix of features where each row corresponds to a system to be predicted and each element in that row is a value describing some feature of the system, and Y is a vector of target properties to be modeled. The relationship between X and Y can be written as , where  is a noise term (with mean zero and variance ) and we seek a model for  from ML. We write this model as  and its predictions as .
[bookmark: _Toc16204722]Multivariant Linear Regression (MVLR)
MVLR assumes that the target Y is a linear function of the features X. Note that these are generally used with some kind of regularization which penalizes large variations in the fitted coefficients, either the L2 or L1 norm, an approach known as ridge regression. These methods are notable for being extremely fast, deterministic, and very easy to interpret (e.g., the coefficient of each term gives its effect, and magnitudes effectively rank the importance of each variable). MVLR is also simple enough that an enormous body of statistical data on the fit can be determined essentially analytically. For example, uncertainties in all fitted coefficients and their covariance, and uncertainties in any predictions, can be readily obtained, and these can include the influence of uncertainties in the data being fit. Accurate fitting with MVLR does require that the Y values be an approximately linear function of the features X, but since X can include arbitrary functions of underlying descriptors (e.g., polynomials, logarithms, etc.) MVLR does not require linearity with an initial set of features. For a given set of features MVLR does not have any hyperparameters (one is introduced by regularization) although the feature engineering to introduce nonlinearity can effectively add many adjustable parameters. Because of the powerful statistical tools and extremely rapid and robust fitting enabled by MLVR, it is often desirable to consider such models first as they provide a useful baseline. However, materials properties are generally not expected to behave as a linear function of simple features or simple closed form functions of features, which means that MLVR models tend to either poorly represent the data or overfit it, leading to inaccurate estimates of values and/or large estimated uncertainties in predictions, and serious errors for data even slightly different from the data set. For these reasons MLVR is typically not the method of choice for most MS&E ML problems.
[bookmark: _Ref15548069][bookmark: _Toc16204723]Kernel Methods and Kernel Ridge Regression (KRR)
Kernels are an inner product between feature vectors, which effectively define a distance between any two data points in terms of their feature vectors. This distance supports a nonlinear modeling of the data and can be used as basic input to a wide variety of ML methods, including support vector machines, principal component analysis, and spectral clustering. One of the models widely used for simple regression is KRR, which effectively predicts a new target output () from the new input features X* in terms of a linear combination of training data features Xi weighted by their kernel-derived distances from X*, and includes ridge regulation of the coefficients. This method is fairly fast to fit and often provides a good nonlinear model of . The kernel typically introduces at least one hyperparameter. For example, the commonly used Gaussian kernel has a length scale that sets the range over which the distance metric decays, a value that must be similar to length scales within the problem feature set to obtain a good model. Because all kernels go to zero for widely separated points, KRR predicts a value of zero for all points very far from the training data (this can be shifted to predict the mean of Y by normalizing Y to mean of zero before fitting). It should be noted that even with just two hyperparameters for kernel length scale and regularization, one can get strong coupling between them and get families of models where similar CV performance is obtained for a wide subspace of values where the two hyperparameters are linearly correlated.(89)
[bookmark: _Ref15493959][bookmark: _Toc16204724]Gaussian Process Regression (GPR)
GPR is a Bayesian approach that assumes a prior multivariate normal distribution for Y values with a covariance between Yi and Yj given by the distance between feature vectors Xi and Xj, and then modifies this distribution using the training data and Bayes theorem.(90) The distance is determined by a kernel, described in Sec. 3.4.2, making its predictions similar to KRR. However, GPR predicts a distribution of  for any new X*, and the first and second moment of the distribution can be used to estimate the predicted value and its variance (see Sec. 4.6 of the main text for some assessment of GPR predicted standard deviations).
[bookmark: _Ref15494082][bookmark: _Toc16204725]Random Forest Decision Trees (RFDTs)
RFDTs are often the preferred method to for ML modeling for simple regression problems as they are highly accurate, very fast to train and evaluate, effectively perform their own feature selection and yield features ordered by importance, and provide intrinsic error estimates on predictions. A single DT is created by iterative splitting the data on features (nodes) so as to maximize some score metric (e.g., entropy reduction) until reaching a the end of the tree (leaf), and a tree classifies any input into a leaf. Mean values or linear fits to data within each leaf provide regression estimates. Single trees are prone to overfitting, a problem solved by the random forest approach, which creates an ensemble of DTs through training many DTs on partial samplings of the data (using bootstrap aggregating, or bagging) while simultaneously altering the available split criteria at nodes.(91) RFTDs therefore predict a distribution of values, one from each DT, for any new data point, and the first and second moments of this distribution can be used to predict new values and their variance. RFDTs have a number of hyperparameters (e.g. maximum depth of tree) but sensible defaults can often be chosen such that results depend only weakly on the hyperparameters. The accuracy of RFDTs often approaches that of a highly trained NNs but with a fraction of the time taken in training and hyperparameter optimization. As an ensemble method, RFDTs produce a distribution of predictions, and the first and second moment of the distribution can be used to estimate the predicted value and its variance (see Sec. 3.7 for some assessment of GPR predicted standard deviations).

[bookmark: _Ref16110996][bookmark: _Toc16204726]Basic Neural Networks (NNs)
NNs are in many ways the most powerful and versatile ML tools. A node takes input data, weights it, and then passes that weight through an activation function, yielding an output value. A layer has many nodes, and multiple layers can be connected. We use “basic” neural networks to refer ones with up to just a few layers that have no special processing to enable effective training of many layers or feature reduction through convolution or pooling. Networks with these additional features are called deep NNs and discussed in Sec. 3.4.5. Basic NNs have many adjustable weights and are typically trained by simple steepest descent optimizations, which typically yield different final weights for different weight initializations. This is in contrast to the MVLR, KRR, and GPR discussed above, which are essentially uniquely determined in a fit.  NNs also have a large space of hyperparameters, like number of nodes and layers and activation function type, which can significantly impact their results. For these reasons, training an optimized robust NN is generally significantly more challenging and time consuming than any of the above methods and often yields only modest improvements. These methods are therefore typically tried after those discussed above if needed for standard MS&E regression problems. 
[bookmark: _Ref15492701][bookmark: _Toc16204727]Deep Neural Networks (DNNs) and Deep Learning
DNNs represent a significant step in ML that we briefly summarize here.(29, 88) DNNs can be most simply thought of as a NN with many layers (hence the terminology “deep”), but to make the models effective and trainable new types of layers (e.g., convolution, pooling) and optimizations (e.g., residual fitting(92)) are used. DNNs have a number of distinct features compared to traditional methods which we briefly summarize here. Below we will frequently compare to the human brain as this makes a helpful analogy, but we do not mean to imply that these DNNs are actually working by mechanisms equivalent to our brain or make any it suggestions that they are human in some meaningful way.
1. Dimensional reduction and feature map development: Deep NNs typically involve stages that reduce the complexity of the input data, e.g., through convolutions or pooling. These allow extremely large and complex initial feature sets to be used, including ones where related data (e.g., nearby image pixels or connected atom and bond properties) are not co-located in the feature vector, and can effectively extract a reduced set of essential features without human intervention. Compared to human feature generation this process can be much faster, much easier to apply to new situations, and more accurate. Just as your brain can identify key features of a picture of a cat without defining them explicitly, so can a DNN extract the features without having to write them down in advance. 
2. Highly flexible weights: Deep NNs can easily have millions of adjustable weights which gives and incredibly rich model for connecting inputs and outputs. This richness means that model fits are not unique (i.e., two users fitting to the same data with the same tools will not get the same weights). However, it also means that weights can be tuned to perform many tasks, e.g., to identify multiple properties from an input molecular structure. These weights also mean DNNs require extensive training, often done on GPUs and taking multiple hours for typical materials problems (e.g., with hundreds to thousands of data points or images).
3. Scalable fitting: The weight fitting typically uses backpropagation to push weights in the direction that minimizes a loss function (e.g. RMSE). However, such pushes can be done sequentially, allowing training on subsets of the data, generally called batches. In this way one can easily train on almost any size data by simply breaking it up into manageable batches. Our brains work similarly, learning more about how to identify a cat with each cat we see, but not needing to see all cats at once.
4. Transfer learning: The weights contain such a rich map of key features that they can often be very effectively transferred from one problem to another, a method called transfer learning. Transfer learning can reduce the size of data set needed for training in images from tens of thousands to just hundreds.
5. Data hungry: DNNs typically require large data sets to fit the large sets of weights, although transfer learning can greatly reduce these requirements.
6. Flexible architecture: DNNs are highly flexible and come in many forms. Some are just different types of layers in different orders with different connections between them, e.g., varying numbers of convolution layers or connection their output across many layers to avoid fitting problems. However, many DNNs have very profound changes compared to a simple multilayered NN. A common approach is to have multiple NN active in a single method. Faster-RCNN uses this approach identify objects in images, having one NN trained to propose bounding box regions for objects and another to fit the object location. Other important architectures distinct from simple layered networks include Generative Adversarial Networks (GANs) and recurrent neural networks (in particular, long-short term memory NNs), where the latter are extremely successful for data that comes in a series, e.g., time series or games or text.
7. Generative ability: An exciting area of DNNs for materials are generative models, which learn to propose new members of a distribution of samples and can therefore actually propose new materials no human has considered. A recent notable development in this area are Generative Adversarial Networks (GANs). GANs contain two NNs, one that proposes candidates (generator) and one which screens for real candidates (discriminator), and by training them together GANs find an optimal joint performance that can generate new examples of a class. These have been able to generate extremely realistic images of desired types as well new molecules with desired properties.(93)(94)
Methods for small datasets
Datasets in MS&E are often small, and techniques adapted to this type of data are particularly useful. a simple approach to obtain useful predictions from small datasets is to simplify the physics of the target quantity by subtracting a relevant reference, then fitting a model to this shifted target quantity.(95) A more complex but powerful approach is transfer learning, which uses results from ML on a different data set to inform the target modeling effort.(96)  Transfer learning can be done by using ML to create improved features that might not be readily available, or predicting a useful reference to shift the target quantity. One can also train the same model on multiple data sets (either sequentially or simultaneously), an approach widely used in text mining and machine vision (see Sec. S4.6. In materials, pretrained DNNs have been used in a number of microstructure image processing tasks.(97)(98)
Some checks for model value against a naïve model reference
In any modeling exercise it is useful at the end to check against some simple baseline reference cases to be sure the model has value. Here are a few such tests that are recommended. Note that we follow the notation introduced in Sec. S4.
· Permuted data: We note a simple way to check if overfitting is playing a major role in the model is to permute the Y values randomly so that they have no physical connection with the X features (but still have identical properties in terms of sizes, distribution, etc.) and repeat the model development strategy (e.g., as done in Ref. (99)). One should obtain significantly worse performance than the unpermuted model and ideally RMSE/  1 and R2  0.
· Dummy regressor/classifiers: Perhaps the simplest prediction model is to guess a simple value derived from the data (e.g., mean, median, constant, specific quantile). One’s model should do much better than this method on all basic metrics (e.g., RMSE, R2, etc.). Scikit learn(52) implements a number of dummy classifier and regression functions.
· Nearest neighbor: A simple model for predicting Y* from X* is to take the Yi value from the Xi that is closest to X*.(100) Closeness can be measured by a simple Euclidean distance or some more complex kernel. This type of model may actually work quite well in some cases and it is not necessarily a problem for a develop ML model if it has a similar performance in some aspects, but it is worth being aware how accurate one can be with such a simple approach so one does not use a much more complex model unnecessarily.
Comparison of computed residuals vs. model errors
[image: ]
[bookmark: _Ref16202155][bookmark: _GoBack]Figure S1: Comparison of root mean square absolute value of the residuals versus the binned model error values for (A) GPR and (B) random forest tests. Both the x- and y-axes values are normalized by the dataset standard deviation, which is 0.4738 eV. The values are taken over leave out group tests on the same grouped datasets used in the analysis presented in the main text Sec. 4.6. The linear fits have intercepts that are forced to equal 0. In (B), the linear fit is done only on the blue data points, which have normalized binned RF model errors about 1.02 and lower.
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