
S3 Text – Gradients for Atlas Free Model We can write the gradient with
respect to the components of R (translation vector t and rotation matrix r parametrized
by rotation angle θ and section number z), where ∇X is the 2D in-plane gradient, σJJ
is the weighting factor on the image smoothness prior. Rotations and translations are

penalized by a regularization prior centered at identity ( θ
σ2
θ
and t(zi)
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t
, respectively),

where σθ and σt are weighting factors on the rotation and translation priors arising as
standard-deviations of the Gaussian priors written out in Eqn. (9).
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Here the weight αi plays the role of controlling the step size in the gradient algorithm
rather than controlling the weight relative to the prior of the likelihood function as it
does in the atlas-informed case. For image planes that are noisy, the step-size is small,
approximately zero.
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