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1 The Economic Selection Index

The Economic Selection Index is also called the Smith-Hazel index because
it was proposed by Smith (1936 Annals of Eugenics 7.3) for plant breeding
and by Hazel (1943 Genetics 28) for animal breeding. From before, we said
that when we are breeding for multiple traits our goal is to maximize selection
on the aggregate genotype, H which is a linear combination of breeding
values for the individual traits weighted according to their value. In the case
of the economic selection index breeding values are weighted according to
economic value.

H = v1a1 + v2a2 + ...+ vmam (1)

If we had a way to observe the true breeding values of each trait we could
just estimate H, but since we don’t observe the true breeding values, we
instead use the phenotypic data to generate a selection index. Like the name
implies, this is what we then use for selection. A selection index, I is a
linear combination of phenotypes weighted by some values, bs:

I = b1x1 + b2x2 + ...+ bmxm (2)

where bs are weights, and x s are phenotypes. If our goal is to maximize
farmer income, then the weights , bs, should be estimated by

b = P−1Gv (3)

Where P is a phenotypic covariance matrix, G is a genetic covariance matrix
between the traits in the index and the traits with economic value, and v
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are the economic weights that are determined from an economic analysis
conduced by an expert in this area. Note: the weights, b, are always
applied to phenotypic values

I from the economic selection index is called net merit. An individual’s
net merit, is the income that it will generate for the farmer. If the value
for net merit is negative, that means that if that individual is grown by the
farmer, the farmer will lose money and if the value is positive that means if
the individual is grown by the farmer, the farmer will earn money.

1.1 If Genetic covariances are zero

If genetic and phenotypic covariances are zero, the selection index weights
become very easy to understand intuitively. Lets look at an example where
trait one is grain yield and trait two is loaf volume. Lets say the phenotypic
covariance matrix is P:

P =

[
σ2
P1

0
0 σ2

P2

]
and the genetic covariance is G

G =

[
σ2
a1

0
0 σ2

a2

]
P−1 in this case is just:

P−1 =

[ 1
σ2
P1

0

0 1
σ2
P2

]

Then P−1G is

P−1G =

[
( 1
σ2
P1

× σ2
a1

) + (0 × 0) (σ2
a1
× 0) + (0 × 1

σ2
a2

)

(0 × σ2
g1

) + ( 1
σ2
P2

× 0) (0 × 0) + (σ2
a2
× 1

σ2
P2

)

]
Which reduces to

P−1G =

 σ2
a1

σ2
P1

0

0
σ2
a2

σ2
P2
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Then estimate the vector of weights b where b = P−1Gv

b = P−1Gv =

 σ2
a1

σ2
P1

0

0
σ2
a1

σ2
P1

[v1
v2

]

Which reduces to

b =

[
h21 × v1
h22 × v2

]
So if the genetic and phenotypic covariances between the traits are zero, then
the index weights b are simply equal to the product of the heritability and
the economic weight.

1.2 The Base index

When P=G, the selection index weights b reduces to v. This is called the
base index and it is not an optimal index because it does not take into
account the heritabilites and genetic covariances between the traits. This
was first proposed by Williams (1962 Biomerics 18.3).

1.3 Accuracy of the economic selection index

The accuracy of the economic selection is the correlation between net merit
(what we observe) and the aggregate genotype (what we are trying to pre-
dict).

rHI =

√
b’Gv

v’Cv
(4)

This accuracy tells us how effective our selection will be and using this ac-
curacy we can estimate the expected response to selection in the aggregate
genotype as

RH = irHIσH

Where σH is the standard deviation of the aggregate genotypes, and rHI is
the accuracy of the index.
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2 The Family Selection Index

Now we will consider a single trait, and talk about a different kind of selection
index called the family selection index. The first report of the family selection
index with different kinds of relatives was by Legates and Lush (1954 Journal
and Dairy Science 37.6). The family selection index is very similar to the
economic selection index, but since we are only working with one trait, the
’aggregate genotype’ for an individual i is simply the breeding value
for individual i :

Hi = ai (5)

Our goal is to estimate the breeding value using multiple sources of in-
formation. We do this using a selection index I

I = b1x1 + b2x2 + ...+ bnxm (6)

Where bs are the weights and x s are the phenotypic values measured on dif-
ferent kinds of relatives. The index values are simply called ’estimated
breeding values’ (EBVs)

2.1 The selection index equations

The problem is how to solve for the selection index weights, b so that se-
lecting individuals based on the index I maximizes response in the aggregate
genotype H (the breeding value a in this case). As we saw previously with
the economic index, in order to maximize the response in H by selecting on
I, we need to maximize σHI/σI with bHI = 1

This is done when

b1σp1 1 + b2σp1 2 , ..+ bmσp1m = σa1 1

b1σp2 1 + b2σp2 2 , ..+ bmσp2m = σa2 1

...
b1σpm 1 + b2σpm 2 , ..+ bmσpmm = σam 1

where σp1 1 is the phenotypic variance of measurement 1, and σp1 2 is the
phenotypic covariance between measurements 1 and 2, σa1 1 is the additive
genetic variance of measurement one and σa2 1 is the additive genetic covari-
ance between measurement one and two. These equations in matrix notation
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are:
Pb = G (7)

Then we can solve for b by
b = P−1G (8)

2.2 A Family selection index example

Lets look at prediction of the breeding value of an individual, where data
is available for the individual and one sibling. We will use matrix multipli-
cation to solve the mixed model equations. The crop is chickpea and the
trait is yield. The individuals are not inbred. Say the individual we are
interested in (individual 1) yields 900g/ha, and one of its parents (individual
2) yields 800g/ha. The phenotypic variance of yield 6400 and the additive
genetic variance is 2752. In order to fill in matrix G and matrix P we need
to know the additive genetic covariances between the individual and itself
and the individual and its relatives. We also need to know the phenotypic
covariances between all pairs of relatives.

Remember that for any pair of relatives the covariance of their breeding
values can be estimated from the additive genetic variance in the base pop-
ulation and the coefficient of relationship between the two relatives:

cov(ax, ay) = rxy × σ2
a (9)

Using this, we can estimate the additive genetic covariances in matrix G

σa1a1 = r1,1 × σ2
a = 2752

σa1a2 = r1,2 × σ2
a = 1

2
2752 = 1376

Then we can estimate the phenotypic covariances and variances for matrix P
, remember that because there is no error covariance between the phenotypes
of two different relatives, the phenotypic covariance between two relatives is
equal to the genetic covariance between two relatives:

σp1 1 = σp1 1 = σ2
p = 6400
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σp1 2 = σa1a2 = 1
2
2752 = 1376

The index equations are then

b =

[
6400 1376
1376 6400

]−1 [
2752
1376

]
=

[
.40
.13

]
(10)

The estimated breeding value of the individual is then

I = ĝ = 900 · 0.4 + 800 · 0.13 = 464

2.3 Accuracy of the family index

The accuracy of the family selection index is the correlation between the
index I and the aggregate breeding value and it can be derived just as we
did for the economic selection index in the previous set of notes. The accuracy
of the family selection index reduces to:

rHI =

√
G’b

σ2
a

(11)

2.4 Reliability and prediction error variance

The square of the accuracy of the family selection index, r2HI , expresses the
proportion of the additive variance that is accounted for by the measurements
combined in the index. This is called the reliability, we will call this r2.
From now on we will refer to I as the estimated breeding value (EBV), â.
The variance of σ2

â is directly affected by the reliability.

σ2
â = r2σ2

a (12)

The larger the accuracy, the larger the variance (spread) in the EBVs
and the better we will be able to distinguish between genetically superior
and inferior individuals. The prediction error of the EBVs is the deviation
of the EBV from the true breeding value εi = ai − Ii The variance of the
prediction errors called the predicton error variance (PEV) is

PEV = (1 − r2)σ2
a (13)

Basically, the additive genetic variance that is not explained by the EBV is
the PEV.
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3 Family selection index and BLUP

In order to use the family selection index to estimate breeding values, we
assumed that there were no fixed effects (such as environment), or that the
fixed effects were already corrected for. Because, most if the time there are
fixed effects that need to be corrected for, breeding values are estimated us-
ing best linear unbiased prediction (BLUP). BLUP is a linear mixed
model methodology which simultaneously estimates random genetic effects
while accounting for fixed effects in an optimum way. Relationships among
individuals can be included in the model. When relationships are in-
cluded in BLUP and there are no fixed effects, BLUP is equivalent
to a family selection index where all related individuals with data
are used for estimating breeding values.
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