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1 Multiple sources of information

On a given individual there are multiple sources of information that tells us
something about its breeding value, such as, data on the individual itself,
data on the individuals parents, siblings and progeny, and multiple traits on
individual and its relatives. It will be most beneficial to use all information
to estimate breeding value. Previously we said that estimated breeding value
is a function of the phenotype, mean breeding value and the heritability. To
simplify, lets assume that breeding values and phenotypes have a mean of
zero then:

di = baP[)i (]->

where a; is the breeding value of individual i, b,p is the regression coefficient
between breeding value and phenotypic value which is heritability of the trait,
and P; is the phenotype.

When there are multiple sources of information, for example, phenotypic
data on multiple traits, estimated breeding value is described using a multiple
regression model

Cii:baP1P1+baP2P2+"'+bapmpm (2)

where P; represents the jth phenotype and b,p, are partial regression coeffi-
cients. Other sources of information, like phenotypic observations on relatives
can also be included in the multiple regression model.

Equation 2 is called a selection index. The selection index was first
proposed by Smith (1936) for selecting for multiple traits in plant breeding,
it was then proposed by Hazel (1943) for animal breeding. The selection
index deals with the general problem of combining information from multiple
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sources in the most accurate way. There are two types, the economic selection
index and the family selection index.

2 The economic selection index

The economic selection index is a linear function of a series of traits which
when selected upon maximizes response for the breeding goal. The breeding
goal usually to maximize profit of the producers who will grow the varieties
produced by the breeding program, but the breeding goal could be to maxi-
mize total farm productivity, or to maximize the producers food security, for
example. The overall phenotype that the breeder should select for to reach
the breeding goal is called net merit. The aggregate genotype (H) is a
function of the additive genetic values of the traits of interest of an individual,
it is essentially the breeding value for net merit.

Aside from the economic selection index, there are other selection meth-
ods for multiple traits, These include, tandem selection- where different traits
selected in different generations, independent culling levels-where all traits
are selected in the same generation but based on individual truncation points
for each trait, lastly the 'base index’ is similar to the selection index, but the
with the base index the weights are not optimal. The method expected to
give the most rapid improvement in economic value is the economic index
because the traits are weighted according to relative economic importance,
heritability, and the genetic and phenotypic correlations between different
characters.

2.1 The aggregate genotype, H

The aggregate genotype combines breeding values for individual traits, usu-
ally using a linear function. H is written as

H = v1a1 + voag + ... + v,a, (3)

where g; is the additive genetic value of trait i, expressed as the deviation of
the population mean, and v; is a weighting factor for trait . H can also be



expressed in vector notation

a1
H= [Ul,Ug,...,Un} a:2 (4)
an
and
H=v’a (5)

2.2 The selection index I

In practice we don’t know the true breeding values of the traits, but we can
use the phenotypic observations combined into a selection index, I defined
as

I =bixy+boxg+ ... + b (6)

where z; is the jth phenotypic observation, as a deviation from the popula-
tion mean, and b; is a weighting factor (and selection index coefficient) for
that observation i. Note in this particular case there there are m observa-
tions. This is because there may be more traits in the index than in the
aggregate genotype. Observations could also be on relatives

2.3 The selection index weights

The problem is how to solve for the selection index weights, b so that se-
lecting individuals based on the index I maximizes response in the aggregate
genotype H In other words, we want to find b be so that the correlation
between [ and H is maximized, or that the variance of its prediction er-
rors (Var(H-I)) is minimized. When this is true selection on / maximizes
response in the aggregate genotype H

We know that the expected response in H, is

Sy = by (I" = ) (7)

where by 1 is the regression of aggregate genotype on index values, [ is the
index value of the individual, and I is the mean index value of all the selection
candidates. Because I* — I can be written as io;, where 7 is the intensity of
selection

Sy =by(I*—1)
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can also be written as

. OHT . .
SH == bHJZO'] == 7@0’] = ZO'H[/O'[

i
Thus for any selection intensity, response in H is maximized when oy /o7 is
maximized. Aside from maximizing response in H to selection on I, it would
also be useful if I were unbiased, meaning that on average, an individuals H
is not over or underestimated. This is achieved when the regression of H on
I is one. So we need to maximize opgy/o; with by =1

It turns out thatoy/o; is maximized and by; = 1 when

blo-pll + b20-p12; .. + bmo-pl,m - U10a11 —I'_ 020a127 .. + ’UnO'aln
bla-p21 + b20-p22; .. + mePQm - U10a21 + U20a22, + ’Un(fazn

bla—pml + bQme27 . _|— bmo-pm'm = vlo_aml + U20am27 b + vno—amn

Where b is the coefficient for the /th observation in the index, oy, is the
phenotypic covariance between the [th and kth observations in the selection
index and o,,, is the genetic covariance between the kth observation in the
index and the 7th trait in the aggregate genotype. In matrix notation this is
written as

Pb=Gv (8)

where P is a m x m phenotypic covariance matrix among the observations
in the index b is a vector of regression coefficients, G is a m x n matrix of
the genetic covariances among the m index observations and the n traits in
the aggregate genotype, and v is a column vector of economic weights of the
n traits in the aggregate genotype. We need to solve for b in

Pb=Gv

Multiplying a matrix by its inverse yields an identity matrix, so we can
multiply each side by P! to get

b=P 'Gv (9)

These are the selection index equations that must be solved to find the
optimal index weights.



Table 1: Phenotypic observations

Individual Yield Loaf volume

A 61 4
B 50 6
C 65 2

Table 2: Genetic values
Individual Yield Loaf volume

A 2 -1
B -8 2
C 6 -1

3 Example economic selection index

Lets say you are working with wheat, and you have two economically im-
portant traits, yield (in bushels per acre) and loaf volume in (milliliters per
gram). The economic value to the farmer increases by $1 for every one
milliliters per gram increase in loaf volume and by $7 for every bushel/acre
increase in yield.

You have 3 individuals: A, B, and C. There phenotype data and breeding
values are shown in the tables below. In reality we would’t actually know
the true breeding values, so this is not, but for the purposes of illustrating
the equations, we will assume that the true breeding values are known

In our example, the number of observations is the same as the number of
traits in the aggregate genotype. To solve for the weights, we need to solve
for b using the selection index equations

blgpyldyld + b20_pyldqual = V10ay1q414 + V20 ay14 quai
blo-pqualyield + bQOPqual qual = ,Ulo-aqual yield + UQanual qual

Pb=Gv
The phenotypic covariance matrix can be calculated using

1
n—1

P=X"X.

(10)



where X is the mean centered phenotypic data, and n is the number of
individuals, for our example

233 0
X = |-866 2 (11)
6.33 —2

The Phenotypic covariance matrix:

233 0
. —8. : 1
P— [2 00T 6_323} 866 2 1 (12)
6.33 —2| "7
The solution for P is
60.33 —15
pfon
In our example we have the true genetic values (matrix B)
2 -1
B=|-8 2 (14)
6 —1

So we can calculate the genetic covariance matrix G in the same way as we
did for P, and we get

G= [—5122 _312} (15)

Using the selection index equation we can solve for the weights
b=P 'Gv

The solution for inverse of P is

024 183
b= [1.83 14.777 (16)

Then the selection index equation is
0.24 9.2 52 —12| |7 11.82
b= {9.2 3.69} [—12 3 } L] N [24.06] (17)
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4 The family selection index

A family selection index is another case of the general selection index. It
is a linear function of a observations from different kinds of relatives that
provides the most accurate estimate of the breeding value for a given trait
for a given individual. The family selection index [ is equal to the estimated
breeding value (EBV) for the trait evaluated.

I:&:b1$1+b2$2+...+bnl’m (18)

The problem is how to solve for the selection index weights, b, so that
selecting individuals based on the index I (the EBV) maximizes response in
the aggregate genotype H (The true breeding value). The aggregate genotype
(H) with the family selection index is

H=a (19)

The index coefficients for the family index are solved for in the same way as
for the economic selection index coefficients.

5 Accuracy of the index

The accuracy of the selection index is can be computed as the correlation
between the index I and the aggregate genotype H

o
rgr = kl (20)
orog
The variance of [ is
o7 = b’Pb (21)
The variance of H is
ot =v'Cv (22)

Where C, is the genetic covariance matrix between the traits in the aggregate
genotype. The covariance between H and [

Thus the accuracy of the index is

r B OHI - b’Gv (24>
M= o8 Vb'PbvCv




because the index was constrained so that its unbiased o = 0? Now accu-
racy simplifies to

b’Gv

tHI = v'’Cv

(25)

6 Correlated response of a trait due to selec-
tion on the index

The response of any one of the component traits (here we will refer to trait
1) of the index can be predicted using the following
. Oal;y . 7
Ry = bgi,ior = ;—%1201 = U_Igalj (26)
where b, is the regression coefficient of the breeding value for trait 1 on the
index and oy, is the covariance between breeding value and the index



