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1 Phenotypic selection

Last time we derived the general formula for gain from selection for selection
based on an criteria for selection I. Now we will define another general formula
which is relevant for phenotypic selection schemes even where the individuals
that are evaluated are not the same individuals used for intermating. First
we start with the prediction equation for the breeding value of an individual
x based on the phenotype of individual s.

âx = ā+ baP (Ps − P̄ ) (1)

Where Ps is the phenotype of individual s, ā is the mean breeding value of
individuals in the population, and P̄ is the mean phenotype of the individuals
in the population that is being evaluated, and baP is the regression of breeding
values on phenotypic values.

We want to know the average genetic value of the group of selected in-
dividuals because that is the genetic superiority S. If we are predicting the
average genetic value of a group of selected individuals, we get

¯̂a∗ = āx + baP (P ∗ − P̄ ) (2)

By re-arrangement we can see that

Ŝ = ¯̂a∗ − ā = baP (P ∗ − P̄ ) (3)

Ŝ = baP (P ∗ − P̄ ) (4)

1



Using the deviation of the phenotypic values of selected individuals from
the mean phenotypic value of all individuals in the population, (P ∗ − P̄ ) in
standard deviation units.

i = (P ∗ − P̄ )/σP (5)

where σP is the standard deviation of index values. By rearrangment:

(P ∗ − P̄ ) = iσP (6)

By substituting (P ∗ − P̄ ) with iσP

Ŝ = baP iσP (7)

From standard regression theory we know that

baP =
σaP
σ2
P

(8)

Thus
Ŝ =

σaP
σ2
P

iσP (9)

Which reduces to
Ŝ =

σaP
σP

i (10)

Then say we are predicting the breeding value of individual x with the phe-
notypic value of individual s

Cov(ax, Ps) = Cov(ax, as + ε)

Cov(ax, Ps) = Cov(ax, as) + Cov(as, ε)

Cov(ax, Ps) = Cov(ax, as)

Then
Ŝ =

σaxas
σP

i (11)

Where σaxas is the additive genetic covariance between x and s. From lecture
4, we said that the additive genetic covariance between any two relatives is
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equal their coefficient of relationship times the additive genetic variance in
the base population. Then:

Ŝ =
rxsσ

2
a

σP
i (12)

And because R = 1
2
(Sm + Sf ) we get the expected response per generation:

R =
1

2
(
rxsmσ

2
a

σPm

im +
rxsfσ

2
a

σPf

if ) (13)

If selection is only on one sex then

R =
1

2
× rxsσ

2
a

σP
i (14)

2 Examples for different breeding methods

2.1 Half-sib/S1 family selection

In the case of half-sib/S1 selection, individuals are allowed to open pollinate
but at least one ear/flower is forced to self-pollinate. This produces half-sib
and S1 families from the same plant. The half-sib families are evaluated
phenotypically, and the S1 families are used for intermating. Figure 1 shows
the pedigree relationship between the phenotyped individuals and the inter-
mated individuals for this method of selection. To estimate the expected
response to selection in this case we can use equation 12.

Ŝ =
rxsσ

2
a

σP
i

And since in this scenario selection is the same on both males and females:

R = Ŝ

The coefficient of kinship between Q and P is 1/4, therefore the coefficient
of relationship between Q and P is 1/2, then:

Ŝ =
1
2
σ2
a

σP
i
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Figure 1: Q are the selection units, P are the ’recombination units’ used for
intermating, and X are the individuals in the improved population

Because we can replicate half-sib families within and across environment,
then the phenotypic variance in the case of half-sib selection is the variance
among half-sib family means which is

σ2
P = σ2

f + σ2
fxe/e+ σ2

ε/er (15)

Now lets compare with the half-sib selection that we described previously.
In this case the half-sib seed is used for intermating:

2.2 Half-sib family selection

In half-sib family selection, individuals are allowed to open-pollinate. The
seed harvested from each plant represents a half-sib family. Some of the seeds
are planted for evaluation, and some are reserved. Phenotypic values, relative
to the total population mean, is then used for selecting the best families. The
reserved seed of the selected families are used for intermating, giving rise to
the improved population. In this case we want to predict the breeding value
of the selected family using the the phenotype of that family. We can use
equation 10

Ŝ =
σaP
σP

i

Then put σaP in terms of additive genetic variance in the base population

Cov(af , Pf ) = Cov(af , af + ε)
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Cov(af , Pf ) = Cov(ax, af ) + Cov(af , ε)

Cov(af , Pf ) = Cov(af , af )

Cov(af , Pf ) = σ2
f

Then σ2
f = rf × σ2

a

Where rf is the relationship coefficient between individuals in family used
for among family selection. Equation 10 then becomes:

Ŝ =
σ2
f

σP
i (16)

Substituting σaP with rf × σ2
a in equation 16 we get:

Ŝ =
rfσ

2
a

σP
i

Since the coefficient of relationship between half-sibs is 1/4 and selection is
imposed equally for males and females:

Ŝ =
1
4
σ2
a

σP
i

Because we can replicate half-sib families within and across environment,
then the phenotypic variance in the case of half-sib selection is the variance
among half-sib family means which is

σ2
P =

√
σ2
f + σ2

fxe/e+ σ2
ε/er (17)

where σf in this case is due to half sib family, σfxe is due to half sib family-by-
environment interaction, and σε is due residual error, where e is the number
of environments, and r is the number of replicates of families within envi-
ronment. In the case of half-sibs the genetic covariance is entirely due to to
additive effects and so the family-mean heritability in this case can be used
in formula 14.
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Table 1: Additive genetic Variance at different levels of inbreeding

Generation Inbreeding coefficient Additive genetic variance among families

F3(S1) 1
2

1× σ2
a

F4(S2) 3
4

3
2
× σ2

a

F5(S3) 7
8

7
4
× σ2

a

F6(S4) 15
16

15
8
× σ2

a

F∞ 1 2× σ2
a

3 Inbred family selection

Lastly, we will look inbred family selection, also called selection among lines.
This is commonly used in self-pollinated crops. In this method, lines devel-
oped by are inbreeding to a high level of homozygosity and then lines are
evaluated. The best lines are then recombined. The additive genetic variance
among families depends on the level of inbreeding (Table 1).

Using the variance among families and equations 16 and 17 we can get
the response for selection among families. We must assume that there is no
non-additive genetic covariance. As an example, response to selection when
selection is among S6 lines is

Ŝ =
15
8
σ2
a

σP
i

where

σP =
√
σ2
f + σ2

fxe/e+ σ2
ε/er (18)

If selection is imposed equally on males and females then the expected re-
sponse to selection per breeding cycle is equal to Ŝ We can also write this in
terms of line mean heritability:

Ŝ =
15
8
σ2
a

σP
i
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Ŝ =
σ2
f

σP
i

Ŝ =
σfσf
σP

i

Ŝ = ihfσf

Where hf in this case is equal to the line mean heritability and σf is equal
to the square root of the additive genetic variance among lines. In this case

σf =
√

15
8
σ2
a where σ2

a is the additive genetic variance in the base population.

4 Multi-stage selection and the Bulmer effect

In multiple stage selection, two or more selection events occur before new
parents are selected for intermating. The overall gain from each selection is
the sum of the gain from the individual selection events.

R =
∑

R (19)

It is important to take into account the effect of selection on the variance.
Take the example of lines being evaluated across multiple environments. In
the first year, 1000 lines are evaluated, and in the second year 200 lines are
evaluated (20% selected, corresponding to a 1.4 selection intensity). The
phenotypic variance among the 200 lines selected is

σ2
Pt

= (1− k)σ2
Pt−1 (20)

where
k = i(i− x) (21)

where x is the deviation of the truncation point from the mean in standard
deviation units, which can be found by the table in figure 2. For our example
of 20% selected, x is equal to 0.842.

The additive genetic variance among lines selected is

σ2
at = (1− kr2gP )σ2

at−1 (22)
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where rgP is the is the selection accuracy on the estimated breeding values.
In the simple case of phenotypic selection this reduces to

σ2
at = (1− kh2)σ2

at−1 (23)

As you can see the reduction in additive genetic variance is stronger as the
accuracy of selection increases. This reduction in additive genetic variance
occurs due to the creation of linkage disequilibrium (LD) between loci. Link-
age disequilibrium defined as the non-random association between alleles.
This phenomenon is referred to as the Bulmer effect. After selected parents
are intermated, recombination reduces the linkage disequilibrium by half so
the additive genetic variance among the progeny of the selected parents after
intermating is

σ2
at = (1− 1/2kr2gP )σ2

at−1 (24)

and the phenotypic variance is

σ2
Pt

= (1− 1/2kr4gP )σ2
Pt−1 (25)

When the selected parents are from an inbred population the linkage
disequilibrium is not reduced by half. It will be reduced by

1/2 · c (26)

where c is the effective recombination rate which is shown in table 2
Equations 24 and 25, then become

σ2
at = (1− (1− 1

2
c)kr2gP )σ2

at−1 (27)

and

σ2
Pt

= (1− (1− 1

2
c)kr4gP )σ2

Pt−1 (28)

Over cycles of selection, eventually a balance is achieved between reduc-
tion in genetic variance due to LD and increase in genetic variance due to
recombination.

5 Correlated response to selection

Selection for one trait i will create a selection response in other traits it
is correlated with. Response in trait j due to selection on trait i is called
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Table 2: Effective recombination rates different levels of inbreeding

Generation Inbreeding coefficient c within families

F3(S1) 1/2 1/2
F4(S2) 3/4 1/4
F5(S3) 7/8 1/8
F6(S4) 15/16 1/16

F∞ 1 0

correlated response from selection and it will be referred to as Rji (direct
response will be denoted by Ri). Similarly, genetic superiorities of parents
selected on trait i will be denoted by Si and superiorities for trait j by Sij.
The genetic superiority of parents for trait 2 as a result of selection on an
index for trait 1 I1 can be obtained by

S2.1 = ira2a1ra1I1σa2 (29)

Where rg1I1 is the correlation of the genetic value for trait 1 with the selection
criteria, I1 In the case of phenotypic selection where an individuals own
phenotype is the selection criteria rg1I1 = h Formula 29 can be rearranged
using the relationship between correlation and regression coefficients to show
that

S2.1 = ba2aIS1 (30)

Thus
R2.1 = ba2a1R1 = ra2a1

σa2
σa1

R1 (31)
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Figure 2: Q are the selection units, P are the ’recombination units’ used for
intermating, and X are the individuals in the improved population
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