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1 Variation in breeding populations

Imagine you have a population of individuals. These could be inbred lines,
clones, trees, single non-inbred plants etc. You have planted these individuals
in one single environment, and have recorded the trait of your choice on each
individual. A phenotypic observation on a single individual is determined by
the environment, genetic effects, and residual effects.
Phenotype= environment effects + genetic effects + residual effects or

yi = µi + gi + εi (1)

where yi is the phenotypic observation on the ith individual, µi refers to
the fixed environmental effects such as management regime, on the ith in-
dividual and gi is the genetic value if the ith individual, and εi are the
random environment effects affecting individual i. It is assumed that the
phenotypic observations, y, follow a multivariate normal distribution, imply-
ing that traits are determined by infinately many additive genes at unlinked
loci.

2 Breeding value

An individual’s genetic value can be further broken down into additive, ga,
dominance gd, and epistatic, ge, components. The total genetic value g is
the genetic value of an individual per se, and this is of key importance when
selecting the best individuals to release as varieties. The additive genetic
value represents the average additive effects of alleles an individual receives
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from both parents. This is called the breeding value, and indicates an indi-
viduals value as a parent. Only the additive genetic effects are transmitted
from parents to progeny because parents transmit alleles, not genotypes! (al-
lele combinations at the same loci or at different loci are not transmitted to
progeny).

Note: The additive effect at a locus is the linear effect of allele dosage
on the phenotypic value (Figure 1). Loci that are dominant or that inter-
act epistatically with other loci still have an additive effect. In most cases,
dominance and epistasis are assumed insignificant, and are included in the
εi error term. The general model then becomes

yi = µi + ai + εi (2)

where ai is the additive genetic value of individual i

Figure 1: Additive effect of an allele at a single locus. The y-axis is the total
genetic value and the x-axis is the number of favorable alleles at the single
locus. The blue triangles are the values of the single locus genotype (two allele
combination). The black line is the regression of the number of favorable
alleles on the total genetic value. The slope of this line is the additive effect
of the favorable allele. The dotted arrows represent the deviation of from
additivity due to dominance.
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Each individual is the progeny of two parents. From each parent, a ran-
dom sample of half of its alleles is transmitted. The average effect of a
random sample of half of the alleles that a parent transmits is called the
transmitting ability of the parent and is one-half of its total breeding value.
Thus, an individual’s breeding value is the sum of half the breeding values
of the two parents, plus a random term which due to the random sampling
of alleles from parents. This random term is referred to as the ’Mendelian
sampling term. If ai represents breeding value of individual i then

ai = 1
2
ap1 + 1

2
ap2 +mi (3)

where p1 and p2 are parents one and two respectively, and mi is Mendelian
sampling term. For a population of many progeny from parent one and two,
the average breeding value, E(a) is simply

E(a) = 1
2
ap1 + 1

2
ap2 (4)

Thus, the Mendelian sampling term is a key factor which gives rise to genetic
variation between offspring of the same parents. This also is the key factor
that gives rise to progeny that are better than both parents.

3 Variance

The amount of variation in a population is measured and expressed as the
variance. Variance is simply the mean of the squared deviations from the
population mean.

var(X) = σ2
x =

∑
(xi − x̄)2

n
(5)

Where x is a random variable, xi is ith value, x̄ is the mean of x, and n
is the number of values in x. The standard deviation is simply the square
root of the variance. A useful property of the standard deviation is that it
is expressed in the same units as the data.

Total phenotypic variance, σ2
p, can be partitioned into genetic and non-

genetic components. Genetic variance, σ2
g , can be further broken down into

additive, σ2
a, dominant, σ2

d, and interaction σ2
i variance. The additive genetic

variance is the variance of the breeding values and is directly related with
response to selection. In cases where σ2

a cannot be estimated, interaction and
dominance variance are assumed negligible and σ2

g is used to approximate σ2
a.
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Both the mean and variance of a population are important for breeders.
Population means alone cannot predict which populations will produce the
best progeny. A population with a lower mean but higher variance may have
individuals of greater value than a population with a high mean and a low
variance.

An ideal population would have both a high mean and high variance
(Figure 2). In practice this is difficult to achieve. Crossing elite parents
ensures a high population mean, but often elite parents are more closely
related and will generate less variance due to fewer alleles segregating.

Figure 2: Arbitrary distributions of two populations, one with a low mean
and low variance (left), and one with a high mean and high variance (right).

4 Covariance

Covariance is the measure of how two variables change together. If greater
values in one variable mainly correspond with greater values of the other
variable, the covariance is positive. In the opposite case, when greater val-
ues of one variable mainly correspond to the smaller values of the other, the
covariance is negative. The magnitude of the covariance is not easily inter-
pretable, however the normalized version of the covariance, the correlation
coefficient, ranges from -1 to 1, and its magnitude indicates the strength
of a linear relationship between two variables. Covariance, Cov(x, y), and
correlation, rxy between two random variables X and Y :
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Cov(x, y) = σxy =

∑
(xi − x̄)(yi − ȳ)

n
(6)

rxy =
Cov(x, y)

σxσy
(7)

Where xi and yi are the ith values in x and y ; x̄ and ȳ are the means of x
and y ; n is the number of values, and σx and σy are the standard deviations
of x and y.

From standard regression theory, the regression coefficient for the regres-
sion of y on x is

byx =
σxy
σ2
x

= rxy
σy
σx

(8)

Covariance, correlation, and regression coefficients are important for under-
standing and estimating accuracy of selection.

5 Heritability

The heritability of a quantitative trait is one of its most important properties.
Heritability is the degree of correspondence between the phenotypic values
and the breeding values. It is of key importance because it indicates how well
the trait will respond to selection. Heritability is simply the ratio of additive
genetic variance to phenotypic variance.

h2 =
σ2
a

σ2
y

(9)

an equivalent definition of heritability is the regression of the breeding value
on the phenotypic value

h2 = bay =
σay
σ2
y

=
σ2
a

σ2
y

(10)

This is because y = a + ε where a is the additive genetic component of the
phenotype, y, and ε is the non-additive genetic component. Then cov(a, y) =
cov(a, a + ε) = cov(a, a) + cov(a, ε). Because a and ε are uncorrelated
cov(a, y) = σ2

a
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Using the general relationship between correlation and regression coeffi-
cients (equation 8)

ray = bay
σy
σa

= h2
1

h
= h (11)

Because heritability is the regression of breeding value on phenotypic value,
we see that an individuals estimated breeding value is the product of its
phenotypic value and the heritability

aexpected = h2y (12)

where a and y are deviations from the population mean. In other words, the
heritability expresses the degree of correspondence between phenotypic value
and breeding value.

Heritability is a property that is specific to the trait, population, and en-
vironmental circumstances to which individuals were subjected. Any change
in the variance components will affect the heritability. Because and vari-
ance components are affected by allele frequencies, changes in allele frequen-
cies can affect heritability. For instance, small populations that have been
maintained for long periods of time will experience allele fixation and are
expected to have lower heritabilites compared to larger populations. Man-
agement practices and experimental procedures will also affect heritabilities.
More variable field conditions lead to lower heritabilities than more uniform
field conditions.

5.1 Multiple measurements per individual

When more than one measurement of a trait is made on each individual,
breeding values can be predicted from the mean of these records. Phenotypic
variance can then be partitioned into variance within individuals and variance
between individuals. If individuals are only measured in one environment,
then the between individual variance, σ2

g , is due to both genetic factors and
permanent environment effects. The within-individual variance, σ2

ε , is due
to temporary environmental variation or measurement error.

The correlation between n measurments of individuals measured in the
same environment is referred to as repeatability and its simply

r =
σ2
g

σ2
y

(13)
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where

σ2
y = σ2

g +
1

n
σ2
ε (14)

The repeated measurments can be recorded across time or space. How-
ever, its important that the measurments be considered the same trait. For
some measurements taken across time, the age or growth stage of the plants
will affect the measurements. Before such data can be combined using a
mean, these factors (for example the age or growth stage) should be cor-
rected for. The term repeatability is more often used in animal breeding
than in plant breeding. In plant breeding ’line mean heritability’ is often
used to describe the effectiveness of selection when selection is based on a
mean of multiple measurements. Line mean heritability, in the broad sense,
is calculated as

h2 =
σ2
g

σ2
y

(15)

where

σ2
y = σ2

g +
1

e
σ2
ge +

1

ne
σ2
ε (16)

and where e is the number of environments. Remember that n is the number
of measurements on each individual within an environment.
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