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1. Theory 

1.1. Approximate recursions 

To obtain a better understanding of the recursion (6) it is possible to derive analytic 

approximations under the realistic assumption that the mutation rate is low. In particular, it is 

possible to derive the probability of emergence ݌௜,௡ ൌ 1 െ  ௜,௡ of a strain with ݅ escapeݍ

mutations as a function of the probability of emergence of a strain with ݅ ൅ 1 escape 

mutations, but two distinct approximations can be derived depending on the basic 

reproduction ratio of strain ݅. We note that the underlying branching process is not strictly a 

birth-death process, since the infected host can either give rise to a new strain ݅ individual, a 

new mutant individual, or die, and these three events happen at three different rates.  

However, we can approximate this as a birth-death process for the strain ݅ lineage, during 

which a (rare) mutant “birth” might occur. 

If ܴ௜,௡ ൏ 1, the strain ݅ lineage will go extinct, and the expected length of the lineage 

en route to extinction is 1/ሺܴ௜,௡ െ 1ሻ generations.  Each generation lasts of on average 1/݀ 

time units, during which time strain ݅ ൅ 1 mutants, that are ultimately destined to emerge, are 

produced at rate ݑ௜	ܾ௜	ܨ௜ାଵ	݌௜ାଵ,௡.  This gives the following approximation for the emergence 

probability: 

௜,௡݌ ൌ ௜,௡ݑ
ܴ௜ାଵ,௡

൫1 െ ܴ௜,௡൯ሺ1 െ ܿሻ
௜ାଵ,௡ᇣᇤᇥ݌

௘௠௘௥௚௘௡௖௘
௔௙௧௘௥

௠௨௧௔௧௜௢௡

 
(S1-a)

If ܴ௜,௡ ൐ 1, a similar logic yields : 

௜,௡݌ ൌ
ܴ௜,௡ െ 1
ܴ௜,௡ᇣᇧᇤᇧᇥ

௘௠௘௥௚௘௡௖௘
௪௜௧௛௢௨௧
௠௨௧௔௧௜௢௡
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1.2. Imperfect immunity  

Here we explore the situation where immunity is imperfect (ߩ measures the efficacy of 

immunity) and resistant hosts can be infected with a probability ሺ1 െ  ሻ by pathogens lackingߩ

the corresponding escape mutations. In this case the probability of ultimate extinction of an 

infectious pathogen with ݅ escape mutations, introduced in the host population becomes: 

ܳ௜,௡ ൌ ሺ1 െ ோ݂ሻݍ௜,௡ ൅ ோ݂ ቆ
݅
݊
௜,௡ݍ ൅

݊ െ ݅
݊

ቀሺ1 െ ௜,௡′ݍሻߩ ൅  ቁቇߩ
(S2)

where ݍ௜,௡ and  ݍ′௜,௡ are probabilities of ultimate extinction of the pathogen when it is 

currently infecting a host that is susceptible (i.e. sensistive) or resistant, respectively. Note 

that the notion of susceptibility/resistance is conditional to the pathogen (i.e. it depends on 

the escape mutations carried by the pathogen).  

Next, we focus on the probability ݍ௜,௡ሺݐሻ and ݍ′௜,௡ሺݐሻ at time ݐ that a pathogen with ݅ 

mutations, currently in an infected host, will ultimately go extinct. In a small interval of time ݀ݐ 

four different events may take place. First, the pathogen may transmit to a new host without 

additional escape mutations. Second, after a mutation event, the pathogen may transmit a 

pathogen with ݅ ൅ 1 escape mutations to a new host. Third, the infected host (and the 

pathogen in the host) may die. Fourth, nothing may happen during this interval of time ݀ݐ. 

Note that accounting for all these events is greatly facilitated by the assumption that the 

frequencies of the different host genotypes is fully determined by ோ݂ and ݊. Collecting all 

these different terms allows us to write down recursions for the probability ݍ௜,௡ሺݐሻ, at time ݐ, 

as a function of the probability ݍ௜,௡ሺݐ ൅ ݐ௜ାଵ,௡ሺݍ ሻ andݐ݀ ൅ ݐ ሻ, at timeݐ݀ ൅  :ݐ݀

ሻݐ௜,௡ሺݍ ൌ ݐ௜,௡ሺݍݐ௜,௡݀ܣ ൅ ሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݐ݀
௥௘௣௥௢ௗ௨௖௧௜௢௡

௪௜௧௛௢௨௧		௠௨௧௔௧௜௢௡

൅ ݐ௜,௡ሺݍݐ௜,௡݀ܤ ൅ ሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݐ݀
௥௘௣௥௢ௗ௨௖௧௜௢௡
௪௜௧௛		௠௨௧௔௧௜௢௡

൅ ตݐ݀݀
ௗ௘௔௧௛

൅ ݐ௜,௡ሺݍ ൅ ሻ൫1ݐ݀ െ ൫ܣ௜,௡ ൅ ௜,௡ܤ ൅ ݀൯݀ݐ൯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௡௢		௘௩௘௡௧

 

(S3-a) 
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ሻݐᇱ௜,௡ሺݍ ൌ ݍݐ݀݊,݅′ܣ
′
݅,݊
ሺݐ ൅ ሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݐ݀

݊݋݅ݐܿݑ݀݋ݎ݌݁ݎ
݊݋݅ݐܽݐݑ݉		ݐݑ݋݄ݐ݅ݓ

൅ ݍݐ݀݊,݅′ܤ
′
݅,݊
ሺݐ ൅ ሻᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥݐ݀

݊݋݅ݐܿݑ݀݋ݎ݌݁ݎ
݊݋݅ݐܽݐݑ݉		݄ݐ݅ݓ

൅ ดݐ݀݀
݄ݐܽ݁݀

൅ ݐሺ݊,݅′ݍ ൅ ሻ൫1ݐ݀ െ ൫ܣ′݅,݊ ൅ ݊,݅′ܤ ൅ ݀൯݀ݐ൯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ݐ݊݁ݒ݁		݋݊

 

(S3-b) 

with: 

௜,௡ܣ ൌ ܾ௜൫1 െ ௜,௡൯ݑ ቀܨ௜,௡
ௌ→ௌ݅ݍ,݊ሺݐ ൅ ሻݐ݀ ൅ ௜,௡ܨ

ௌ→ோݍ′݅,݊ሺݐ ൅  ሻቁݐ݀

௜,௡ܤ ൌ ܾ௜ݑ௜,௡ ቀܨ௜ାଵ,௡
ௌ→ௌ ݐ൅1,݊ሺ݅ݍ ൅ ሻݐ݀ ൅ ௜ାଵ,௡ܨ

ௌ→ோ ݐ൅1,݊ሺ݅′ݍ ൅  ሻቁݐ݀

௜,௡′ܣ ൌ ܾ௜൫1 െ ௜,௡൯ݑ ቀܨ௜,௡
ோ→ௌ݅ݍ,݊ሺݐ ൅ ሻݐ݀ ൅ ௜,௡ܨ

ோ→ோݍ′݅,݊ሺݐ ൅  ሻቁݐ݀

௜,௡′ܤ ൌ ܾ௜ݑ௜,௡ ൭൬ܨ௜ାଵ,௡
ோ→ௌ ൅

߶
݊ െ ݅

൰ ݐ൅1,݊ሺ݅ݍ ൅ ሻݐ݀ ൅ ൬ܨ௜ାଵ,௡
ோ→ோ െ

ሺ1 െ ߶ሻߩ
݊ െ ݅

൰ ݐ൅1,݊ሺ݅′ݍ ൅  ሻ൱ݐ݀

௜,௡ܨ
ௌ→ௌ ൌ ൭߶ ൅ ሺ1 െ ߶ሻቆ ோ݂

݅
݊
൅ ሺ1 െ ோ݂ሻቇ൱ 

௜,௡ܨ
ௌ→ோ ൌ ሺ1 െ ߶ሻሺ1 െ ሻߩ ோ݂

݊ െ ݅
݊

 

௜,௡ܨ
ோ→ௌ ൌ ሺ1 െ ߶ሻ ቆ ோ݂

݅
݊
൅ ሺ1 െ ோ݂ሻቇ 

௜,௡ܨ
ோ→ோ ൌ ሺ1 െ ሻߩ ቀ߶ ൅ ሺ1 െ ߶ሻ ோ݂

௡ି௜

௡
ቁ. 

The terms ܨ௜,௡
௑→௒ refer to the effective fraction of hosts of type ܻ (susceptible or resistant) that 

can be infected by a pathogen carrying ݅ escape mutations and currently in a host of type ܺ 

(susceptible or resistant). Following the approach detailed in the Materials and Methods 

section we can derive the probabilities ݍ௜,௡ and  ݍ′௜,௡ and, consequently (using S2) the 

probability ܳ௜,௡ of the ultimate extinction of a free living pathogen (with ݅ escape mutations) 

dropped in a heterogeneous host population. 
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Note that ݍ௜,௡ ൌ ߶ ௜,௡ when′ݍ ൌ 0. Indeed, in a well-mixed environment the probability 

of pathogen extinction does not depend on the state (susceptible or resistant) of the infected 

host because we assumed that immunity only affects the susceptibility of the host (the 

transmission of pathogens infecting resistant hosts is not affected by imperfect immunity). If 

we focus on the scenario where ݅ ൌ 0, ݊ ൌ 1 and ߶ ൌ 0 we obtain (compare with equation (2) 

in the main text):   

଴ܲ,ଵ ൌ 1 െ ቆߩ ோ݂ ൅ ሺ1 െ ߩ ோ݂ሻ
ܥ െ √െ4݀ܣ ൅ ଶܥ

ܣ2
ቇ

௏బ

 
(S4)

with ܣ ൌ ܾ	ሺ1 െ ߤ ܰ⁄ ሻሺ1 െ ߩ ோ݂ሻ, ܤ ൌ ߤܾ ܰ	⁄  and ܥ ൌ ܣ ൅ ൫1ܤ െ 1 ൫ܴ଴ሺ1 െ ܿሻ൯⁄ ൯ ൅ ݀.  

In the absence of mutation, the probability of pathogen emergence is thus (compare with 

equation (3) in the main text): 

଴ܲ,ଵ
ఓୀ଴ ൌ 1 െ ൬ߩ ோ݂ ൅

1 െ ߩ ோ݂

ܴ଴ሺ1 െ ߩ ோ݂ሻ
൰
௏బ

 
(S5)

As expected, the probability of emergence decreases with ߩ, the efficacy of host resistance. 

The threshold value ்݂  for the fraction of resistance where the probability of emergence 

vanishes becomes (compare with equation (4) in the main text):    

்݂ ൌ
ܴ଴ െ 1
଴ܴߩ

 
(S6)

1.3. Evolutionary epidemiology after emergence 

The branching process model detailed above is used to determine the fate (extinction or 

emergence) of the pathogen inoculum introduced in the host population. When the pathogen 

escapes extinction, its population size grows and its dynamics are less sensitive to 

demographic stochasticity. It thus becomes biologically relevant as well as much more 
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convenient to model pathogen epidemiology and evolution as a deterministic process. We 

focus below on the scenario where the host population is a mix of susceptible cells and a 

single type of fully resistant cells (i.e. ݊ ൌ 1). As in the branching process model, we model 

the pathogen life cycle as a birth-death model and track the densities of hosts infected with 

the wild type or the escape mutant viruses (ݓ and ݉, respectively). This yields the following 

dynamical system: 

ሶݓ ሺݐሻ ൌ ቀሺ1 െ ߶ሻܾ൫ݑ ൅ ሺ1 െ ߶ሻሺ1 െ ோ݂ሻ൯ െ ݀ቁݓሺݐሻ 

ሶ݉ ሺݐሻ ൌ ሻݐሺݓܾݑ ൅ ሺܾሺ1 െ ܿሻ െ ݀ሻ݉ሺݐሻ 

(S7)

We assume that ݓሺ0ሻ ൌ ଴ܸ (i.e., the inoculum size of free virus particles) and ݉ሺ0ሻ ൌ 0 (i.e., 

no escape mutant at the onset of the epidemic). Escape viruses can only appear by mutation 

at rate ݑ. Escape mutations are assumed to carry a fitness cost ܿ (lower 

replication/transmission rate). The simplicity of the above model allows us to obtain explicit 

expressions for the densities of the two types of infected hosts. In particular the frequency of 

the escape mutant in the pathogen population at time ܶ is: 

ሺܶሻ݌ ൌ
൫1ݑ െ ݁ି௕ఊ்൯

ሺ1ݑ െ ݁ି௕ఊ்ሻ ൅ ௕ఊ்ି݁ߛ
 (S8)

where ߛ ൌ െܿ ൅ ൫1ݑ െ ோ݂ሺ1 െ ߶ሻ൯ ൅	 ோ݂ሺ1 െ ߶ሻ. This expression clearly shows that when ோ݂ is 

large relative to the cost of mutation (i.e. ோ݂ ൐ ሺܿ െ ሻݑ ൫ሺ1 െ ߶ሻሺ1 െ ⁄ሻ൯ݑ ߛ ,( ൐ 0 and one 

expects to see a deterministic increase of the frequency of the escape mutant with time ܶ in 

the pathogen population. Empirically, we are able to record the existence of escape virus in 

our bacteria-phage experimental system by monitoring the presence of virus plaques on 

resistant bacteria. The ability of escape mutant to form plaques are the product of two 

factors: whether the pathogen emerged, and if so, whether the frequency of resistance in the 

emerged population was sufficiently high for detection. While ଴ܲ,ଵ as derived previously gives 

the probability of emergence (of either mutant or wildtype), ݌ሺܶሻ gives the expected 

frequency of resistance, given emergence was successful. In the simplest case, we can take 

 ሺܶሻ as a proxy measure for how detectable resistance will be, given emergence. In this݌
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case, the product ݌ሺܶሻ ଴ܲ,ଵ  gives the overall probability of observing resistance. In Fig 1, S4 

Fig and S5 Fig we plot ݌ሺܶሻ ଴ܲ,ଵ as a function of the frequency of host resistance to capture 

the result of such experiments, i.e. when pathogen populations are exposed to a lawn of 

resistance bacteria. This figure illustrates that the frequency of pathogen populations able to 

grow on resistance bacteria is maximal at an intermediate frequency of resistance. 

Evolutionary emergence is maximized for frequencies of resistance lower than ்݂  (given in 

(4)), in particular when the cost of escape mutations is low. We also explored numerically 

other models in which the probability of detection was an increasing, saturating function of 

 ,ሺܶሻ, or models that accounted for the epidemiology and the evolution of the host population݌

and we recovered qualitatively similar results. 

 

1.4. Individual based simulations 

In this section, we use individual-based stochastic simulations to explore the consequences 

of relaxing two key assumptions of our analysis. First, we investigate the consequences of a 

more realistic life-cycle to model the dynamics of lytic bacteriophages. Indeed, the above 

analysis assumes a birth-death life cycle where birth (i.e. transmission) and death are 

independent events that occur at constant rates ܾ and ݀, respectively. This is quite far from 

the actual life cycle of a lytic bacteriophages where a single burst of ܤ new virions are 

produced after lysis (i.e. death) of infected bacteria. Second, our branching-process 

approximation assumes that the frequency of resistant bacteria is constant through time. The 

epidemic, however, could select for resistance in the host population, which could in turn 

affect the probability of emergence. 

 

1.4.1 Burst-death life cycle 

In the model described in the main text, each infected host transmits the pathogen to new 

hosts at a constant rate, such that in the absence of mutation, the model yields a birth-death 

process. In individual-based simulation, we tested the robustness of our results by 
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implementing a burst-death process, developed to describe the life cycle of lytic 

bacteriophages [1]. In the burst-death model, each infected host has a constant burst rate, ෠ܾ, 

and constant death rate, ݀. When a burst event occurs, however, the host dies and ܤ 

pathogen propagules are simultaneously released. Each propagule of type i then 

independently infects a new host with probability ݅ܨ,݊, which depends on the spatial structure 

and proportion of resistant hosts as described in the main text. 

Mutations in the burst-death life cycle can occur independently (each propagule in the 

burst has an independent chance of mutation) or at the level of a template genome (if a 

mutation occurs, every propagule in the burst shares the mutation). We have investigated 

both cases and the results are qualitatively very similar; for simplicity, the results below 

illustrate the latter case only. 

For comparison between models, we note that a burst size of two ("parent" host dies, 

two propagules released) yields a similar, but not identical, stochastic process to the birth-

death model described in the main text ("parent" host remains alive, one new infected host 

produced), taking the burst rate ෠ܾ ൌ ܾ, where ܾ is the transmission rate in the main text.  For 

larger burst sizes, we set the burst rate ෠ܾ ൌ ܾ ሺܤ െ 1ሻ⁄  such that the reproduction number of 

the fully adapted pathogen strain is equivalent in each case. 

S6 Fig shows results analogous to Fig 1 in the main text, using the burst-death life 

cycle with varying burst sizes. The grey area highlights the region in which evolutionary 

emergence is predicted to occur. The solid black line in panel A shows results for the birth-

death process described in the main text, comparable to the burst-death model with a burst 

size of two. Overall, we find that the qualitative results across all burst sizes are very similar, 

and similar to the results in the main text, showing again that evolutionary emergence is 

maximized at intermediate levels of resistance. We note that to maintain an equivalent 

reproduction number, the burst rate is reduced as the burst size increases, and this reduces 

the overall probability of emergence for larger burst sizes. 
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Similarly, S7 Fig shows results analogous to Fig 2 in the main text.  Here, we 

demonstrate the effect of increasing host diversity, ݊, on the probability of emergence. The 

probability of emergence is plotted against the fraction of resistant hosts, without mutation 

(crosses, dotted line), or with mutation for ݊ ൌ 4 (circles, solid line), or ݊= 3, 2 and 1 (dashed 

lines). Again, we see that evolutionary emergence (grey shading) is maximized at 

intermediate levels of resistance, and that increasing host diversity reduces the probability of 

emergence.  These results are consistent across all burst sizes. 

 

1.4.2. Model with an evolving host population 

Another assumption we made in our analysis is that the frequency of the resistance types is 

constant through time. We relaxed this assumption in individual-based simulations where, 

upon an infected host’s death, the resulting empty site is immediately occupied through 

reproduction, so that the total host population remains constant. Reproduction occurs by 

selecting a random susceptible parent in the population, from which the offspring inherits the 

resistance profile. In contrast, in our original model the resistance profile is attached to the 

site, so that the new offspring inherits the resistance profile of the previous occupant of the 

site, which ensures that the frequency of resistant hosts remains constant. In S8 Fig, we 

show that allowing the frequency of resistance to vary over the course of the epidemic does 

not alter our main qualitative results. The branching process approximation is qualitatively 

robust because what matters for predicting emergence are the extinction events during the 

initial steps of the epidemiological dynamics. At the onset of the epidemic, the selection for 

resistance induced by the spread of the pathogen (when an epidemic takes off) is still very 

limited because the shift in the frequency of resistance (see panels C and D in S8 Fig) 

occurs after the emergence. 
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2. Experiments 

2.1 Pseudomonas aeruginosa protocols 

2.1.1 Bacterial strains and phage 

Pseudomonas aeruginosa UCBPP-PA14 was challenged with phage DMS3vir to generate 

40 independent CRISPR-resistant BIM, following protocols described in [2]. All CRISPR 

resistant strains possess a single spacer in the CRISPR 2 locus. Spacer sequences acquired 

by each of the 8 BIMs used in this study (see S9 Fig) are provided in S2 Table. P. 

aeruginosa UCBPP-PA14∆csy3::lacZ (LacZ) [3] was used as the “sensitive strain” 

throughout all experiments, as it can be infected by the virulent phage DMS3vir, and has an 

inactive CRISPR-Cas system due to deletion of an essential cas gene [3]. 

 

2.1.2. Cultures conditions, phage detection and titration 

Bacteria and phages were grown in LB broth and incubated at 37°C with constant aeration 

(180 rpm). Phages were isolated by adding chloroform (10% v/v) to lysates followed by 5 

minutes centrifugation at maximum speed (13000 rpm). Detection of phage DMS3vir was 

performed on the chloroform-treated samples by directly spotting 1 µL of sample onto a lawn 

of P. aeruginosa UCBPP-PA14∆csy3::lacZ cells followed by overnight incubation at 37°C. 

For more precise phage titers, lysates were serially diluted in M9 medium (6 g/L of 

Na2HPO4.7H2O, 3 g/L KH2PO4, 0.5 g/L NaCl, 1 g/L NH4Cl) followed by plaque assay using 50 

µL of diluted phages and 300 µL of P. aeruginosa UCBPP-PA14∆csy3::lacZ culture and 

overnight incubation at 37°C.  

 

2.1.3. Impact of the initial amount of phages 

Thirty mL of LB were inoculated with 75 µL of a fresh overnight culture of P. aeruginosa 

UCBPP-PA14∆csy3::lacZ and 75 µL of a fresh overnight culture of BIM1 (see S2 Table), of 

which a diluted sample was plated on LB-Agar supplemented with 50 µg/mL of X-gal to verify 

the ratio of sensitive and resistant clones based on the number of blue and white colonies. 
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Next, phages were added at a final titre of 0.3, 3, 30, 300, 3000 or 30 000 phages/200 µL. 

This 30 mL master mix was then split into 96 replicates of 200 µL each. Each replicate 

experiment was incubated for 23 hours at 37°C while shaking (at 180 rpm). After incubation, 

phage detection on P. aeruginosa UCBPP-PA14∆csy3::lacZ and BIM1 was performed as 

described above. Spot assay on the P. aeruginosa UCBPP-PA14∆csy3::lacZ strain detected 

epidemics due to both emergence and evolutionary emergence whereas the spot assay on 

the BIM1 strain detected evolutionary emergence only. The entire experiment (with 96 

replicates) was replicated twice. 

 

2.1.4. Impact of the fraction of resistant genotypes 

We generated bacterial populations that consisted of a mix of one BIM and P. aeruginosa 

UCBPP-PA14∆csy3::lacZ at ratios 0:100, 10:90, 20:80, 30:70, 40:60, 50:50, 60:40, 70:30, 

80:20, 90:10 and 100:0. Then, 150 µL of each mixture was used to inoculate 30 mL of LB, 

which was then infected with phages at a final titer of 300 phages/200 µL. This master mix 

was then split into 96 replicates of 200 µL each, and each replicate was incubated at 37°C 

during 23 hours while shaking at 180 rpm. After incubation, phage detection was performed 

as described above. In addition, the ratio of bacterial strains in the mixture with 50% of 

resistant hosts was estimated as described above. The experiments were carried out with 8 

different CRISPR-resistant strains (BIM1-8, see S2 Table). To confirm that the phage 

mutation rates for each of the different sequences targeted by the different BIMs were 

identical, fluctuating tests were performed following the Luria-Delbrück protocol [4] (see 

below). 

 

2.1.5. Impact of the diversity of resistant genotypes 

Bacterial mixtures composed of 50% of P. aeruginosa UCBPP-PA14∆csy3::lacZ and 50% of 

an equal mix of CRISPR-resistant clones (see S2 Table) were generated, with ratios 

confirmed by plating on X-gal LB-plates as described above. We generated different CRISPR 

diversity levels by mixing 1, 2, 4 or 8 CRISPR resistant clones. For the CRISPR monoculture 
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(diversity of 1), we tested each of the 8 different BIMs once. For the treatments containing 

two CRISPR resistant clones, we generated equal mixes of BIM1-2, BIM3-4, BIM5-6, and 

BIM7-8. For the treatments containing 4 CRISPR resistant clones, we generated equal mixes 

of BIM1-4, and BIM5-8. For the treatments containing eight CRISPR resistant clones, we 

generated an equal mix of BIM1-8. This experimental design made sure that each of the BIM 

used is represented once in each diversity treatment (hence each BIM contributed equally to 

the mean of all treatments, avoiding sampling biases). For each mixture, 30 mL of LB was 

inoculated with 150 µL of the bacterial mix and phages at a final titre of 300 phages/200 µL. 

This master mix was then split into 96 replicates of 200 µL each followed by incubation at 

37°C for 23 hours while shaking at 180 rpm and downstream analysis after chloroform 

treatment was performed as described above. In addition, all bacterial mixtures were titrated 

on X-gal LB-Agar plates. The entire experiment was duplicated. 

 

2.1.6. Fluctuation test 

The probability of a phage to bypass the resistance found in each of the 8 BIM used in this 

study (see S2 Table) was measured using a Luria-Delbrück protocol [4]. Briefly, we 

developed a three-step protocol that starts with an amplification step of replicate populations 

of the ancestral phage (with no detectable escape mutations) in liquid cultures of the 

sensitive/host bacteria (absence of selection for escape mutations). In a second step, 1 µL of 

each of these lysates is inoculated into a replicate population of liquid culture of a CRISPR-

resistant bacterium (BIM). Finally, after this second incubation, 1 µL of each of these 

replicate populations is plated on a lawn of the corresponding BIM in order to measure the 

proportion of those replicate populations where escape mutations emerged during the 

amplification on the sensitive bacteria (first step). 

We first set up 96 independent amplifications of phage DMS3vir by infecting 200 µL of 

a liquid culture of P. aeruginosa UCBPP-PA14∆csy3::lacZ in LB with ௜ܰ ൌ 300 phages. After 

a 24-hour incubation at 37°C at 180 rpm, the culture was treated with chloroform, as 

described above. The number of phages obtained after this amplification was quantified from 
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12 randomly chosen replicates: ௙ܰ ൌ 3.75 ∗ 10଼ phages. Second, 1 µL of each of these 96 

replicates is inoculated into 96 replicate populations of 200 µL of liquid cultures of a BIM (40 

different BIMs were assessed). The proportion ଴ܲ of replicates in which escape phages did 

not emerge was monitored by plating 1 µL of each well on a lawn of the corresponding BIM 

(see S9 Fig).  

The rate of escape mutations can be estimated using: ̂ߤ ൌ െ ݈݊ሺ ଴ܲሻ ቀݖ൫ ௙ܰ െ ௜ܰ൯ቁൗ  

where ݖ is the fraction of the phage population sampled from the first amplification to initiate 

the second amplification (in our experiment: ݖ ൌ 1/200). Indeed, the proportion of wells with 

no escape mutations is: ଴ܲ ൌ ∑ ܳ௞ሺ1 െ ሻ௞ݖ ൌ ݁െߣݖஶ
௞ୀ଴ , where ܳ௞ is the probability that ݇ 

mutants are present in the total phage population after the amplification [5]. The number of 

mutants should be approximately equal to ܳ௞ ൌ ܲሺ݇|ߣሻ where ܲ is the Poisson distribution 

with mean ߣ ൌ ൫݂ܰߤ െ ܰ݅൯, and ߤ is the mutation rate per target site. Pooling the data 

obtained from 8 different BIM with similar values of ଴ܲ (see S9 Fig and S2 Table) we 

obtained an average mutation rate: ̂ߤ ൌ 2.8	10ି଻ േ 4.3	10ିଽ mutations/locus/replication. 

 

2.2 Streptococcus thermophilus protocols  

2.2.1. Bacterial strains and phage 

We used the virulent phage 2972 [6], infecting the strain Streptococcus thermophilus DGCC 

7710. Strain S. thermophilus DGCC 7710 possesses two active Type II-A CRISPR-Cas 

systems that can respond to a 2972 infection [7]. A single CRISPR-resistant strain was 

generated by exposing a lawn of sensitive bacteria to a high amount of phages and the 

plates incubated for two days at 40°C in poor oxygen environment. After incubation, we 

picked single colonies and streaked them twice. The CRISPR loci from the two active 

systems were then amplified as in [8]. The CRISPR1 locus that integrated a new single 

spacer at the leader-end was sequenced using Sanger sequencing (Eurofins Genomics). 

The sequence of the integrated spacer is 5’-AGAAGCACCTCTTGCGTTGATAAAAGTATT-3’ 
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and is targeting a protospacer in the orf37 of phage 2972, a gene coding for a putative phage 

replication protein. 

 

 

2.2.2. Cultures conditions, phage detection and titration  

Bacteria were grown in LM17 medium supplemented with CaCl2 (37 g/L of M17 Oxoid 

Medium supplemented with 5 g/L of lactose and 10 mM sterile CaCl2) and incubated at 40°C. 

To detect the presence of phages, square Petri plates (120 mm x 120 mm) were poured with 

60 mL of hard agar (LM17+CaCl2 supplemented with 15 g/L of agar). When dried, 400 μL of 

bacteria in mid-exponential phase mixed in 12 mL of soft agar (LM17+ CaCl2 supplemented 

with 8 g/L of agar) were added on top of this lawn. Then, 2 μL of a phage solution was 

spotted on this second layer and the plates were incubated overnight at 40°C in plastic bags.  

Phages were titrated by mixing 1 mL of LM17+CaCl2, 400 μL of sensitive bacteria in 

mid-exponential phase, with 50 μL of phage diluted in buffer (50 mM Tris-HCl pH 7.5, 100 

mM NaCl, 8 mM MgSO4) and 6 mL of Soft Agar. This mixture was poured on round Petri 

plates previously filled with 30 mL of Hard Agar and plates were incubated overnight at 40°C 

in plastic bags.  

 

2.2.3. Probability of evolutionary emergence  

The sensitive strain S. thermophilus DGCC 7710 and the derived CRISPR-resistant strain 

(BIM) were incubated until early stationary phase. Then, 11 populations composed of 

different proportions of the sensitive and the resistant strains (from 0 to 100% with 10% 

steps) were created. Then, 300 μL of each population were added to 30 mL of LM17+CaCl2 

supplemented with phages at a final titre of 2, 20 or 200 phages/200 μL. Each mixture was 

then separated into 96 different 200 μL replicates and incubated for 22 hours as described 

above.  

After incubation, 2 μL of each replicate was spotted on both the sensitive and the 

resistant strains. When plaques were observed, the well was noted as positive; if not as 
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negative. The test on the sensitive strain detects both emergence and evolutionary 

emergence whereas the test on the resistant strain detects only evolutionary emergence. 

The effective proportion of the resistant bacteria used in S10 Fig was determined after 

independent titration of the both the sensitive and the resistant bacteria used to make the 

different treatments. 

 

2.3. Statistical Analyses 

To demonstrate that the likelihood of bypassing host immunity were not different for the 8 

Pseudomonas BIMS used for this study, we used a binomial regression to predict the 

likelihood of successful and unsuccessful infections as a function of the BIM genotype. The 

impact of phage inoculum size on the probability of evolutionary emergence ( ଴ܸ) was 

assessed using a Kendall test. To study the impact of the fraction of resistant genotype in the 

population, we used a mixed model that explains the fraction of evolutionary emergence as 

the function of the fraction of resistant host including resistant strain (BIM genotype) as a 

random effect. Evolutionary emergence was fitted as a quadratic term to best fit the data. To 

assess the impact of resistant allele diversity, we used a generalized linear mixed model that 

explains the fraction of evolutionary emergence as a function of a diversity (fixed effect) 

including BIM genotype as a random effect and using a Poisson error structure. To assess 

the impact of diversity of resistant strains on the probability of multi-evolutionary emergence, 

we used a Kendall test. Similarly, for the S..thermophilus data, we used a generalized linear 

model that explains the fraction of evolutionary emergence as a function of the phage 

inoculum size and the squared proportion of resistant host. All statistical analyses were 

carried with R Software (version 3.3.3) through RStudio (version 1.0.136) and mixed effect 

models were constructed using the lme4 package [9]. In all cases model residuals were 

checked for normality and approximate p-values were calculated using the lmerTest package 

[10].  
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