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[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Part A: Development of partial second derivatives by sourcing fractions:
The second partial derivative of the sum of expected backorders at the bases, with respect to the allocation fraction  is, 
 
Proof: We differentiate, by , the sum of first derivatives that was developed in Proposition 4.
The second partial derivative of the sum of expected backorders at the bases, with respect to the allocation fraction  and  is, 
 .
Proof: We differentiate, by , the sum of first derivatives by  that was developed in Proposition 4.
Part B: Analysis and solution of the KKT conditions for minimizing the sum of backorders:
The Lagrangian of Problem (P3), for multipliers  for t, is:
,
where 

The KKT conditions are:
1.  for all  and  for all ,
2.  for all 
3.  for all 
4.  for all , and
5. for all .
KKT solutions for  
One option is to set the variables to zero ( for all ), thus  for 
 and  . 
This expression can’t be equal to zero since .
There are  options to choose one variable to be positive, while all others are set to zero,  and  for all t. 
There are two options to consider:
1. If  is uneven, then  
 
 
This is feasible, since .
For all other partial derivatives  we get
, which is not possible since
 .
2. If  is even, then  
 
 , which is not possible since .
Next, there are  options to choose only two variables which will be positive, and all the rest will be equal to zero.  and  for all t.
For these  options we will always have a partition where one of our variables is equal to zero and this is not possible, i.e. for ,
 , which is not possible since
 .
As we proceed we will encounter the same pattern for .
For  we have two partitions:
1. All variables with uneven index is greater than zero ( for  and  for ). For this partition we receive the solution  for all  and so		
This is true since .
2. All variables with even index is greater than zero ( for  and  for ) .
For this partition we receive the solution  for all  and


This is not possible since .
For all other options to choose variables that are greater than zero we always have at least one couple of variables (i.e., ) which creates a contradiction since  cannot be equal to 0 and 1 at the same time.
KKT solutions for  
As for the case of  , we first set all variables to zero, which is feasible only if
.
There are  options to choose one variable to be positive and all the rest are set zero:  and  for all t .In such cases there are two options to consider:
1.  is uneven, so  
 
. This is possible when  and  hence 
For all other partial derivatives ,  which holds only  when   which contradicts the above.
2.  is even, so  ,
 
 .
However, this is not possible since   .
As for   there are  options to choose two variables  which will be positive and all the rest will be equal to zero  for all t. Notice that for some  we will always encounter a contradiction, as in the example above (these contradictions repeat also for  ).
For  we have two possible partitions:
1. All variables with uneven index are greater than zero ( for  and  for ). For this partition we receive the solution  for all  and 
. This is possible when  and hence .
2. All variables with an even index are greater than zero ( for and  for ). For this partition we have the solution  for all  and 
, which is not possible since.
For all other options to choose variables that are greater than zero  in addition to the option where all  we will always have at least one couple of variables (i.e. ), which creates a contradiction since  cannot be equal to 0 and 1 at the same time.
KKT solutions for  
As before, first we set all variables to zero ( for all ) and then  for all , which is possible if  for all .
As before, we analyze  options to choose one positive variable which, ,  and all the rest are zero, which leads to two options:
1.  is uneven and then  , which is possible if .
For all other partial derivatives, where  we get a solution when
.
2.  is even, then  results in a possible solution if   .
For all other partial derivatives  we get a possible solution when .
There are  options to choose two positive variables  while all the rest are zero,  for all t. The analysis of these cases follows the logic of the previous analysis and leads to a contradiction.
We are left with  possible solutions, which can be classified by these 4 options:
1.  are uneven and , so
 (and a similar equation for index h), which holds if  (and a similar equation for index h). For all other partial derivatives , we get a possible solution when .
2.  are even and 
Only if  and  we get a solution. For all other partial derivatives , the condition that enables a solution is .
3.  index is even and  index is uneven hence  and 
In such a case the condition for a solution is that
  and .
For all other partial derivatives    must hold.
4. Equivalent to 3,  index is uneven and  index is even hence  and .
The above-mentioned analysis is also valid for . 
For  we have two partitions:
1. All variables with an uneven index are greater than zero ( for  and  for ).  For this partition, a possible solution  for all  holds if
      .
2. All variables with even index is greater than zero ( for  and  for 
     ). For this partition, a possible solution  for all  holds if
     .
For all other options to choose positive variables , in addition to the option where all  we will always have at least one couple of variables (i.e. ) which creates a contradiction since  cannot be equal to 0 and 1 at the same time.
Part C: Proofs of Lemmas 1 and 2:
Proof of Lemma 1: We define a stock value to achieve an availability goal under depot policy as .  are optimal stocking allocations at the bases when the result of this division is an integer. Otherwise, stock at the bases  and allocate the remainder to the bases as follows: one additional part to a base until all the remainder is allocated. This enables us to calculate the exact repair lead times in the bases which cause equality between the sum of expected backorders of depot and bases policies. For example, 

The right-hand side is simply a value which we can calculate, and at the left-hand side the only unknown variable is  (the bound for the repair lead times in the bases). This value can be easily calculated by numerical approaches such as the bisection method. If  then 
and depot policy solution is not optimal. If  then 
and base policy solution is not optimal.
Proof of Lemma 2: We define a stock value to achieve an availability goal under central policy as . 
Proof of Part 1: By KKT, when all variables with uneven index are greater than zero ( for  and  for) we receive the solution  for all . This solution is possible when all  . When for at least one of the bases (i.e. at Base ), this condition doesn’t hold,  there is a contradiction with respect to the optimality of a depot policy solution.


Proof of Part 2: By KKT, when all variables with even indices are greater than zero ( for  and  ) then setting    for all  is the solution, and . If the solution is not a central policy, then the TSL at the depot will be less than or equal to . We note the TSL at the depot for any other sourcing allocation as  , and . Since, one can notice that  and surely , hence base policy is optimal for every stocking allocation.


Part D: A heuristic solution algorithm for Cases 2, 3 and 4 
Step 0: Set  for all  if   and  for all  if  . Set   for  (we choose this starting point since it provides the lowest bound for the objective function value).
A. If the availability constraint is not satisfied then there are three options: to increase the stock at the bases, to increase the stock at the depot, or to allocate repairs to the depot/bases. The allocation of repairs depend on the starting point, for Case 2, 3 – shift repairs to depot , for Case 4 – shift repairs to bases . (Note that we discretize the continuous decision vector  based on a suitable step size).
We choose the option that provides the smaller marginal benefits, where benefit is the reduction in the sum of expected backorders divided by the corresponding change in cost. 
In particular, we compare all,  for all when shifting repairs to the bases () and  for all when shifting repairs to the depot (). We choose the decision  with a small step size for  (e.g., 0.05) that corresponds to the following minimal value: 
For Cases 2 and 3, 

and for Case 4,
.
B. If the availability constraint is not satisfied, return to Step A, otherwise it may be optimal to change the sourcing fractions until the availability constraint is binding.  We have two options to check:
1. For the solution that was found at the final step, we choose the decision
, that corresponds to: 
For Cases 2 and 3,
and for Case 4,

Repeat until the availability constraint does not hold and then choose the sourcing fractions of the previous step (that is, solution for which the availability constraint holds).
2. For the solution we have found at the previous step, one before the last step, choose the decision  that corresponds to:
For Cases 2 and 3,

and for Case 4,

Repeat until the availability constraint is satisfied and then choose the previous step solution.
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