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S1. Exploratory ANOVAs on all time-points and all electrodes
In the main article we selected time-windows for analyses on the intervening words based on visual inspection of the ERPs. Here we supplement these analyses with results of exploratory ANOVAs run on 50ms bins on each electrode, with factors Congruency, Prediction and the interaction of Congruency and Prediction. The p-values were adjusted for multiple comparisons by applying the Benjamini–Hochberg–Yekutieli false-discovery procedure, which controls the false discovery rate (FDR) under assumptions of dependence (Benjamini & Hochberg, 1995; Benjamini & Yekutieli, 2001). The results of these analyses are shown in Figure S1. 
Figure S1. Raster-style heat-map plotting the FDR controlled ANOVAs for factors Prediction, Congruity and for the interaction of Prediction and Congruity. Results are presented in 50-ms bins. Frontal electrodes are on top of each panel, occipital electrodes are on bottom. Tests that did not exceed the FDR critical values are plotted in white. 

S2. Analysis of the Anterior Positivity at the target noun
As indicated in the article, an Anterior Positivity component was obtained for incongruent target nouns (NIP-IC, IP-IC), relative to congruent target nouns (NIP-C, IP-C). Here, we focus on the dependency of this Anterior Positivity on constraint strength provided by the context preceding the target word. Since our stories varied with respect to constraint strength at the position of the target noun (mean: .54, SD: .27, range: .06 - 1.0), we could verify whether the Anterior Positivity is driven only by high-constraint items or whether all items contribute to the effect. 
To accommodate for the within-item effects of congruity and prediction, as well for the between-item effect of constraint strength, we ran a linear mixed-effects regression model (LMM), using the package lme4 for R (Bates, Mächler, Bolker, & Walker, 2015) with participants and items as random effects. As the dependent variable we used the mean amplitude in the 500-600ms time-window on the target noun, taken from electrodes Fp1 and AF3. The selection of electrodes and time-window was intended to capture the Anterior Positivity effect both in the no-induced-prediction conditions and in the induced-predictions conditions. As can be seen in Figure S2, because of an overlap with the N400, the Anterior Positivity in the NIP-IC condition is present only in the 500-600 ms time-window and the overlap with the N400 “pushes” it to pre-frontal electrodes in the NIP-IC condition. 
Figure S2. Left panel: ERPs elicited by the presentation of the target noun in high-constraint context (left) and in low-constraint context (right) at the electrode AF3. ERPs are broken down by Prediction and Congruity (NIP-C – bold black, NIP-IC – bold red, IP-C – thin black, IP-IC – thin red). High vs. low constraint was established based on a median split of items on the continuous variable constraint strength. ERPs were filtered using a 12Hz low-pass filter for visualization only. Right panel: Voltage maps showing differences between (left) NIP-IC vs. NIP-C conditions, (right) IP-IC vs. IP-C conditions, in the 500-600ms time-window after the presentation of the target noun.
We included three fixed effects: the categorical variables Congruity and Prediction, and a continuous variable Constraint Strength, as well as their interactions. Categorical variables were simple coded 
(-0.5, 0.5), while the continuous variable was centered. We used the maximum random effect structure justified by the data (see Bates, Kliegl, Vasisith, & Baayen, submitted). To establish this structure, we started with a model containing all fixed effects and only random intercepts. Then, we expanded it using a forward stepwise procedure. We added best fitting random slopes (first by-participants, then by-items), one by one, until they did not improve the model fit anymore, as established by likelihood ratio tests. We did not add random effect correlations to the model. After finding the best model, we searched for potential redundant random effects using the rePCA function from the RePsychLing package, and removed them (Bates, Kliegl, Vasishth, & Baayen, 2015) [footnoteRef:2]1. As it is conventionally assumed for LMMs, we consider t-values with absolute values greater than 2 as significant.  [2: 1 In this analysis, the procedure resulted in a maximal random structure, i.e. it contained: a by-item random intercept, a by-subject random intercept, seven by-subject random slopes (P, C, CS, P:C, CS:P, CS:C, CS:P:C, using abbreviations from Table S1), and three by-item random slopes (P, C, P:C). ] 

	
	Estimate
	          SE
	              t

	Intercept
	13.44
	21.01
	0.6

	Constraint Strength (CS)
	-12.27
	63.20
	-0.2

	Prediction (P)
	-51.84
	32.69
	-1.6

	Congruity (C)
	157.69
	42.48
	3.7

	CS:P
	-46.36
	125.82
	-0.4

	CS:C
	131.18
	135.84
	1.0

	P:C
	44.58
	62.02
	0.7

	CS:P:C
	-58.31
	234.51
	-0.2


Table S1. Fixed effects in the LMM predicting amplitude in the 500-600ms time-window at the target noun for electrodes Fp1 and AF3.

As shown by the ERPs (Figure S2), and as confirmed by the model (Table S1), Congruity was the sole factor reliably affecting the amplitude of the Anterior Positivity. In particular, the effect seemed to be identical in high-constraint and low-constraint contexts. This confirms that in our data the amplitude of the Anterior Positivity was not affected by the strength of sentential constraint for the target noun, neither in the induced-prediction nor in the no-induced-prediction conditions. 
S3. Reanalysis of the ERP data based on plausibility ratings
The aim of this reanalysis is to replace Congruity with a more sensitive measure, a continuous index of the association between the target word and the story, obtained at various points of the story-final sentence. We first present a norming study that was used to obtain the index of plausibility of the target noun. Then we proceed to an analysis of the original EEG data that takes into account these plausibility data.
S3.1. Methods
63 students of Jagiellonian University participated in the plausibility rating study. They had not participated in the EEG study or in the cloze tests.
Each item in the plausibility rating study consisted of the original story, truncated at one of four different positions in the story-final sentences (for details see below), paired with one of the two critical nouns.
The stories were presented one per page, with 3 dots ('...') indicating the truncation point. Below each story, one of the target nouns associated with the story was given (the congruent or the incongruent target noun). The target noun was always given in the accusative case to reflect its function as a direct object, just as in the prediction-inducing information in the main ERP study. Each story was accompanied by a short instruction, asking participants to read the story carefully, and to assess how plausible it would be that the word that was given below the story might come up somewhere in the course of the truncated sentence (after the truncation point). The answers were given on a 7-point Likert scale, where 1 indicated that this word would make no sense in this sentence, and 7 indicated that this word would make perfect sense.
The truncation points occurred directly before the four positions of the story-final sentence for which we had analyzed the ERPs (see above): before the first word of the story-final sentence, before the word directly preceding the main verb, before the main verb, and after the main verb (recall that in all but three items the main verb directly preceded the target noun).
Because each story was truncated at four different positions and could be paired with one of the two target words (the congruent and the incongruent target word), from each item of the original study eight items were derived for the plausibility rating study. The items were compiled into eight lists such that each list contained a version of all the original items, with all eight versions of each original item represented across the lists. Each list contained an equal number of stories truncated at each of the four positions, paired with an equal number of congruent and incongruent target nouns.
In the instruction to the rating study, participants were given two examples of an item: one where the target noun perfectly fit the topic of the story (and thus was likely to be judged as very plausible), and another one, where the target noun did not fit the topic of the story. In order to make participants aware that the target noun does not have to occur directly after the truncation point, in both examples the stories where truncated at a position where the critical noun would not syntactically fit as the next word. In addition, participants were explicitly informed that they should assess whether the nouns could fit the sentence at any following position, including those that are separated from the truncation point by a few words.
Participants were randomly assigned to the eight lists and each list was administered to at least five participants. The lists were delivered to participants in a MS Word file via email; the file contained instructions and examples, followed by the list of test items, one item per page. Participants were asked to provide the ratings in a text editor and send them back to the experimenter.
Before filling out the plausibility rating test, all participants were asked to fill out a short cloze test. This test contained a number of stories of length and structure similar to the stories used in the present study. All stories in the cloze test were truncated directly before the direct object noun. Participants were asked to complete the stories with the first word that came to mind. This additional test was intended to make participants' experience similar to the experience of the participants in the main study, by getting them used to how direct object nouns (target nouns) can fit the story-final sentences. None of the stories used in the cloze test occurred in the plausibility test.
S3.2. Design of the reanalysis of the EEG data
Plausibility scores were computed by averaging the plausibility ratings for each of the two possible target nouns (congruent or incongruent) for each item, at each of the four critical positions in the story-final sentence. Figure S3 shows that, in general, the congruent target nouns were judged as more plausible than the incongruent target nouns. This difference in plausibility scores was relatively constant across all positions. However, on the level of individual items considerable variance was present: For many items the plausibility scores varied substantially from position to position, particularly in the incongruent items.

[image: ]
Figure S3. Plausibility of the target word for each individual item at 4 different positions in the story-final sentence, broken down for congruent (green lines) and incongruent (red lines) target nouns. 

Until now, at each analyzed position we used Congruity of the target noun as a (dichotomous) approximation to the subjective plausibility of the target noun. Now, we can replace it by a graded and more sensitive variable, based on the plausibility ratings, and use it as a predictor in linear mixed models (LMMs).
We focused on the same three intervening words as in the original analyses. We used the plausibility values obtained from stories truncated before a given position: for the first word of the story-final sentence, for the word preceding the main verb, and for the main verb we used plausibilities measured directly before these words. Because we are using regressions, the three-level Anterior-Posterior factor from original analyses was recoded into two dummy factors: CenAnt (central vs. anterior electrode clusters), and CenPos (central vs. posterior electrode clusters). All categorical predictors were simple coded (with mean 0), while the continuous predictor was centered. For each position and time-window we ran a separate LMM analysis, with CenAnt, CenPos, Hemisphere, Prediction, and Plausibility of the target noun as a fixed effects. At each position, we followed the same analytic procedure for establishing random effects structure as described in section S2. 
To visualize the dependency between Plausibility and the average ERP amplitude, for each position we show the ERPs on a representative set of electrodes, broken down by Prediction and by a three-level factor based on the trichotomized values of the plausibility ratings (Figure S4).
S3.3. Results of the reanalysis using Plausibility data
Figure S4. ERPs evoked by the intervening words of the story-final sentence (the first word, the word directly preceding the main verb, and by the main verb), and by the target noun, broken down by Prediction and Plausibility, for Fz, Cz, and Pz electrodes. Legend: thin green/orange/red line: induced-prediction condition, high/med/low plausibility bin, respectively; (target word only) bold green/orange/red line: no-induced-prediction condition; (intervening words only) bold grey line: no-induced-prediction condition averaged over 3 plausibility bins. ERPs were filtered using a 12Hz low-pass filter for visualization only. 

In the no-induced-prediction condition, the LMMs did not show any effects involving Plausibility at the three positions preceding the target noun (just as Congruity did not have any effect in the factorial analyses). Therefore, to increase readability of the figure, for these positions we plot one average ERP waveform for the no-induced-prediction condition, instead of breaking it down into the 3 plausibility bins. In reporting the results of the reanalyzes we will focus on the effects involving Plausibility of the target noun. The results of LMMs are given in Table S2. 
S3.3.1. First word of the story-final sentence  
Figure S4, first column shows ERPs elicited by the first word of the story-final sentence, broken down by Prediction and Plausibility. As can be seen, the ERPs for the induced-prediction condition gave rise to an antero-central negativity in the 300-800ms latency range for all three bins of Plausibility, with no systematic Plausibility-driven variation in the amplitude of the ERPs. The statistical analyzes confirmed this observation (see Table S2 for details), yielding a main effect of Prediction and an interaction of Prediction and Anterior-Posterior in the 350-700ms time-window, with no interaction with Plausibility. 
	
	First word
	
	Main verb - 1
	
	Main verb
	
	Target noun

	
	350-700
	
	350-700
	
	350-700
	
	300-500
	
	500-700

	
	Est.
	SE
	t
	
	Est.
	SE
	t
	
	Est.
	SE
	t
	
	Est.
	SE
	t
	
	Est.
	SE
	t

	Intercept
	-83,63
	20,06
	-4,17
	
	-86,44
	14,08
	-6,14
	
	-81,19
	16,62
	-4,88
	
	-32,41
	19,27
	-1,68
	
	-8,33
	16,57
	-0,50

	Prediction (P)
	-101,96
	24,92
	-4,09
	
	-57,37
	23,71
	-2,42
	
	-45,80
	19,17
	-2,39
	
	203,16
	28,06
	7,24
	
	52,45
	24,72
	2,12

	Plausibility (Pl)
	-1,35
	7,50
	-0,18
	
	10,89
	9,33
	1,17
	
	32,90
	6,18
	5,32
	
	44,33
	9,70
	4,57
	
	-26,58
	12,77
	-2,08

	CenAnt
	-37,47
	13,91
	-2,69
	
	27,13
	8,98
	3,02
	
	61,92
	8,64
	7,17
	
	18,67
	15,03
	1,24
	
	-0,85
	9,66
	-0,09

	CenPos
	61,03
	13,43
	4,55
	
	2,39
	10,42
	0,23
	
	-41,75
	8,64
	-4,83
	
	34,75
	21,95
	1,58
	
	65,47
	14,83
	4,41

	Hemisphere (H)
	-17,34
	12,00
	-1,44
	
	-25,43
	7,33
	-3,47
	
	-42,90
	7,05
	-6,08
	
	-19,63
	7,92
	-2,48
	
	-16,85
	7,89
	-2,14

	P * Plaus
	15,81
	15,10
	1,05
	
	10,13
	13,29
	0,76
	
	87,44
	13,29
	6,58
	
	-152,09
	24,63
	-6,18
	
	-90,56
	15,92
	-5,69

	P * CenAnt
	-4,70
	16,81
	-0,28
	
	30,56
	17,95
	1,70
	
	25,05
	17,28
	1,45
	
	-150,04
	19,41
	-7,73
	
	-71,23
	19,33
	-3,69

	P * CenPos
	61,07
	21,18
	2,88
	
	31,42
	17,96
	1,75
	
	25,06
	17,28
	1,45
	
	54,05
	19,40
	2,79
	
	47,43
	19,33
	2,45

	Plaus * CenAnt
	1,61
	8,41
	0,19
	
	-1,73
	8,98
	-0,19
	
	-15,90
	8,64
	-1,84
	
	-47,52
	9,71
	-4,90
	
	-20,14
	9,66
	-2,08

	Plaus * CenPos
	-2,57
	8,42
	-0,31
	
	7,25
	9,08
	0,80
	
	5,49
	8,64
	0,64
	
	15,77
	9,71
	1,62
	
	0,27
	9,67
	0,03

	P * H
	1,53
	13,72
	0,11
	
	-0,71
	14,66
	-0,05
	
	7,07
	14,11
	0,50
	
	26,91
	15,84
	1,70
	
	38,82
	15,78
	2,46

	Plaus * H
	4,47
	6,87
	0,65
	
	-10,91
	7,33
	-1,49
	
	-1,49
	7,05
	-0,21
	
	0,97
	7,92
	0,12
	
	13,29
	7,89
	1,68

	CenAnt * H
	-4,42
	16,81
	-0,26
	
	-0,28
	17,95
	-0,02
	
	17,87
	17,28
	1,03
	
	12,31
	19,40
	0,63
	
	-6,30
	19,33
	-0,33

	CenPos * H
	-8,32
	16,81
	-0,49
	
	-13,89
	17,95
	-0,77
	
	-16,21
	17,28
	-0,94
	
	-4,16
	19,40
	-0,21
	
	22,18
	19,33
	1,15

	P * Plaus * CenAnt
	9,86
	16,85
	0,59
	
	-7,67
	17,95
	-0,43
	
	-29,97
	17,28
	-1,73
	
	94,43
	25,51
	3,70
	
	82,14
	19,33
	4,25

	P * Plaus * CenPos
	-5,84
	16,85
	-0,35
	
	-4,59
	17,96
	-0,26
	
	-4,52
	17,28
	-0,26
	
	-10,22
	19,43
	-0,53
	
	-11,01
	19,35
	-0,57

	P * Plaus * H
	1,20
	13,76
	0,09
	
	5,94
	14,66
	0,41
	
	13,68
	14,11
	0,97
	
	3,96
	15,84
	0,25
	
	-14,35
	15,78
	-0,91

	P * CenAnt * H
	15,58
	33,61
	0,46
	
	-0,28
	35,91
	-0,01
	
	4,15
	34,56
	0,12
	
	-0,21
	38,80
	-0,01
	
	-9,49
	38,66
	-0,25

	P * CenPos * H
	-18,83
	33,61
	-0,56
	
	6,19
	35,91
	0,17
	
	4,31
	34,56
	0,12
	
	29,35
	38,80
	0,76
	
	21,85
	38,66
	0,57

	Plaus * CenAnt * H
	2,65
	16,81
	0,16
	
	-4,18
	17,95
	-0,23
	
	2,54
	17,28
	0,15
	
	-3,80
	19,40
	-0,20
	
	-4,95
	19,33
	-0,26

	Plaus * CenPos * H
	-3,90
	16,81
	-0,23
	
	1,10
	17,95
	0,06
	
	1,11
	17,28
	0,06
	
	3,97
	19,40
	0,20
	
	3,71
	19,33
	0,19

	P * Plaus * CenAnt * H
	10,53
	33,61
	0,31
	
	4,71
	35,91
	0,13
	
	10,34
	34,56
	0,30
	
	-3,40
	38,80
	-0,09
	
	1,77
	38,66
	0,05

	P * Plaus * CenPos * H
	-12,91
	33,61
	-0,38
	
	-4,23
	35,91
	-0,12
	
	-0,89
	34,56
	-0,03
	
	0,45
	38,80
	0,01
	
	20,50
	38,66
	0,53

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	no-induced-prediction
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Intercept
	-32,68
	22,84
	-1,43
	
	-57,52
	17,58
	-3,27
	
	-58,17
	19,59
	-2,97
	
	-133,97
	21,07
	-6,36
	
	-34,46
	18,38
	-1,87

	Plaus
	-9,35
	11,82
	-0,79
	
	5,87
	11,30
	0,52
	
	-11,19
	9,30
	-1,20
	
	120,50
	15,26
	7,90
	
	18,72
	15,94
	1,17

	CenAnt
	-35,12
	18,87
	-1,86
	
	11,85
	13,03
	0,91
	
	49,40
	12,36
	4,00
	
	93,08
	13,79
	6,75
	
	34,81
	13,82
	2,52

	CenPos
	30,42
	16,51
	1,84
	
	-13,65
	13,03
	-1,05
	
	-54,29
	12,36
	-4,39
	
	7,78
	24,49
	0,32
	
	41,69
	17,57
	2,37

	H
	-17,99
	15,22
	-1,18
	
	-25,08
	10,64
	-2,36
	
	-46,43
	10,09
	-4,60
	
	-33,08
	11,26
	-2,94
	
	-36,28
	11,28
	-3,22

	Plaus * CenAnt
	-2,38
	12,10
	-0,20
	
	2,10
	13,03
	0,16
	
	-0,91
	12,36
	-0,07
	
	-94,26
	13,79
	-6,83
	
	-61,31
	13,82
	-4,44

	Plaus * CenPos
	0,64
	12,09
	0,05
	
	9,58
	13,03
	0,73
	
	7,77
	12,36
	0,63
	
	20,77
	13,81
	1,50
	
	5,80
	13,83
	0,42

	Plaus * H
	4,01
	9,88
	0,41
	
	-13,90
	10,64
	-1,31
	
	-8,35
	10,09
	-0,83
	
	-1,01
	11,26
	-0,09
	
	20,50
	11,28
	1,82

	CenAnt * H
	-12,22
	24,12
	-0,51
	
	-0,15
	26,07
	-0,01
	
	15,80
	24,72
	0,64
	
	12,42
	27,58
	0,45
	
	-1,54
	27,64
	-0,06

	CenPos * H
	1,10
	24,12
	0,05
	
	-16,98
	26,07
	-0,65
	
	-18,37
	24,72
	-0,74
	
	-18,84
	27,58
	-0,68
	
	11,26
	27,64
	0,41

	Plaus * CenAnt * H
	-2,62
	24,12
	-0,11
	
	-6,54
	26,07
	-0,25
	
	-2,63
	24,73
	-0,11
	
	-2,10
	27,59
	-0,08
	
	-5,84
	27,64
	-0,21

	Plaus * CenPos * H
	2,56
	24,12
	0,11
	
	3,22
	26,07
	0,12
	
	1,56
	24,73
	0,06
	
	3,75
	27,59
	0,14
	
	-6,55
	27,64
	-0,24

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	induced-prediction
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Intercept
	-134,73
	24,33
	-5,54
	
	-115,13
	19,24
	-5,98
	
	-103,83
	18,83
	-5,52
	
	69,08
	26,25
	2,63
	
	17,77
	22,73
	0,78

	Plaus
	6,85
	9,33
	0,73
	
	15,86
	11,78
	1,35
	
	76,26
	8,91
	8,56
	
	-31,59
	16,09
	-1,96
	
	-71,81
	14,15
	-5,07

	CenAnt
	-39,58
	11,72
	-3,38
	
	42,42
	12,39
	3,42
	
	74,42
	12,07
	6,16
	
	-55,87
	20,50
	-2,72
	
	-36,45
	13,52
	-2,70

	CenPos
	91,68
	18,90
	4,85
	
	17,91
	12,39
	1,45
	
	-29,21
	12,07
	-2,42
	
	61,83
	25,72
	2,40
	
	88,79
	16,91
	5,25

	H
	-16,67
	9,57
	-1,74
	
	-25,78
	10,12
	-2,55
	
	-39,36
	9,86
	-3,99
	
	-6,17
	11,15
	-0,55
	
	2,56
	11,04
	0,23

	Plaus * CenAnt
	6,53
	11,72
	0,56
	
	-5,56
	12,39
	-0,45
	
	-30,80
	12,07
	-2,55
	
	-0,74
	13,68
	-0,05
	
	20,90
	13,52
	1,55

	Plaus * CenPos
	-5,61
	11,75
	-0,48
	
	4,58
	12,39
	0,37
	
	3,22
	12,07
	0,27
	
	10,87
	13,68
	0,79
	
	-5,09
	13,53
	-0,38

	Plaus * H
	5,22
	9,57
	0,55
	
	-7,93
	10,12
	-0,78
	
	5,33
	9,86
	0,54
	
	2,94
	11,15
	0,26
	
	6,11
	11,04
	0,55

	CenAnt * H
	3,37
	23,44
	0,14
	
	-0,42
	24,78
	-0,02
	
	19,95
	24,15
	0,83
	
	12,20
	27,32
	0,45
	
	-11,05
	27,04
	-0,41

	CenPos * H
	-17,72
	23,44
	-0,76
	
	-10,79
	24,78
	-0,44
	
	-14,06
	24,15
	-0,58
	
	10,52
	27,32
	0,39
	
	33,11
	27,04
	1,22

	Plaus * CenAnt * H
	7,90
	23,44
	0,34
	
	-1,82
	24,78
	-0,07
	
	7,69
	24,15
	0,32
	
	-5,49
	27,32
	-0,20
	
	-4,06
	27,04
	-0,15

	Plaus * CenPos * H
	-10,34
	23,44
	-0,44
	
	-1,02
	24,78
	-0,04
	
	0,67
	24,15
	0,03
	
	4,19
	27,32
	0,15
	
	13,94
	27,04
	0,52


Table S2. Estimates of the fixed effects in LMMs, for the 350-700ms time-window, for the three intervening word positions and for the target word in the story final sentence. The upper part of the table gives LMMs for the full regression model, the lower part of the table gives estimates for separate LMMs broken down by Prediction. 
S3.3.2. Word directly preceding the main verb of the story-final sentence
The ERPs for words directly preceding the main verb of the story-final sentence showed a centrally-distributed effect of Prediction in the 350-700 ms time-window (Figure S4, second column). In line with the analyses using the dichotomous factor Congruity, the effect of Prediction was not affected by Plausibility in this time-window. 
S3.3.3. The main verb of the story-final sentence
At the main verb, the ERP waveform in the induced-prediction condition strongly depended on Plausibility (see Figure S4). In case of low- and mid-plausibility bins it was more negative than the ERP for the no-induced-prediction condition, while in the high-plausibility bin it was even more positive. In both time-windows the Plausibility-driven modulation in the induced-prediction condition had a centro-parietal distribution. Statistical analyses in the 350-700 time-window show a main effect of Plausibility, qualified by an interaction of Plausibility and Prediction. Following-up the latter interaction in the no-induced-prediction condition did not reveal any significant effects, while in the induced-prediction condition it showed two effects: a main effect of Plausibility and an interaction of Plausibility and CenAnt. Overall it confirms that the effect of Plausibility was similar over the central and posterior electrode clusters, but smaller over the anterior electrode clusters. Moreover, follow up analyses confirmed that the effects involving Plausibility were driven solely by the induced-prediction condition. 
S3.3.4. The target noun
The reanalyses using Plausibility were aimed at better understanding the nature of the effects at the intervening words. However, for interested readers, we also present results for the target noun. Figure S4, fourth column, shows ERPs elicited by the target noun. They are strongly organized by Plausibility in both time-windows. Because the pattern of results was different for the induced-prediction and no-induced-prediction conditions (as confirmed by significant interactions involving Plausibility and Prediction), we will discuss the effects in the induced-prediction and no-induced-prediction conditions separately.
In the no-induced-prediction condition, the N400 effect in the 300-500ms time-window was strongly dependent on Plausibility, resulting in a main effect of Plausibility and in an interaction of Plausibility and CenAnt. Plausibility was significant at all levels of Anterior-Posterior, but strongest in central and parietal electrode clusters (t = 3.26, t = 8.24, and t = 8.53, for anterior, central and posterior electrode clusters, respectively). In the 500-700ms latency range, the ERPs in the no-induced-prediction condition were still in a late part of the N400 effect, and accordingly, became more negative with decreasing Plausibility. The effect of Plausibility was not significant, but its interaction with CenAnt was. The effect of Plausibility was significant in the central and posterior electrode clusters (t = -1.17, t = 2.26, and t = 2.73, for anterior, central and posterior electrode clusters, respectively).
Also in the induced-prediction condition, Plausibility was a significant predictor of ERP amplitudes in the 500-700ms time-window, and marginally in 300-500ms time-windows. The relationship was negative: the lower the plausibility of the target noun, the more positive the ERPs.
S3.4. Summary
At the outset of our reanalyzes we asked why congruity modulated the ERPs in the induced-prediction condition selectively at the main verb, but not at the other two preceding word-positions. We hypothesized that Congruity might not be an adequate index of subjective plausibility of the target noun at the intervening words preceding the main verb. The reason was that Congruity was calibrated with a cloze test directly after the main verb, and thus, it might not have the potential to reveal any effects taking place before the main verb.
However, the reanalyzes showed that there was something special about the position of the main verb itself that introduced the congruity (and plausibility) modulations of the ERPs in the induced-prediction condition. Even when using the continuous plausibility measure calibrated at each intervening word, at the intervening words preceding the main verb Plausibility did not explain much more variance than Congruity. In fact, we obtained the same pattern of effects as the Congruity-based analyses.
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