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Secure Web-Based Access for Productive 
Supercomputing:

the DOD HPC Portal
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DOD Supercomputing Resource Centers

AFRL

ERDC

NAVY

ARL

MHPCC
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Associated w/”Air Force Maui Optical Site”

Atop Haleakala, Maui, Hawaii

“Space Situational Awareness”
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Learn More:   https://centers.hpc.mil/
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DOD HPC Portal Goals
Provide Secure, Web-based Access to DOD Supercomputing
✓ Easy & Modern: Intuitive, Comprehensive HPC Workflow (Jobs, Files, Collaboration…)

✓ Enable Non-Traditional Users & Users with Constrained Desktops

Encourage 3rd Party Developers
✓ Provide API to Abstract the HPC Workflow 

Make  it Easy, Secure, & Powerful: Demolish Entry and Access 
Barriers to DOD HPC Services

Computational Fluid Dynamics App in HPC Portal

Benefits for Users

• “Zero Footprint” Browser Access

❌ No Client Installs or Other Dependencies

• Software as a Service

✓ Instant Updates to Users

✓ Improved Security

✓ BYOD & Access from Any Network
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HPC
Compute

Pool 
(PBS/Batch)

L Client Required Kerberos Kit
L Command Line Only
L Unix/HPC Expertise Required

Increasingly, network enclave security mechanisms blocked the 
traditional Kerberos mechanism of authenticating desktop 

clients to server supercomputers.

Before DOD HPC Portal: Old School 
Supercomputing
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HPC
Compute

Pool 
(PBS/Batch)

J Intuitive & Comprehensive, Web-Based
J No Installs
J Innovative Applications
J Access Anywhere, BYOD

Portal 
Web 

Services

After DOD HPC Portal: Easy & Modern
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What’s at a DSRC?

HPC
Compute

Pool 
(PBS/Batch)

One or More High 
Performance 
Computing “Clusters” of 
Various Architectures 
and Operating Systems

Interactive 
“Login” 
Nodes

”Utility 
Server” 
Cluster

”Center-Wide” 
File System

The “Utility Server” 
Cluster is Common 
to all DSRCs. Used 
for Pre/Post-
Processing and 
Smaller Compute 
Projects
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HPC
Compute

Pool 
(PBS/Batch)

Apache
HTTPD
Routing

Portal Micro-Services

Portal 
Appliance

Users/Internet

Authentication

Portal ReST 
Services APIWeb 

Server (N)
Web 

Server (N)Web 
Server (N)

Web 
Server (N)Web 

Server (N)Tomcat, 
Node,
Ruby, 
etc.

MySQL

HPC
Client

File System 
Accessory

Project 
Manager

Job 
Manager

Portal File 
Manager

Virtual Applications

Vapp
Instance

Vapp
Instance

Vapp
Instance

Vapp
Instance

Vapp
Instance

MongDB ”Center-Wide” 
File System

“Edge Service” 
Node

2-Factor
CAC/Yubikey

We Repurposed the Utility Server
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And Provided a “Comprehensive” Workflow

o File Management
o Upload/Download; Full-Featured File Manager

o Pre/Post- Processing & Visualization
o ALL X-Based Applications on Utility Server & HPCs

o Command Line Access (Web Shell)
o User Account Information
o Help & Forums
o Specific “Web-Based” Applications

o Job Creation, Submission, Monitoring, Termination, Visualization

• All DOD HPC Users Automatically Have Access to:
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File Manager
• Contemporary & Full Featured: Approaches Native OS 

Capability
o Upload/Download 
o Edit/Cut/Paste, Drag & Drop Between File Systems
o Eliminates Desktop FTP Clients
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File Manager: Video
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With Single Sign On, Now Possible to Start X-Based Virtual 
Applications on HPC Side

Remote	Display	of	All	X-Based	Applications:

”Capstone” 
Hosted as 

Virtual 
Application

Portal Delivers “Virtual” Applications
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Virtual Applications: Video
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• Web Application Example:  “Distributed Matlab”

o Matlab Code Compiled on Utility Server

o Runs “Naturally Parallel” Jobs on HPC

o Create, Submit, Monitor, Visualize Results

“Native” Web Applications
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Distributed Matlab: Movie
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Innovative Workflows: Jupyter Notebooks
• Data Analytics & Reproducible Workflows for DOD R&D
• Multi-Node Workbooks Running on HPC Compute Nodes
• Scientific insight => interactive, iterative exploration and analysis
• Jupyter Notebook Bridges Gap from Legacy Batch Process

Unique Workflow Enabled by 
HPC Portal Infrastructure + 
Single Sign On (SSO)

Secure End-to-End Tunnel 
Serves Jupyter Notebook 
Pages from Batch Nodes
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Encouraging Developers

Multiple Groups Now Develop Portal-Based Applications

We Provide Developer Support, Infrastructure & Services:
o ReSTful Services Application Programming Interface (API)

o Abstracts HPC Services

o MHPCC Hosted Development Environment w/HPC Cluster

o Sandbox for BYOA ”Bring Your Own Application”

o Micro-Services, Technology Agnostic

o Developer’s Guide

o Portal Starter Kit: Efficient Single Page Web Apps (“React” Technology)

o Quickly Stand-Up Javascript Based Client (Browser) Applications
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Did We Achieve Our Goals?
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Lessons Learned & Directions
• Agile Methodologies Allow Team to Be Responsive to Evolving 

User & Stakeholder Requirements

• Mature DevOps Strategy Enables Team to Support 6 

Operational Portals
o Embedded Security Expertise Essential, Continuous Integration

• Differences in Architectures at DSRCs is driving team to 

establish a “Beta” Environment on Production Systems

• Good: Supply Users w/Service
o Better: Allow Others to Develop Innovative Workflows Around It

• Team is Deprecating Outdated Legacy Technologies 

(Liferay/Vaadin) consistent with Web “Best Practices”


