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Associated w/"Air Force Maui Optical Site” HPE &

Atop Haleakala, Maui, Hawaii

“Space Situational Awareness”
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Learn More: https://centers.hpc.mil/

Search Search
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. cE COMPUTING. HPC Help Desk
- Feedback
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MALI HIGH PERFEORMANCE COMPUTING CENTER
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Maui Acquires IBM Cluster
POWERS cluster provides 458,752 GPU cores. Read More >

Upcoming Maintenance 30 Days 4 G t
Date * system Details
2017 Sep 30 22:00 - Oct 03 02:53 CT (Completed) NAVY - Armstrong Software Maintenance Accou nt
2017 Oct 04 17:00 ET - TBD (In Progress)

AFRL - AFRLHPCPortal System Maintenance

2017 Oct 05 12:00 - Oct 11 17:00 ET ARL - Excalibur System Maintenance
2017 Oct 16 08:00 - Oct 20 08:00 ET AFRL - Thunder System Maintenance Techni cal
2017 Oct 23 08:00 - Oct 30 08:00 ET AFRL - Lightning System Maintenance

2017 Oct 25 07:30 - Oct 26 00:00 HI MHPCC - Hokulea System Maintenance Docu ments
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DOD HPC Portal Goals

Provide Secure, Web-based Access to DOD Supercomputing
v Easy & Modern: Intuitive, Comprehensive HPC Workflow (Jobs, Files, Collaboration...)
v Enable Non-Traditional Users & Users with Constrained Desktops

Encourage 3 Party Developers
v Provide API to Abstract the HPC Workflow

Benefits for Users

Represensation

* “Zero Footprint” Browser Access SES s

X No Client Installs or Other Dependencies =\,

et Cobor

uuuuuuuuuuuu

e Software as a Service ;

nnnnnnnnnn
mmmmmm

v Instant Updates to Users S f

v Improved Security =

aaaaaaa

v BYOD & Access from Any Network R e ~ |
Computational Fluid Dynamics App in HPC Portal

Make it Easy, Secure, & Powerful: Demolish Entry and Access

Barriers to DOD HPC Services
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Before DOD HPC Portal: Old School
Supercomputing

- p "
k/_- 00oag)
JU.
U
® Client Required Kerberos Kit U agd
@ Command Line Only HPC
@ Unix/HPC Expertise Required COFT)F;Tte
(PBS/Batch)
<)

Increasingly, network enclave security mechanisms blocked the
traditional Kerberos mechanism of authenticating desktop
clients to server supercomputers.
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After DOD HPC Portal: Easy & Modern

PV‘\’I”;" ‘Doo)
o © 1000
ervices CJ[ ) (10
U A0
Intuitive & Comprehensive, Web-Based cOljan?Jte

No Installs Pool

Innovative Applications —{_ ) (BES/Batch)
Access Anywhere, BYOD ~/

© 000
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What's at a DSRC?

Interactive
“Login”
Nodes

The “Utility Server”
Cluster is Common
to all DSRCs. Used

for Pre/Post- . ™~ ~ ~
Processing and 000 00oag)
Smaller Compute Uudy Judd
Projects )OI J U
UJudl UJud
"Center-Wide”
"Utility File System HPC
Server” Compute
Cluster | seaseees Pool
(PBS/Batch)
N J

<_

One or More High
Performance
Computing “Clusters” of
Various Architectures
and Operating Systems
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We Repurposed the Utility Server

Portal
/ , . Appliance
Portal Micro-Services 7~ ~N
Portal ReST
Services API
HPC
Tomcat, Client 4 \\
~ 11 Node, I I ) 000
Ruby, File System E [ ] [ ][ ]
p etc. y
Apache Accessory ] [ ]
_:"T“T”F;‘Z e R ,—_J 1 (1)
;'.J MySQL MongDB Wikoest Cepegiiic e
\ / —J Y
—_— Compute
ll " Job [essssssn Pool
: anager
{ ( Virtual Applications ) \ ) “\(PBS/Batch)/
- Portal File N~ j
Vapp Manager
Instance \ —rrJ
\_ Y, I
Authentication—— “ . n
L® 2-Factor Edge Service
OpenlD| 7 CAC/Yubikey Node
O
Ml Users/Internet
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And Provided a “Comprehensive” Workflow

All DOD HPC Users Automatically Have Access to:

o File Management
o Upload/Download; Full-Featured File Manager

o Pre/Post- Processing & Visualization
o ALL X-Based Applications on Utility Server & HPCs
o Command Line Access (Web Shell)

o User Account Information
o Help & Forums

o Specific “Web-Based” Applications
o Job Creation, Submission, Monitoring, Termination, Visualization
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File Manager
« Contemporary & Full Featured: Approaches Native OS
Capability
o Upload/Download
o Edit/Cut/Paste, Drag & Drop Between File Systems
o Eliminates Desktop FTP Clients

+ Add G Preview (# Edit @ Edit Controls

Apps Files Jobs Support Gateway About Me Admin v My Sites v Randy Goebl

- ~lenien - WM = =
Refresh New Folder Upload Upload Status Download Upload Preferer

Show Hidden File

» #Documents fuomelrandyg
> P abaqus_plugins NAME TYPE +  FILESIZE DATE PERMISSION¢
> #folder2 #  Documents DIRECTORY 4.1KB Wed Feb 24 18:48:16 GMT 2016 IWXEXT-X
» ¥ WORKDIR abaqus_plugins DIRECTORY 41KB Fri Oct 30 14:14:58 GMT 2015 TWXP-XI-X
> » folder2 DIRECTORY 4.1KB Tue Sep 22 22:41:59 GMT 2015 TWXT-X==

.

v Kilrain Screen Shot 2014-06-18 at 1.43.35 PM.png FILE 73.8 KB Thu Jun 19 02:33:49 GMT 2014 Weememe
> ¥ CENTER Screen Shot 2014-06-26 at 8.47.19 AM.png FILE 223.5KB Fri Mar 13 02:58:44 GMT 2015 [T
> #HomE abaqus.rpy FILE 756 bytes Fri Oct 30 14:15:11 GMT 2015 IWer=eT--
» #WORKDIR abaqus_v6.13.gpr FILE 3.1 KB Fri Oct 30 14:15:59 GMT 2015 W-reeres
L]

v Haise
» ¥ CENTER
» #HOME
» ¥ WORKDIR
]

v Armstrong
> #CENTER
» ¥ HOME
» # WORKDIR
>y

v Shepard
» ¥ CENTER
» #HOME
» # WORKDIR
]

v Conrad
» ¥ CENTER
» ¥ HOME
» # WORKDIR
>y

v Gordon
» ¥ HOME

» #wnowvnio

ILE 0 bytes Fri Oct 03 01:32:23 GMT 2014 TW-r=-r--
i Oct 30 14:16:32 GMT 2015 Wepemeee
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File Manager: Video

Secure https://portal.erdc.hpc.mil/portal/group/home/apps

Support Qateway About Me Admin v My Sites v Randy Goebbert v

Welcome To ERDC's HPC Portal
The Portal team has released an application developer guide to help teams build web applications that interact with HPCMP's Supercomputing systems. See Support/Forum for more details.
The new Virtual-Apps 1.2 interface features performance improvements! Please visit "Virtual Applications”, below
Single Sign-On is here! Access Topaz Interactive Login Nodes via "Web Shell" links, below.

A full-featured File Manager supporting both the Utility Server and HPCs (Garnet/Topaz) is available via the "Files" link, above. Upload/download, create, edit, and delete files, control file permissions, and transfer files directly between

systems!

Web Shell on Topaz Web Shell on Utility
HPC Server

Quick Access to Command Line on Topaz Login
Nodes

Quick Access to Command Line on ERDC Utility
Server

WebSENTRI Paraview Web

Provide a web based RF simulation toolkit. 3D Visualization

HPCMP
CREATE RF
WebSENTRi

portal-framework-filemanager-vaadin/
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ortal Delivers “Virtual” Applications
Remote Display of All X-Based Applications:

[ (X https://dportal.mhpcc.hpc.mil/vapps1.1/apps/novnc/vnc.jsp?host=192.168.2.100&port=5900 B n

s N

File Edit Points Curves Surfaces Solids Breps Advanced Mesh i CREATE User-Plugins Views conﬁngeIp[

° /\, Q @ £ cc—” » ”ﬂgﬁ’“ I_\_\ » “Geomeny |@Model #1 ¥ Mesh [Cad ~|»

ﬂ/l / Vector jl, xyz jp < T & NA
—— |

— "Capstone”
|- Hosted as
I 1 l

randyg@pv0l:~ e Vi rt u a I
Edit View Search Terminal Help . o
Application

]

355 total, 1 running, 353 sleeping, 0 stopped, 1 zombie
0.2%us, 0.2%sy, 0.0%ni, 99.6%id, 0.0%wa, 0.0%hi, 0.0%si, 0.0%st

24596832k total, 24210272k used, 386560k £ 124512k buffers

26836988k total, 13056k used, 26823932k free, 22279540k cached

37490 2 0 90828 14m 5220

37458 randyg 20 0 142m 38m 19m S Xvib
root 20 0 19364 960 740 S O. init
kthreadd

migration/0
ksoftirqd/0
stopper/0
watchdog/0
migration/1
stopper/1
ksoftirqd/1

oot

root

= 10 root RT 0O 0 0 0s o0 watchdog/ 1
?asiR:d'ufim 11 root RT © 0 0 0 0. migration/2
e ,; _Igsm 12 root RT 0 o 0o 0s 0 stopper/2
Dlregcnon:OOOOOOOOOOOOOOI 000000 13 root 20 o 0 o 0s o. ksoftirqd/2
Number of Sides =10 14 root RT 0O 0 4] 0s o0 2 watchdog/2 3
15 root RT 0 0 0 0s oO. migration/3 1
[randyg@pv0Ol ~]§

Process [tessellation] started |
Process [tessellation]
Process [CreateFrustum] -

|_ N/A | Geometry Database : SMLIB | Mesh Database : Create | Attribution Database : Create |

With Single Sign On, Now Possible to Start X-Based Virtual

Applications on HPC Side
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Virtual Applications: Video

&8 @& Secure https://portal.erdc.hpc.mil/portal/group/home/apps

B ——

e —

environment to test and benchmark algorithms and
services.

). Launch

Virtual Apps Usage

Access usage analysis data and business
intelligence. Only for select members.

). Launch

Distributed MATLAB

The MATLAB HPC application provides you with the
capability to upload custom MATLAB software and
data resources, run the software in a naturally
parallel HPC environment, and have the results
available for download through the web portal.

) Launch

Developers

Portal Framework SDK Developers.

Apps

Files

Jobs

Support

Qateway About Me Admin v

Virtual Applications

Access desktop applications remotely with a modern
HTML5 browser. Firefox, Chrome, or Safari is
required. Internet Explorer is supported using Java.

&) Launch

Kestrel

CREATE-AV Kestrel simulates fixed-wing aircraft fluid
and structural dynamics. Start here to prepare,
modify, visualize, and submit jobs.

CreateGV

HPCMP CREATETM-GV consists of physics-based,
High Performance Computer (HPC) tools to enhance
ground vehicle concept development, inform

My Sites v

Randy Goebbert v
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“Native” Web Applications
« Web Application Example: “Distributed Matlab”

o Matlab Code Compiled on Utility Server
o Runs “Naturally Parallel” Jobs on HPC

o Create, Submit, Monitor, Visualize Results
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Distributed Matlab: Movie

Apps Flles Jobs Support Qateway About Me Admin v My Sites v Randy Goebbert

MODERNIZATION PROGRAM

Web Shell on Topaz Web Shell on Utility
HPC Server
> >
Quick Access to Command Line on Topaz Login Quick Access to Command Line on ERDC Utility
Nodes Server
). Launch \ . Launch \
WebSENTRI Paraview Web
HPCMP Provide a web based RF simulation toolkit. 3D Visualization
CREATE RF
WebSENTRi
. Launch \ . Launch \
LS
JMS ARCADE X-Terminal on Utility
The Advanced Research, Collaboration, and Server
J"Sd Application Development Environment (ARCADE) -
IRCE provides Joint Space Operations Center (JSpOC) Run X11 Based Apps on Utility Server

Mission System (JMS) developers a sandbox
environment to test and benchmark algorithms and
services.
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* Data Analytics & Reproducible Workflows for DOD R&D

* Multi-Node Workbooks Running on HPC Compute Nodes

* Scientific insight => interactive, iterative exploration and analysis
* Jupyter Notebook Bridges Gap from Legacy Batch Process

N JUPYEer Lotz i Eqons e a . Compute Node €~ ---------nnmmmmnnmee :
Unique Workflow Enabled 0}
e —————— HPC Portal Infrastructure + i
R e | Single Sign On (SSO
XY The Jupyter Notebook gle Sign On (SSO)
Secure End-to-End Tunnel i
Jupyter The Jupyter Notebook is a web application that allows you to create
" | g and sha:: documents that contain live code, equations,y Serves Jupyter Notebook Login | Node Edge Node
T ‘ . Pages from Batch Nodes
- ’ visualizations and explanatory text. Uses include: data cleaning and —
) " ! transformation, numerical simulation, statistical modeling, machine
el learning and much more. @
] {

' Rest Services @
Apache
il ~

* = # sl o

y §
A 4
g
8

Language of choice Share notebooks Interactive widgets Big data integration
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Encouraging Developers

Multiple Groups Now Develop Portal-Based Applications

We Provide Developer Support, Infrastructure & Services:

o ReSTful Services Application Programming Interface (API)
o Abstracts HPC Services

o MHPCC Hosted Development Environment w/HPC Cluster
o Sandbox for BYOA "Bring Your Own Application”
o Micro-Services, Technology Agnostic

o Developer’'s Guide

o Portal Starter Kit: Efficient Single Page Web Apps (‘React’ Technology)
o Quickly Stand-Up Javascript Based Client (Browser) Applications

Page-18



Did We Achieve Our Goals?

HPC Portals - Adoption Trends: 2814-81-85 through 2817-89-38
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Lessons Learned & Directions

Agile Methodologies Allow Team to Be Responsive to Evolving
User & Stakeholder Requirements
Mature DevOps Strategy Enables Team to Support 6

Operational Portals

o Embedded Security Expertise Essential, Continuous Integration
Differences in Architectures at DSRCs is driving team to
establish a “Beta” Environment on Production Systems

Good: Supply Users w/Service

o Better: Allow Others to Develop Innovative Workflows Around It
Team is Deprecating Outdated Legacy Technologies

(Liferay/Vaadin) consistent with Web “Best Practices”

Page-20



