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Appendix A. Multivariate-normal likelihood function for replicated sampling. 

 Here we construct the multivariate-normal likelihood function for replicated 

sampling under the Gompertz state-space (GSS) model, for the stationary case.  The 

likelihood function allows maximum-likelihood (ML) estimation of model parameters 

through numerical maximization.  In addition, we obtain a multivariate-normal likelihood 

for use in obtaining restricted maximum-likelihood (REML) estimates with transformed 

observations. 

We assume the sampling process is replicated  times at sampling time t , 

producing observations , , ..., .  Denote by Yt the 
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 column vector [ , , 

..., ]′ of the observations (as random variables) at time , and denote by yt the 
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column vector [ , , ..., ]′ of the recorded outcomes (data values) of the random 

variables in the vector Yt at time t .  We write j for a column vector of ones, o for a 

column vector of zeros, J for a matrix of ones, O for a matrix of zeros, and I for an 

identity matrix, with the sizes determined by context (or clarified with subscripts, when 

necessary) so as to be consistent with the matrix operations.  The GSS model consists of 

the underlying population process joined with the multivariate sampling process: 
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where  ~  normal(0, ) and Ft  ~ MVN(ot , I), with Ft assumed independent of 

and ,  and no autocorrelation of the noise processes  and Ft.  Also, denote by X the 

 column vector [ , , …, ]′ , and denote by Y the 
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( ) formed by stacking the vectors Y0, Y1, …, Yq .  Similarly denote 

by F the 
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1×
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r  column vector formed by stacking the vectors F0, F1, …, Fq . 

ML estimation 

The essential idea is that X has a multivariate-normal distribution, and Y is the sum of F 

and a linear transformation of X .  First, a well-known property of the stationary AR(1) 

process Xt is that  

 X ~ MVN( j  , Σ )  ( ca −1/ )

with all the main diagonal elements of the variance--covariance matrix Σ equal to the 

stationary variance V ( ) ( )22 1/ cXt −=σ , and the other elements giving the stationary 

covariances CV ( ) ( )22 1/, ccXX s
stt −=+ σ   (see for instance, Dennis et al. 2006, Harvey 

1993).  Second, let a matrix C be defined by stacking column vectors of ones and zeros in 

the following manner:   
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Here jt and ot are  (the size of yt ).  One can see that Y is a linear transformation of 

X : 

1×tp

 Y  CX  F . = +

Therefore,  



 Y ~ MVN( Cj  , CΣC′ + I ) . ( ca −1/ ) 2τ

The log-likelihood function for a vector of data y thus is the log-probability density for a 

multivariate-normal distribution:  

ln ( )22 ,,, τσcaL   =
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− ln ( )π2  − 
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1 ln|V| − 
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where V  CΣC′ + I , and = 2τ μ  is a 1×r  vector with all elements equal to  . ( )ca −1/

REML estimation 

A REML transformation of the observations in replicated sampling can be defined 

as follows.  Multiply each element in the vector yt, (t = 1, 2,…, q) by pt−1 (the size of the 

previous vector), and then subtract the sum of the elements in the previous vector yt−1, 

that is,  

  =  tiw ( )112111 1
... −−−− −
+++− tptttit t

yyyyp  . 

Because all the observations have the same mean (the stationary mean ), each 

 arises from a distribution with mean zero.  Let wt = [ , , ..., ]′ .  Then wt 

can be represented by 

( ca −1/
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Furthermore, let w be the vectors w1, w2, …,  wq  stacked into a column vector, and 

denote by W the random vector version (of which w is a particular realization).  Using 

the transformation matrix given by 
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where J st , O st and I st are matrices, we establish that W = DY is a ( )  

vector that has a multivariate-normal distribution with a mean vector of zero and a 

variance--covariance matrix given by  Φ 

ts pp × 10 ×− pr

=  D[CΣC′ + I] D′ 2τ =  DVD′.  The restricted 

log-likelihood function for w is then:  

ln ( )22 ,, τσcL   =
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2
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The parameter a does not appear in the restricted log-likelihood.  The restricted log-

likelihood is maximized numerically over the values of the parameters c, , and .  

The parameter a is then estimated as  
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where everything on the right-hand side of the equation is evaluated at the REML 

estimates for c, , and . 2σ 2τ
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