Reinforcement Learning Model Results with Different Utility Values

In order to show that the initial utility values do not change the qualitative predictions of the model, the utility values are set to 50, 40, 20 for the
zero-order, first-order and second-order ToM strategies respectively. Rest of the parameters and the number of repetitions are kept the same with

the original model.
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Reinforcement Learning Model Results with a Lower Noise Value

In order to show that the noise value do not change the qualitative predictions of the model, the noise value set to 1 (it is set to 3 in the original
model). Rest of the parameters and the number of repetitions are kept the same with the original model.
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Instance-based Learning Model Results with a Higher Noise Value

In order to show that the noise value do not change the qualitative predictions of the model, the noise value set to 0.5 (it is set to 0.1 in the
original model). Rest of the parameters and the number of repetitions are kept the same with the original model.
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